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GEOGRAPHIC LOCATION SPECIFIC 
MODELS FOR INFORMATION 

EXTRACTION AND KNOWLEDGE 
DISCOVERY 

BACKGROUND 

as spam 

[ 0001 ] The present invention generally relates to program 
mable computing systems , and more specifically , to com 
puting systems , computer - implemented methods , and com 
puter program products configured to use natural language 
processing algorithms to provide geographic location spe 
cific models for information extraction and knowledge dis 
covery . 
[ 0002 ] Computing systems use natural language process 
ing ( NLP ) algorithms to process and analyze large amounts 
of natural language ( i.e. , human language ) data for use in 
automated interactions between computers and humans . 
NLP is frequently used for speech recognition , natural 
language understanding and natural language generation . 

can be us in various applications , su 
filtering , automated customer service interactions , summa 
rization of information , question answering , and information 
extraction . Information extraction is a process that involves 
automatically extracting structured information from 
unstructured , semi - structured or structured data . Information 
extraction is commonly used in NLP to extract structured 
data from unstructured text . For example , information 
extraction could be applied to a news article to extract 
information from the article about an event , the parties 
involved in the event , the outcome , and the like . The data 
can be extracted in a structured format ( e.g. , in a relational 
table ) so that it may be readily used in various automated 
applications ( e.g. , a search engine ) . Thus , the quality of the 
performance of various applications can be improved by 
improving the amount and / or quality of data ( e.g. , the 
accuracy of relationships between entities ) that is extracted 
or inferred from a source text . 

language processing functionality . The computer readable 
instructions include instructions for receiving a body of 
input text . The computer readable instructions also include 
instructions for using information extraction functionality of 
the processor to extract preliminary information comprising 
a relational table from the body of input text using infor 
mation extraction techniques . The computer readable 
instructions also include instructions for determining one or 
more geographical contexts associated with the input text 
based on the preliminary information . The computer read 
able instructions also include instructions for determining 
inferred information based on the preliminary information 
and the one or more geographical contexts associated with 
the input text . The computer readable instructions also 
include instructions for augmenting the relational table with 
the inferred information . 
[ 0005 ] Embodiments of the invention are directed to a 
computer program product for providing geographic loca 
tion specific models for information extraction and knowl 
edge discovery , the computer program product comprising a 
computer readable storage medium having program instruc 
tions embodied therewith . The program instructions are 
executable by a processor to cause the processor to perform 
a method . A non - limiting example of the method includes 
receiving a body of input text using a processor having 
natural language processing functionality . The method also 
includes using information extraction functionality of the 
processor to extract preliminary information comprising a 
relational table from the body of input text using information 
extraction techniques . The method also includes determin 
ing one or more geographical contexts associated with the 
input text based on the preliminary information . The method 
also includes determining inferred information based on the 
preliminary information and the one or more geographical 
contexts associated with the input text . The method further 
includes augmenting the relational table with the inferred 
information . 
[ 0006 ] Additional technical features and benefits are real 
ized through the techniques of the present invention . 
Embodiments and aspects of the invention are described in 
detail herein and are considered a part of the claimed subject 
matter . For a better understanding , refer to the detailed 
description and to the drawings . 

SUMMARY 

[ 0003 ] Embodiments of the present invention are directed 
to a computer - implemented method for providing geo 
graphic location specific models for information extraction 
and knowledge discovery . A non - limiting example of the 
computer - implemented method includes receiving a body of 
input text using a processor having natural language pro 
cessing functionality . The method also includes using infor 
mation extraction functionality of the processor to extract 
preliminary information comprising a relational table from 
the body of input text using information extraction tech 
niques . The method also includes determining one or more 
geographical contexts associated with the input text based 
on the preliminary information . The method also includes 
determining inferred information based on the preliminary 
information and the one or more geographical contexts 
associated with the input text . The method further includes 
augmenting the relational table with the inferred informa 
tion . 
[ 0004 ] Embodiments of the present invention are directed 
to a system for providing geographic location specific mod 
els for information extraction and knowledge discovery . The 
system includes a memory having computer readable com 
puter instructions , and a processor for executing the com 
puter readable instructions . The processor includes a natural 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0007 ] The specifics of the exclusive rights described 
herein are particularly pointed out and distinctly claimed in 
the claims at the conclusion of the specification . The fore 
going and other features and advantages of the embodiments 
of the invention are apparent from the following detailed 
description taken in conjunction with the accompanying 
drawings in which : 
[ 0008 ] FIG . 1 depicts a cloud computing environment 
according to one or more embodiments of the present 
invention ; 
[ 0009 ] FIG . 2 depicts abstraction model layers according 
to one or more embodiments of the present invention ; 
[ 0010 ] FIG . 3 depicts a block diagram of a computer 
system for use in implementing one or more embodiments of 
the present invention ; 
[ 0011 ] FIG . 4 depicts a flow diagram of a method for 
providing geographic location specific models for informa 
tion extraction and knowledge discovery according to one or 
more embodiments of the invention ; 
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[ 0012 ] FIG . 5A depicts an example of geographically 
based information extraction and knowledge discovery 
implemented according to one or more embodiments of the 
present invention . 
[ 0013 ] FIG . 5B depicts an example of geographically 
based information extraction and knowledge discovery 
implemented according to one or more embodiments of the 
present invention . 
[ 0014 ] FIG . 5C depicts an example of geographically 
based information extraction and knowledge discovery 
implemented according to one or more embodiments of the 
present invention . 
[ 0015 ] FIG . 5D depicts an example of geographically 
based information extraction and knowledge discovery 
implemented according to one or more embodiments of the 
present invention . 
[ 0016 ] FIG . 5E depicts an example of geographically 
based information extraction and knowledge discovery 
implemented according to one or more embodiments of the 
present invention . 
[ 0017 ] FIG . 5F depicts an example of geographically 
based information extraction and knowledge discovery 
implemented according to one or more embodiments of the 
present invention . 
[ 0018 ] The diagrams depicted herein are illustrative . 
There can be many variations to the diagram or the opera 
tions described therein without departing from the spirit of 
the invention . For instance , the actions can be performed in 
a differing order or actions can be added , deleted or modi 
fied . Also , the term “ coupled ” and variations thereof 
describes having a communications path between two ele 
ments and does not imply a direct connection between the 
elements with no intervening elements / connections between 
them . All of these variations are considered a part of the 
specification . 
[ 0019 ] In the accompanying figures and following detailed 
description of the disclosed embodiments , the various ele 
ments illustrated in the figures are provided with two or three 
digit reference numbers . With minor exceptions , the leftmost 
digit ( s ) of each reference number correspond to the figure in 
which its element is first illustrated . 

" containing , " or any other variation thereof , are intended to 
cover a non - exclusive inclusion . For example , a composi 
tion , a mixture , process , method , article , or apparatus that 
comprises a list of elements is not necessarily limited to only 
those elements but can include other elements not expressly 
listed or inherent to such composition , mixture , process , 
method , article , or apparatus . 
[ 0022 ] Additionally , the term " exemplary ” is used herein 
to mean “ serving as an example , instance or illustration . ” 
Any embodiment or design described herein as “ exemplary ” 
is not necessarily to be construed as preferred or advanta 
geous over other embodiments or designs . The terms “ at 
least one ” and “ one or more ” may be understood to include 
any integer number greater than or equal to one , i.e. one , 
two , three , four , etc. The terms “ a plurality ” may be under 
stood to include any integer number greater than or equal to 
two , i.e. two , three , four , five , etc. The term " connection ” 
may include both an indirect " connection ” and a direct 
" connection . ” 
[ 0023 ] The terms " about , " " substantially , " " approxi 
mately , " and variations thereof , are intended to include the 
degree of error associated with measurement of the particu 
lar quantity based upon the equipment available at the time 
of filing the application . For example , “ about " can include a 
range of 28 % or 5 % , or 2 % of a given value . 
[ 0024 ] For the sake of brevity , conventional techniques 
related to making and using aspects of the invention may or 
may not be described in detail herein . In particular , various 
aspects of computing systems and specific computer pro 
grams to implement the various technical features described 
herein are well known . Accordingly , in the interest of 
brevity , many conventional implementation details are only 
mentioned briefly herein or are omitted entirely without 
providing the well - known system and / or process details . 
[ 0025 ] It is to be understood that although this disclosure 
includes a detailed description on cloud computing , imple 
mentation of the teachings recited herein are not limited to 
a cloud computing environment . Rather , embodiments of the 
present invention are capable of being implemented in 
conjunction with any other type of computing environment 
now known or later developed . 
[ 0026 ] Cloud computing is a model of service delivery for 
enabling convenient , on - demand network access to a shared 
pool of configurable computing resources ( e.g. , networks , 
network bandwidth , servers , processing , memory , storage , 
applications , virtual machines , and services ) that can be 
rapidly provisioned and released with minimal management 
effort or interaction with a provider of the service . This cloud 
model may include at least five characteristics , at least three 
service models , and at least four deployment models . 
[ 0027 ] Characteristics are as follows : 
[ 0028 ] On - demand self - service : a cloud consumer can 
unilaterally provision computing capabilities , such as server 
time and network storage , as needed automatically without 
requiring human interaction with the service's provider . 
[ 0029 ] Broad network access : capabilities are available 
over a network and accessed through standard mechanisms 
that promote use by heterogeneous thin or thick client 
platforms ( e.g. , mobile phones , laptops , and PDAs ) . 
[ 0030 ] Resource pooling : the provider's computing 
resources are pooled to serve multiple consumers using a 
multi - tenant model , with different physical and virtual 
resources dynamically assigned and reassigned according to 
demand . There is a sense of location independence in that 

DETAILED DESCRIPTION 
are [ 0020 ] Various embodiments of the invention 

described herein with reference to the related drawings . 
Alternative embodiments of the invention can be devised 
without departing from the scope of this invention . Various 
connections and positional relationships ( e.g. , over , below , 
adjacent , etc. ) are set forth between elements in the follow 
ing description and in the drawings . These connections 
and / or positional relationships , unless specified otherwise , 
can be direct or indirect , and the present invention is not 
intended to be limiting in this respect . Accordingly , a cou 
pling of entities can refer to either a direct or an indirect 
coupling , and a positional relationship between entities can 
be a direct or indirect positional relationship . Moreover , the 
various tasks and process steps described herein can be 
incorporated into a more comprehensive procedure or pro 
cess having additional steps or functionality not described in 
detail herein . 
[ 0021 ] The following definitions and abbreviations are to 
be used for the interpretation of the claims and the specifi 
cation . As used herein , the terms " comprises , " " comprising , " 
" includes , ” “ including , " " has , " " having , " " contains ” or 
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the consumer generally has no control or knowledge over 
the exact location of the provided resources but may be able 
to specify location at a higher level of abstraction ( e.g. , 
country , state , or datacenter ) . 
[ 0031 ] Rapid elasticity : capabilities can be rapidly and 
elastically provisioned , in some cases automatically , to 
quickly scale out and rapidly released to quickly scale in . To 
the consumer , the capabilities available for provisioning 
often appear to be unlimited and can be purchased in any 
quantity at any time . 
[ 0032 ] Measured service : cloud systems automatically 
control and optimize resource use by leveraging a metering 
capability at some level of abstraction appropriate to the 
type of service ( e.g. , storage , processing , bandwidth , and 
active user accounts ) . Resource usage can be monitored , 
controlled , and reported , providing transparency for both the 
provider and consumer of the utilized service . 
[ 0033 ] Infrastructure as a Service ( IaaS ) : the capability 
provided to the consumer is to provision processing , storage , 
networks , and other fundamental computing resources 
where the consumer is able to deploy and run arbitrary 
software , which can include operating systems and applica 
tions . The consumer does not manage or control the under 
lying cloud infrastructure but has control over operating 
systems , storage , deployed applications , and possibly lim 
ited control of select networking components ( e.g. , host 
firewalls ) . 
[ 0034 ] Deployment Models are as follows : 
[ 0035 ] Private cloud : the cloud infrastructure is operated 
solely for an organization . It may be managed by the 
organization or a third party and may exist on - premises or 
off - premises . 
[ 0036 ] Community cloud : the cloud infrastructure is 
shared by several organizations and supports a specific 
community that has shared concerns ( e.g. , mission , security 
requirements , policy , and compliance considerations ) . It 
may be managed by the organizations or a third party and 
may exist on - premises or off - premises . 
[ 0037 ] Public cloud : the cloud infrastructure is made 
available to the general public or a large industry group and 
is owned by an organization selling cloud services . 
[ 0038 ] Hybrid cloud : the cloud infrastructure is a compo 
sition of two or more clouds ( private , community , or public ) 
that remain unique entities but are bound together by stan 
dardized or proprietary technology that enables data and 
application portability ( e.g. , cloud bursting for load balanc 
ing between clouds ) . 
[ 0039 ] A cloud computing environment is service oriented 
with a focus on statelessness , low coupling , modularity , and 
semantic interoperability . At the heart of cloud computing is 
an infrastructure that includes a network of interconnected 
nodes . 
[ 0040 ] Referring now to FIG . 1 , illustrative cloud com 
puting environment 50 is depicted . As shown , cloud com 
puting environment 50 comprises one or more cloud com 
puting nodes 10 with which local computing devices used by 
cloud consumers , such as , for example , personal digital 
assistant ( PDA ) or cellular telephone 54A , desktop com 
puter 54B , laptop computer 54C , and / or automobile com 
puter system 54N may communicate . Nodes 10 may com 
municate with one another . They may be grouped ( not 
shown ) physically or virtually , in one or more networks , 
such as Private , Community , Public , or Hybrid clouds as 
described hereinabove , or a combination thereof . This 

allows cloud computing environment 50 to offer infrastruc 
ture , platforms and / or software as services for which a cloud 
consumer does not need to maintain resources on a local 
computing device . It is understood that the types of com 
puting devices 54A - N shown in FIG . 1 are intended to be 
illustrative only and that computing nodes 10 and cloud 
computing environment 50 can communicate with any type 
of computerized device over any type of network and / or 
network addressable connection ( e.g. , using a web browser ) . 
[ 0041 ] Referring now to FIG . 2 , a set of functional 
abstraction layers provided by cloud computing environ 
ment 50 ( FIG . 1 ) is shown . It should be understood in 
advance that the components , layers , and functions shown in 
FIG . 2 are intended to be illustrative only and embodiments 
of the invention are not limited thereto . As depicted , the 
following layers and corresponding functions are provided : 
[ 0042 ] Hardware and software layer 60 includes hardware 
and software components . Examples of hardware compo 
nents include : mainframes 61 ; RISC ( Reduced Instruction 
Set Computer ) architecture based servers 62 ; servers 63 ; 
blade servers 64 ; storage devices 65 ; and networks and 
networking components 66. In some embodiments , software 
components include network application server software 67 
and database software 68 . 
[ 0043 ] Virtualization layer 70 provides an abstraction 
layer from which the following examples of virtual entities 
may be provided : virtual servers 71 ; virtual storage 72 ; 
virtual networks 73 , including virtual private networks ; 
virtual applications and operating systems 74 ; and virtual 
clients 75 . 
[ 0044 ] In one example , management layer 80 may provide 
the functions described below . Resource provisioning 81 
provides dynamic procurement of computing resources and 
other resources that are utilized to perform tasks within the 
cloud computing environment . Metering and Pricing 82 
provide cost tracking as resources are utilized within the 
cloud computing environment , and billing or invoicing for 
consumption of these resources . In one example , these 
resources may comprise application software licenses . Secu 
rity provides identity verification for cloud consumers and 
tasks , as well as protection for data and other resources . User 
portal 83 provides access to the cloud computing environ 
ment for consumers and system administrators . Service level 
management 84 provides cloud computing resource alloca 
tion and management such that required service levels are 
met . Service Level Agreement ( SLA ) planning and fulfill 
ment 85 provides pre - arrangement for , and procurement of , 
cloud computing resources for which a future requirement is 
anticipated in accordance with an SLA . 
[ 0045 ] Workloads layer 90 provides examples of function 
ality for which the cloud computing environment may be 
utilized . Examples of workloads and functions which may 
be provided from this layer include : mapping and navigation 
91 ; software development and lifecycle management 92 ; 
virtual classroom education delivery 93 ; data analytics pro 
cessing 94 ; transaction processing 95 ; and providing geo 
graphic location specific models for information extraction 
and knowledge discovery 96 . 
[ 0046 ] Referring to FIG . 3 , there is shown an embodiment 
of a processing system 300 for implementing the teachings 
herein . In this embodiment , the system 300 has one or more 
central processing units ( processors ) 21a , 216 , 21c , etc. 
( collectively or generically referred to as processor ( s ) 21 ) . In 
one or more embodiments , each processor 21 may include a 
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reduced instruction set computer ( RISC ) microprocessor . 
Processors 21 are coupled to system memory 34 and various 
other components via a system bus 33. Read only memory 
( ROM ) 22 is coupled to the system bus 33 and may include 
a basic input / output system ( BIOS ) , which controls certain 
basic functions of system 300 . 
[ 0047 ] FIG . 3 further depicts an input / output ( I / O ) adapter 
27 and a network adapter 26 coupled to the system bus 33 . 
I / O adapter 27 may be a small computer system interface 
( SCSI ) adapter that communicates with a hard disk 23 
and / or tape storage drive 25 or any other similar component . 
I / O adapter 27 , hard disk 23 , and tape storage device 25 are 
collectively referred to herein as mass storage 24. Operating 
system 40 for execution on the processing system 300 may 
be stored in mass storage 24. A network adapter 26 inter 
connects bus 33 with an outside network 36 enabling data 
processing system 300 to communicate with other such 
systems . A screen ( e.g. , a display monitor ) 35 is connected 
to system bus 33 by display adaptor 32 , which may include 
a graphics adapter to improve the performance of graphics 
intensive applications and a video controller . In one embodi 
ment , adapters 27 , 26 , and 32 may be connected to one or 
more I / O busses that are connected to system bus 33 via an 
intermediate bus bridge ( not shown ) . Suitable I / O buses for 
connecting peripheral devices such as hard disk controllers , 
network adapters , and graphics adapters typically include 
common protocols , such as the Peripheral Component Inter 
connect ( PCI ) . Additional input / output devices are shown as 
connected to system bus 33 via user interface adapter 28 and 
display adapter 32. A keyboard 29 , mouse 30 , and speaker 
31 all interconnected to bus 33 via user interface adapter 28 , 
which may include , for example , a Super I / O chip integrat 
ing multiple device adapters into a single integrated circuit . 
[ 0048 ] In exemplary embodiments , the processing system 
300 includes a graphics processing unit 41. Graphics pro 
cessing unit 41 is a specialized electronic circuit designed to 
manipulate and alter memory to accelerate the creation of 
images in a frame buffer intended for output to a display . In 
general , graphics processing unit 41 is very efficient at 
manipulating computer graphics and image processing and 
has a highly parallel structure that makes it more effective 
than general - purpose CPUs for algorithms where processing 
of large blocks of data is done in parallel . 
[ 0049 ] Thus , as configured in FIG . 3 , the system 300 
includes processing capability in the form of processors 21 , 
storage capability including system memory 34 and mass 
storage 24 , input means such as keyboard 29 and mouse 30 , 
and output capability including speaker 31 and display 35 . 
In one embodiment , a portion of system memory 34 and 
mass storage 24 collectively store an operating system 
coordinate the functions of the various components shown in 
FIG . 3 . 

[ 0050 ] Information extraction ( IE ) techniques allow for 
the automated retrieval of structured data from unstructured 
text . For example , information extraction techniques allow 
for the automatic retrieval of data from text documents , 
databases , websites or many other such sources . As will be 
appreciated by those of skill in the art , information extrac 
tion can utilize named entity recognition techniques , which 
allow for the recognition of entities as one of several 
categories such as location , persons , or organizations . Once 
the named entities are categorized , the named entity's 
related information can be extracted and a machine - readable 

document can be constructed that can be processed by 
various algorithms to extract meaning , such as for example , 
relationship extraction . 
[ 0051 ] As will be appreciated by those of skill in the art , 
various information extraction solutions may utilize 
machine learning techniques . Performance of machine 
learning based information extraction solutions are gener 
ally tied to the size of training data and the discriminative 
features that can be extracted from that data ( i.e. , how that 
data is used for training ) . Conventional information extrac 
tion approaches are generally based either on different 
machine learning models for different languages ( e.g. , one 
model for English , another model for Mandarin , etc. ) or on 
different machine learning models for different domains 
( e.g. , one model for financial news domain and a different 
model for sports news domain ) . However , cues of geo 
graphic location can be useful for relation discovery . 
Accordingly , embodiments , of the present disclosure pro 
vide machine learning based information extraction 
approaches that may exploit data specific to different loca 
tions to train information extraction systems for a common 
language . For example , embodiments of the present disclo 
sure can be configured to provide a first model for financial 
news related a first country ( e.g. , U.S. ) and a separate second 
model for financial news related to a second country ( e.g. , 
India ) . As will be appreciated by those of skill in the art , such 
models may be natural language processing models that may 
or may not include a machine learning model . By exploiting 
the geographic contexts of the data sets , the models can 
allow applications to provide more meaningful and / or accu 
rate results than conventional models by , for example , 
selecting a model for use or selectively applying a model 
based on a determined geographic context of a text . 
[ 0052 ] As will be described in greater detail below , 
embodiments of the present disclosure contemplate a system 
that includes an information extraction system for extracting 
entities / concepts and relations from input text and a geo 
graphical detection system for iteratively applying various 
analyses and algorithms to the extracted data to identify 
geographic contexts of the data that can then be iteratively 
used by the information extraction system to discover new 
information that can be added to the extracted data set . 
“ Entities ” may be general or specific people , places or 
things , whereas “ concepts ” can be categories or ideas . Both 
entities and concepts may or may not be arguments to 
relations . Thus , using the techniques described herein , the 
system can extract preliminary information ( e.g. , entities 
and relations ) using information extraction techniques , and 
then by iteratively determining and utilizing geographic 
contexts , the system may transform and / or augment the 
extracted data with additional information that provides a 
more complete set of data , thereby allowing applications 
that utilize the extracted data to expand their functionality 
and provide more complete and / or accurate activities ( e.g. , 
a more complete or accurate automated response to a 
question ) . Further , although this disclosure is generally 
directed towards receiving an input text , this disclosure is 
not so limited , and it is contemplated that some embodi 
ments may receive images , video or sound data that can be 
converted ( e.g. , image or voice recognition functions may be 
performed to identify words in images or recordings ) to text 
for processing by the system . 
[ 0053 ] There are many types of information and specifi 
cally entities ( e.g. , person / organization names ) that can be 
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specific to a geographic location . For example , phone num 
ber formats are generally based on geographic location and 
therefore extraction of phone numbers can provide an indi 
cation of the region or regions relevant to a document ( or a 
body of text ) . For example , U.S. and Canadian phone 
numbers have ten digits ( or eleven including the region code 
( 1 ) ) that are typically grouped by punctuation or spaces into 
a 3,3,4 pattern , such as for example : ( 555 ) 555-5555 . 
However , other regions or countries may use a different 
format for phone numbers . For example , in France phone 
numbers are nine digits ( or ten when including the leading 
zero or eleven if including the region code ( 33 ) ) . The digit 
pattern for a French phone number is 1,2,2,2,2 , such as for 
example : 05 55 55 55 55 or simply 5 55 55 55 55. Thus , a 
geographic context may be inferred from a phone number 
format . 
[ 0054 ] Similarly , the identification and interpretation of an 
address can depend on the relevant region . A zip code in the 
U.S. is seven digits optionally followed by four digits for the 
“ add - on code ” grouped as 7 or 7,4 . However , in Japan , a 
postal code is given as seven digits grouped in a 3,4 pattern . 
The other elements of the address are also different . For 
example , U.S. addresses are structured as street number , 
street name , city and state , whereas Japanese addresses are 
instead structured as prefecture , municipality , city district 
number , block number , building number . Similarly , different 
regions may use different date formats . For instance , the date 
format used in the U.S. is MM / DD / YYYY , whereas the date 
format used in the U.K. is DD / MM / YYYY . Thus , geo 
graphical contexts can be inferred from both address and 
date formats . It should be appreciated that these are merely 
examples , and there may be many other aspects of data that 
can provide an indication of a geographic region , such as for 
example , the use of certain words ( e.g. , " couch ” vs. " set 
tee ” ) , the spelling of words ( e.g. , " color " vs. “ colour ” ) and 
other such aspects . According to some embodiments of the 
invention , a system for inferring geographic context may be 
a deep learning based system , such as a convolutional neural 
network ( CNN ) or a recurrent neural network ( RNN ) 
applied to a word vector representation of information . 
[ 0055 ] Geographical contexts can be used to infer addi 
tional information about various subjects or entities such as 
currency , entity resolution ( e.g. , determining that " Paris " 
refers to “ Paris , Texas ” and not “ Paris , France ” ) , phone 
number completion , address completion , date completion 
and other such determinations about characteristics of an 
entity as may be determinable in relation to a geographical 
context . For example , geographical context , as used in 
accordance with embodiments of the invention disclosed 
herein , can provide an indication of additional information 
about an amount of currency , such as the country associated 
with the currency . For instance , if text of a document 
analyzed by an information extraction system describes an 
amount of dollars , it may be unclear whether the text refers 
to U.S. or Canadian dollars , but such information may be 
inferred by using a model that depends on the salient 
region ( s ) . As will be appreciated , such insights provide 
additional useful information that may not have been deter 
mined using conventional methods , such as the relative 
value of a currency amount ( e.g. , based on the country 
associated with the currency and currency exchange rates ) . 
[ 0056 ] Embodiments of the present disclosure may be 
configured to use semantic web resources together with 
distributional semantics and other related techniques ( e.g. , 

Latent Semantic Analysis ( LSA ) , Latent Dirichlet Allocation 
( LDA ) , word embeddings , bag of words in linear model , 
deep learning based document classification , etc. ) to group 
texts of a well - spoken language ( e.g. , English ) collected by 
for example , a web - crawler , by geographic locations . The 
grouped texts may be used to train separate location specific 
machine learning models to build more accurate information 
extraction ( e.g. , named entity recognition ) systems . Further , 
as will be described further herein , embodiments of the 
present disclosure may determine location cues or other 
indications of geography relating to preliminary data gen 
erated by an information extraction system for knowledge 
discovery to generate inferred data and information . 
Embodiments of the present disclosure may take advantage 
of geographic location specific subtle features by training 
separate location specific machine learning models . The 
techniques described herein can work for any language for 
which enough text data , grouped by relatedness to different 
geographic locations , can be gathered . 
[ 0057 ] According to some embodiments , prior to training 
a model , the systems and methods described herein may use 
semantic web resources such as for example , DBpedia 
Spotlight , or another entity recognition system that supports 
location detection and linking to country or region , diction 
ary match location mentions ( cities , rivers , districts ) and 
look up the corresponding country using a geographical 
database , such as for example , GeoNames . For example , if 
a document mentions “ New York City ” explicitly , it can be 
assumed that this is a relevant geographic location . Then , a 
model can be trained to predict the general geographic 
location ( determined by the location mentions ) from the 
other text ( i.e. , non - location mention text ) . In other words , 
a model could be trained to use everything except the 
location mentions to predict the location inferred from the 
location mentions . This can allow for a location detection 
model to use indicators of location apart from location 
mentioned . As will be appreciated , the people and organi 
zations mentioned in a document can be a strong indicator 
of the relevant location . For example , mention of the base 
ball team “ The Yankees ” in a text may be an indicator of a 
geographic context of “ New York ” and / or “ USA . ” Thus , 
according to some embodiments of the invention , a location 
model can be trained without requiring annotation 
[ 0058 ] According to some embodiments , each mentioned 
location can be a prediction task and the model can predict 
the country of each mentioned location using the other text , 
including the other location mentions . According to some 
embodiments , the resulting model can provide a probability 
distribution over what country the next mentioned location 
will be from . This can be viewed as a measure of the 
document relevance for each country . Thus , as described 
above , in some embodiments , the location model trained 
using weakly - supervised or self - supervised training , can be 
a probabilistic model . 
[ 0059 ] According to some embodiments of the invention , 
the geographic context of a document can be detected from 
one or more of the relations extracted from a text using an 
information extraction model that is not adapted to take 
geographic indications into consideration ( i.e. , 
“ unadapted IE model ” ) . In some embodiments , the geo 
graphic context of a document may conceivably be detected 
before using the unadapted IE model . In some embodiments , 
the geographic context can be detected using a pre - trained 
classifier that can be trained using documents that are 

an 
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clustered ( i.e. , grouped ) by location names ( e.g. countries ) . 
In other words , each cluster of training documents can be 
labeled with a location ( i.e. , class ) name . Such clusters can 
be formed by exploiting semantic relatedness of documents 
with respect to geographic locations . If such a pre - trained 
classifier exists , the output ( i.e. , the prediction of the geo 
graphic context ) of the classifier for an unseen ( i.e. , not part 
of the training documents ) document can also be used as an 
indication apart from the geographic indications extracted 
from the relations / entities extracted by the unadapted IE 
model . Subsequently , all of these indications can be used to 
determine the geographic context of the text and can be fed 
back into the IE model to adapt the model accordingly . 
[ 0060 ] Embodiments of the present disclosure may use the 
relevant location model to determine the most relevant 
country or countries , and switch or adapt an information 
extraction model depending on the region . For example , to 
detect mentions of phone numbers without a country code 
present , common scripts for parsing , formatting , and vali 
dating international phone numbers ( e.g. , libphonenumber ) 
generally require a region to be known and specified . 
[ 0061 ] Turning now to FIG . 4 , a flow diagram of a method 
400 for providing geographic location specific models for 
information extraction and knowledge discovery in accor 
dance with an embodiment is shown . In one or more 
embodiments of the present invention , the method 400 may 
be embodied in software that is executed by computer 
elements located within a network that may reside in the 
cloud , such as the cloud computing environment 50 
described herein above and illustrated in FIGS . 1 and 2. In 
other embodiments , the computer elements may reside on a 
computer system or processing system , such as the process 
ing system 300 described herein above and illustrated in 
FIG . 3 , or in some other type of computing or processing 
environment . 
[ 0062 ] The method 400 begins at block 402 and includes 
receiving a body of input text . The body of input text can be 
received by a processor having natural language processing 
functionality . According to some embodiments , the body of 
input text can be a plurality of documents . According to 
some embodiments , the system ( e.g. , computing system 
300 ) may be configured to receive a large number of 
documents or sources of unstructured text ( e.g. , by collect 
ing documents / text using a web crawler ) . In some embodi 
ments , the body of input text can include metadata such as 
metadata tags associated with a document or website that are 
indicative of a place , location and / or an address . According 
to some embodiments , metadata may be used in determining 
one or more geographical contexts of the body of input text 
as a whole or one or more arguments or relations of a 
relational table generated in response to performing infor 
mation extraction as described herein . According to some 
embodiments , a geographical context may be determined 
based on metadata by , for example identifying a geographic 
context associated with a place , location or address included 
in the metadata . 
[ 0063 ] At block 404 , the method includes using informa 
tion extraction functionality of the processor to extract 
preliminary information from the body of input text . The 
preliminary information can be extracted from the input text 
using known information extraction techniques as described 
previously above . In some embodiments , the preliminary 
information can be extracted as structured data , such as data 
in a relational table or a graph ( i.e. , a hyper - graph ) . For 

example , FIG . 5A shows example input text 502 that can be 
processed by an information extraction ( IE ) system 504 
( e.g. , implemented by processing system 300 ) to extract 
preliminary information in a relational table 506. As will 
appreciated by those of skill in the art , information extrac 
tion techniques can be applied to the input text 502 to 
generate a relational table 506 that includes a first column 
corresponding to a first argument or entity ) , a second 
column corresponding to a second argument ( or entity ) , and 
a third column corresponding to the relationship between the 
first and second arguments / entities . For example , as shown 
in FIG . 5A , the information extraction system 504 has 
processed the input text 502 to determine that “ Festival of 
Pumpkins ” has a “ Location ” relationship with “ Paris ” . Each 
argument pair and corresponding relationship can be stored 
in a respective row of the relational table 506. Although this 
disclosure generally present embodiments in which infor 
mation extracted by the system ( i.e. , preliminary informa 
tion and inferred / augmented information ) are represented in 
a relational table ( e.g. , relational table 506 ) , it should be 
understood that the extracted information are semantic 
triples that can be stored in any suitable structured format , 
such as relational tables ( i.e. , databases ) , knowledge bases , 
ontology , and the like . 
[ 0064 ] At block 406 , the method includes determining one 
or more geographical contexts associated with the input text 
based on the preliminary information , which may generally 
be unknown at the time of extraction of the preliminary 
information . For example , as shown in FIG . 5B , a geo 
graphical detection system 508 ( e.g. , implemented by pro 
cessing system 300 ) can be configured to analyze the 
preliminary information in relational table 506 to identify 
geographic features of portions of the data and / or an entire 
text or document . Geographical detection system 508 can be 
configured to apply various algorithms or other functions to 
the preliminary data to identify geographical features ( e.g. , 
detection of geographically - based phone number , address 
and date formats ) , using , for example , semantic web 
resources , big data from the internet , bag of words in linear 
models ( n - grams ) , machine learning models or topic models . 
For example , as shown in FIG . 5B , geographical detection 
system 508 may determine that although the geographical 
context of the input text is currently unknown , the date “ Oct. 
28 , 2017 ” and the phone number “ 555-555-5555 ” are both 
in a U.S. format by for example , applying an algorithm 
configured to identify a country associated with a format of 
a date , telephone number , and / or an address . The geographi 
cal detection system 508 may also determine that the geo 
graphical context for “ Air Mexico ” is Mexico , by for 
example , applying an algorithm that matches known airline 
company names with associated countries . 
[ 0065 ] As shown in FIG . 5C , the geographical detection 
system 508 can be configured to determine a geographical 
context for the entire text ( i.e. , input text 502 ) based on the 
determined geographical contexts that are associated with 
the text . For example , as shown in FIG . 5C , the geographical 
detection system 508 has determined that the geographical 
context of the whole text is USA . In some embodiments , the 
geographical detection system 508 can determine the geo 
graphical context for the whole text by , for example , deter 
mining the geographical contexts of a plurality of argu 
ments / entities and identifying the geographical context that 
occurs the most frequently , which may be considered to be 
a semantic web resources approach . Other approaches for 
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determining the geographical context for the whole text may 
include using one or more of big data from the internet , bag 
of words in linear models ( n - grams ) , machine learning 
models or topic models . Thus , in the example shown in FIG . 
5C , because two arguments have a geographical context of 
USA and only one has a geographical context of Mexico , the 
system may determine that the context of the entire text is 
USA . In some embodiments , the geographical detection 
system 508 may identify a plurality of different countries or 
geographies that the entire text may be associated with , and 
may determine a confidence score for each country repre 
senting the likelihood that a given country is the proper 
geographic context for the entire text . According to some 
embodiments , the confidence score may not be the geo 
graphical context that is mentioned the most in the data , but 
rather may be determined using a machine learning process 
that creates a confidence score based on , for example , 
considering IP addresses , website names and other such data 
relating to the source of the text . Further , in some embodi 
ments , ensembling the semantic web resource based 
approach and the bag of words approach may not always 
predict the location mentioned most frequently . The geo 
graphical detection system 508 may then select the country / 
geography with the highest confidence as the geographical 
context to be associated with the entire document . In some 
embodiments , the geographical text of the entire text may 
instead be determined prior to the generation of the prelimi 
nary information by using a pre - trained classifier that can be 
trained using documents that are clustered by location 
names , as previously described above . 
[ 0066 ] At block 408 , the method includes determining 
inferred information based on the preliminary information 
and the one or more geographical contexts associated with 
the input text . According to some embodiments , inferred 
information can be information that is discovered based on 
the geographical contexts of the relational table 506. For 
example , as shown in FIG . 5D , based on the determination 
that “ Air Mexico ” has a geographical context of Mexico , the 
information extraction system 504 may determine that “ 100 , 
000 Pesos ” refers to “ Mexican Pesos ” 510 ( e.g. , as opposed 
to , for example , Argentine pesos ) and may update the 
relational table 506 accordingly . 
[ 0067 ] As shown in FIG . 5E , based on the determination 
that the geographical context of the entire document was 
determined to be USA , the information extraction system 
504 may determine that a city name ( e.g. , “ Paris ” ) is 
referring to a city in the USA . Thus , in the example shown 
in FIG . 5E , the system may infer that Paris is in the U.S. , and 
may modify the relational table 506 with the inferred 
country 512 to change “ Paris ” to “ Paris , USA ” . Similarly , as 
shown in FIG . 5E , the information extraction system 504 
may determine that “ Football ” is referring to a type of sport 
associated with a nationality 514 ( i.e. , “ American Sports ” ) 
and that the “ Super Bowl ” is referring to a particular type 
516 of event ( i.e. , “ Sports Event ” ) . Further , based on the 
geographical context of the whole text being determined to 
be USA , the information extraction system 504 may deter 
mine and add additional relationships to the relational table 
506. For example , as shown in FIG . 5E , the information 
extraction system 504 may determine that “ Sitting Bull ” has 
an “ Is - a ” relationship with “ Person ” and may add this 
relationship in a new row 520. In other words , based on the 
geographical context of USA , the information extraction 
system 504 may determine that the phrase “ Sitting Bull ” 

refers to the well - known Native American leader ( e.g. , as 
opposed to referring to an animal ) , by for example , applying 
an algorithm that matches names of people associated with 
the geographic context of the USA against the text of the 
document . In this way , the disclosed system can leverage 
determined geographical contexts for knowledge discovery 
in an information extraction system and transform the origi 
nal data extracted from the input text 502 into a more 
complete set of arguments and relations . 
[ 0068 ] According to some embodiments , based on the 
detected geographical context ( s ) , the information extraction 
system 504 can be configured to iteratively extract and 
discover new information , for example based on the previ 
ously discovered new information that was added to the 
relational table . In some embodiments , the information 
extraction system 504 can be configured to extract / discover 
new information by using a rule - based approach that applies 
different rule subsets depending on the location of the 
geographical context ( s ) . For example , a rule may perform a 
pattern - matching function to attempt to match a telephone 
number format to one of a plurality of known telephone 
number formats associated with different countries / regions . 
Another rule may perform date recognition to distinguish 
between countries that use a day / month / year format as 
opposed to a month / day / year format . Another rule may 
match measurement metrics to one or more associated 
regions or countries ( e.g. , use of “ miles ” vs. “ kilometers ” ) . 
According to some embodiments , the information extraction 
system 504 may be configured to use a machine learning 
based approach to extract / discovery new information . For 
example , the location ( or probability distribution over loca 
tions ) can be used as a feature in the information extraction 
system . Machine learning approaches can be effective for , 
for example , making determinations about the meanings of 
acronyms given a known geographical context ( e.g. , given 
that the geographical context is U.S. , determining that 
“ FDA ” means “ U.S. Food and Drug Administration ” ) . Alter 
natively , for deep learning - based systems , the location ( or 
probability distribution over locations ) can be used as an 
index into a learned location embedding . 
[ 0069 ] Next , as shown at block 410 , the method includes 
augmenting and / or modifying the relational table with the 
inferred information . In some embodiments , one or more 
cells of the relational tables can be modified based on the 
inferred information . In some embodiments , the one or more 
new rows of data can be added to the relational table based 
on the inferred information . For example , as shown in FIGS . 
5D - E , the information extraction system 504 added new row 
520 and modified the cell storing " Paris ” to include " USA ” , 
the cell storing “ Sports ” to include “ American ” , the cell 
storing " Events ” to include “ Sports ” and the cell including 
“ Pesos ” to include “ Mexican ” , as described above . Accord 
ing to some embodiments , the augmented relational table 
may be used for various applications , such as for example , 
identifying an event . For instance , in some embodiments , an 
augmented relational table could be used to identify an event 
such as an FDA approval and the date the approval occurred . 
The disclosed techniques may be useful in determining 
information or events in for example , the medical domain , 
the financial domain , or any other area where enhancements 
to information extraction data based on geographical con 
texts may be useful . 
[ 0070 ] As described above , in some embodiments , 
inferred information can be iteratively determined by the 
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information extraction system 504 based on iterative dis 
covery of new geographical contexts . Thus , according to 
some embodiments , determining inferred information can 
include determining first inferred information based on the 
preliminary information and the one or more geographical 
contexts associated with the input text , determining one or 
more new geographical contexts associated with the input 
text and the first inferred information based on the prelimi 
nary information , the one or more geographical contexts 
associated with the input text and the first inferred informa 
tion , and determining second inferred information based on 
the preliminary information , the one or more geographical 
contexts associated with the input text , the first inferred 
information and the one or more new geographical contexts 
associated with the input text and the first inferred informa 
tion . According to some embodiments , the iterative deter 
mination of inferred information can be ceased in response 
to determining that no new geographical contexts remain to 
be discovered . For example , as shown in FIG . 5F , the 
geographical detection system 508 analyzes the augmented 
relational table 506 and determines that there are no new 
geographical contexts and therefore the system may cease 
performing iterative discovery and updates and output the 
resulting relational table 506 as an output . As described 
previously above , the final output may be a table of extracted 
data that has been improved through awareness of the 
locations relevant to the document or text , which may then 
be used to provide better insights into the relationships and 
meanings behind the data . According to some embodiments , 
the output table of extracted data may be used for , for 
example , generating responses to queries and / or tasks such 
as knowledge base population ( KBP ) ( i.e. , taking an incom 
plete knowledge base and a large corpus of text to complete 
the incomplete elements of the knowledge base using tech 
niques such as slotfilling and entity linking ) . 
[ 0071 ] According to some embodiments , the method 500 
may further include , responsive to receiving a query asso 
ciated with the relational table , generating a geographically 
contextual query response comprising information that is 
based on the inferred information . In some embodiments , a 
geographically - contextual query response may be 
response that provides geographically - contextual informa 
tion about one or more of a locality in relation to a phone 
number format , an address format and / or a date format , a 
nationality associated with a currency and / or compliance 
issues . Compliance issues may relate to the adherence to 
various legal or cultural rules , such as for example , the use 
of “ Halal ” or “ Kosher ” foods , a prohibition on certain 
activities in particular countries , or how much hard cash one 
can carry when traveling to certain countries . 
[ 0072 ] Additional processes may also be included . It 
should be understood that the processes depicted in FIGS . 4 
and 5A - F represent illustrations , and that other processes 
may be added or existing processes may be removed , 
modified , or rearranged without departing from the scope 
and spirit of the present disclosure . 
[ 0073 ] The present invention may be a system , a method , 
and / or a computer program product at any possible technical 
detail level of integration . The computer program product 
may include a computer readable storage medium ( or media ) 
having computer readable program instructions thereon for 
causing a processor to carry out aspects of the present 
invention . 

[ 0074 ] The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer readable 
storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , an erasable programmable read - only memory 
( EPROM or Flash memory ) , a static random access memory 
( SRAM ) , a portable compact disc read - only memory ( CD 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
floppy disk , a mechanically encoded device such as punch 
cards or raised structures in a groove having instructions 
recorded thereon , and any suitable combination of the fore 
going . A computer readable storage medium , as used herein , 
is not to be construed as being transitory signals per se , such 
as radio waves or other freely propagating electromagnetic 
waves , electromagnetic waves propagating through a wave 
guide or other transmission media ( e.g. , light pulses passing 
through a fiber - optic cable ) , or electrical signals transmitted 
through a wire . 
[ 0075 ] Computer readable program instructions described 
herein can be downloaded to respective computing / process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in each computing / processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing / processing 
device . 
[ 0076 ) Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions , instruction - set - architecture ( ISA ) instructions , 
machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , con 
figuration data for integrated circuitry , or either source code 
or object code written in any combination of one or more 
programming languages , including an object oriented pro 
gramming language such as Smalltalk , C ++ , or the like , and 
procedural programming languages , such as the “ C ” pro 
gramming language or similar programming languages . The 
computer readable program instructions may execute 
entirely on the user's computer , partly on the user's com 
puter , as a stand - alone software package , partly on the user's 
computer and partly on a remote computer or entirely on the 
remote computer or server . In the latter scenario , the remote 
computer may be connected to the user's computer through 
any type of network , including a local area network ( LAN ) 
or a wide area network ( WAN ) , or the connection may be 
made to an external computer ( for example , through the 
Internet using an Internet Service Provider ) . In some 
embodiments , electronic circuitry including , for example , 
programmable logic circuitry , field - programmable gate 
arrays ( FPGA ) , or programmable logic arrays ( PLA ) may 

a 
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execute the computer readable program instruction by uti 
lizing state information of the computer readable program 
instructions to personalize the electronic circuitry , in order to 
perform aspects of the present invention . 
[ 0077 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer readable program instruc 
tions . 
[ 0078 ] These computer readable program instructions may 
be provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
[ 0079 ] The computer readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0080 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
functions noted in the blocks may occur out of the order 
noted in the Figures . For example , two blocks shown in 
succession may , in fact , be executed substantially concur 
rently , or the blocks may sometimes be executed in the 
reverse order , depending upon the functionality involved . It 
will also be noted that each block of the block diagrams 
and / or flowchart illustration , and combinations of blocks in 
the block diagrams and / or flowchart illustration , can be 
implemented by special purpose hardware - based systems 
that perform the specified functions or acts or carry out 
combinations of special purpose hardware and computer 
instructions . 
[ 0081 ] The descriptions of the various embodiments of the 
present invention have been presented for purposes of 
illustration , but are not intended to be exhaustive or limited 
to the embodiments disclosed . Many modifications and 

variations will be apparent to those of ordinary skill in the 
art without departing from the scope and spirit of the 
described embodiments . The terminology used herein was 
chosen to best explain the principles of the embodiments , the 
practical application or technical improvement over tech 
nologies found in the marketplace , or to enable others of 
ordinary skill in the art to understand the embodiments 
described herein . 
What is claimed is : 
1. A computer - implemented method comprising : 
receiving , using a processor having natural language 

processing functionality , a body of input text ; 
using information extraction functionality of the proces 

sor to extract preliminary information comprising a 
relational table from the body of input text ; 

determining , based on the preliminary information , one or 
more geographical contexts associated with the input 
text ; 

determining , based on the preliminary information and 
the one or more geographical contexts associated with 
the input text , inferred information ; and 

augmenting the relational table with the inferred infor 
mation . 

2. The computer - implemented method of claim 1 , 
wherein the body of input text comprises a plurality of 
documents . 

3. The computer - implemented method of claim 2 , 
wherein : 

the plurality of documents comprises metadata ; and 
determining one or more geographical contexts associated 

with the input text is further based on the metadata . 
4. The computer - implemented method of claim 1 , 

wherein determining inferred information comprises : 
determining , based on the preliminary information and 

the one or more geographical contexts associated with 
the input text , first inferred information ; 

determining , based on the preliminary information , the 
one or more geographical contexts associated with the 
input text and the first inferred information , one or 
more new geographical contexts associated with the 
input text and the first inferred information ; and 

determining second inferred information based on the 
preliminary information , the one or more geographical 
contexts associated with the input text , the first inferred 
information and the one or more new geographical 
contexts associated with the input text and the first 
inferred information . 

5. The computer - implemented method of claim 4 , 
wherein inferred information is iteratively determined based 
on iterative discovery of new geographical contexts . 
6. The computer - implemented method of claim 5 , 

wherein iterative determination of inferred information 
ceases in response to determining that no new geographical 
contexts remain to be discovered . 

7. The computer - implemented method of claim 1 further 
comprising , responsive to receiving a query associated with 
the relational table , generating a geographically - contextual 
query response comprising information that is based on the 
inferred information . 

8. The computer - implemented method of claim 7 , 
wherein a geographically - contextual query response com 
prises a response providing geographically - contextual infor 
mation about one or more of : 
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a locality in relation to a phone number format , an address 
format or a date format ; 

a nationality associated with a currency ; and 
compliance issues . 
9. A system comprising : 
a processor communicatively coupled to a memory , the 

processor having natural language processing function 
ality and being configured to : 
receive a body of input text ; 
use information extraction functionality of the proces 

sor to extract preliminary information comprising a 
relational table from the body of input text ; 

determine , based on the preliminary information , one 
or more geographical contexts associated with the 
input text ; 

determine , based on the preliminary information and 
the one or more geographical contexts associated 
with the input text , inferred information ; and 

augment the relational table with the inferred informa 
tion . 

10. The system of claim 9 , wherein the body of input text 
comprises a plurality of documents . 

11. The system of claim 10 , wherein : 
the plurality of documents comprises metadata ; and 
determining one or more geographical contexts associated 
with the input text is further based on the metadata . 

12. The system of claim 9 , wherein determining inferred 
information comprises : 

determining , based on the preliminary information and 
the one or more geographical contexts associated with 
the input text , first inferred information ; 

determining , based on the preliminary information , the 
one or more geographical contexts associated with the 
input text and the first inferred information , one or 
more new geographical contexts associated with the 
input text and the first inferred information ; and 

determining second inferred information based on the 
preliminary information , the one or more geographical 
contexts associated with the input text , the first inferred 
information and the one or more new geographical 
contexts associated with the input text and the first 
inferred information . 

13. The system of claim 12 , wherein inferred information 
is iteratively determined based on iterative discovery of new 
geographical contexts . 

14. The system of claim 13 , wherein iterative determina 
tion of inferred information ceases in response to determin 
ing that no new geographical contexts remain to be discov 
ered . 

15. The system of claim 9 , wherein the processor is 
further configured to : 

responsive to receiving a query associated with the rela 
tional table , generate a geographically - contextual 
query response comprising information that is based on 
the inferred information 

16. The system of claim 15 , wherein a geographically 
contextual query response comprises a response providing 
geographically - contextual information about one or more 
of : 

a locality in relation to a phone number format , an address 
format or a date format ; 

a nationality associated with a currency ; and 
compliance issues . 
17. A computer program product comprising a computer 

readable storage medium having program instructions 
embodied therewith the program instructions executable by 
a computer processor to cause the computer processor to 
perform a method comprising : 

receiving , using a processor having natural language 
processing functionality , a body of input text ; 

using information extraction functionality of the proces 
sor to extract preliminary information comprising a 
relational table from the body of input text ; 

determining , based on the preliminary information , one or 
more geographical contexts associated with the input 
text ; 

determining , based on the preliminary information and 
the one or more geographical contexts associated with 
the input text , inferred information ; and 

augmenting the relational table with the inferred infor 
mation . 

18. The computer program product of claim 17 , wherein 
determining inferred information comprises : 

determining , based on the preliminary information and 
the one or more geographical contexts associated with 
the input text , first inferred information ; 

determining , based on the preliminary information , the 
one or more geographical contexts associated with the 
input text and the first inferred information , one or 
more new geographical contexts associated with the 
input text and the first inferred information ; and 

determining second inferred information based on the 
preliminary information , the one or more geographical 
contexts associated with the input text , the first inferred 
information and the one or more new geographical 
contexts associated with the input text and the first 
inferred information . 

19. The computer program product of claim 18 , wherein 
inferred information is iteratively determined based on itera 
tive discovery of new geographical contexts . 

20. The computer program product of claim 19 , wherein 
iterative determination of inferred information ceases in 
respon to determining that no new geographical contexts 
remain to be discovered . 


