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(57) ABSTRACT

A method for detecting paint defects on objects is provided.
The method comprises: projecting a plurality of patterns on
a surface of an object at a plurality of different pattern
characteristics; capturing a plurality of images of the object
based on projecting the plurality of patterns; inputting the
plurality of images of the object into a machine learning
model to determine whether the surface of the object
includes one or more paint defects; and based on determin-
ing, an image, of the plurality of images, includes a paint
defect, causing display of the image with the paint defect.
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SYSTEMS AND METHODS FOR PAINT
DEFECT DETECTION USING MACHINE
LEARNING

FIELD

[0001] The present disclosure relates to object detection
using machine learning/artificial intelligence algorithms
and, more particularly, to systems and methods for detecting
paint defects using deep learning.

BACKGROUND

[0002] Traditionally, the quality of a paint job is evaluated
by experts, which is a labor intensive process and requires
multiple inspection lines for high volume yield. For
example, the manufacturing process of a vehicle may
include a painting process. However, there may be defects
that are introduced or that may occur during this process. For
instance, very small dust and/or other particles may be on
the surface of the vehicle and when painted over, these
particles may cause visible defects. Further, a scratch may
occur on the surface of the vehicle after paint has been
applied. Therefore, experts may be used to evaluate whether
the vehicle has these defects. However, not only is this a
time intense process, the judgment made by an expert is
subjective and can contain biases (e.g., one expert may
determine that there is a defect and another may determine
there is not a defect). Therefore, the classification results
might be inconsistent. Accordingly, there remains a techni-
cal need to provide an automated process for detecting
defects on the surface of vehicles.

SUMMARY

[0003] A first aspect of the present disclosure provides a
method for detecting paint defects on objects. The method
comprises: projecting a plurality of patterns on a surface of
an object at a plurality of different pattern characteristics;
capturing a plurality of images of the object based on
projecting the plurality of patterns; inputting the plurality of
images of the object into a machine learning model to
determine whether the surface of the object includes one or
more paint defects; and based on determining, an image, of
the plurality of images, includes a paint defect, causing
display of the image with the paint defect.

[0004] According to an implementation of the first aspect,
projecting the plurality of patterns comprises: projecting, at
a first instance in time, a first pattern with a first pattern
characteristic on the object; and projecting, at a second
instance in time, a second pattern with a second pattern
characteristic on the object, wherein the first pattern char-
acteristic is different from the second pattern characteristic.
[0005] According to an implementation of the first aspect,
capturing the plurality of images comprises: capturing, at the
first instance in time, one or more first images based on
projecting the first pattern; capturing, at the second instance
in time, one or more second images based on projecting the
second pattern, and wherein inputting the plurality of images
into the machine learning model comprises inputting the one
or more first images and the one or more second images into
the machine learning model.

[0006] According to an implementation of the first aspect,
the first pattern is a horizontal pattern and the second pattern
is a vertical pattern.
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[0007] According to an implementation of the first aspect,
the first pattern is associated with a first frequency value and
the second pattern is associated with a second frequency
value that is different from the first frequency value.
[0008] According to an implementation of the first aspect,
the method further comprises: receiving the machine learn-
ing model from a back-end server, wherein the back-end
server trains the machine learning model based on captured
images of paint defects on surfaces of one or more vehicles.
[0009] According to an implementation of the first aspect,
the method further comprises: receiving a generic object
detection machine learning model from a back-end server;
and training the generic object detection machine learning
model to generate the machine learning model based on
captured images of paint defects.

[0010] According to an implementation of the first aspect,
the machine learning model comprises Mask Region-based
Convolutional Neural Networks (Mask-RCNN).

[0011] According to an implementation of the first aspect,
the machine learning model comprises a residual neural
network (ResNet). Further, inputting the plurality of images
of the object into the machine learning model to determine
whether the surface of the object includes the one or more
paint defects comprises: inputting the plurality of images
into the ResNet to extract a plurality of features from the
plurality of images; and determining whether the plurality of
features show the one or more paint defects on the surface
of the object.

[0012] According to an implementation of the first aspect,
the machine learning model further comprises a feature
pyramid network (FPN) and a region proposal network
(RPN). The determining whether the plurality of features
show the one or more paint defects on the surface of the
object comprises: using the FPN and RPN to generate two
outputs for the plurality of features, wherein a first output, of
the two outputs, indicates whether a feature, from the
plurality of features, is a paint defect, and wherein a second
output, of the two outputs, is a location identifier for the
feature.

[0013] A second aspect of the present disclosure provides
a system for detecting paint defects on objects. The system
comprises a pattern projection device configured to project
a plurality of patterns on a surface of an object at a plurality
of different pattern characteristics; an image capturing
device configured to capture a plurality of images of the
object based on projecting the plurality of patterns; and a
control system configured to: input the plurality of images of
the object into a machine learning model to determine
whether the surface of the object includes one or more paint
defects; and based on determining, an image, of the plurality
of'images, includes a paint defect, display the image with the
paint defect.

[0014] According to an implementation of the second
aspect, the pattern projection device is configured to project
the plurality of patterns by: projecting, at a first instance in
time, a first pattern with a first pattern characteristic on the
object; and projecting, at a second instance in time, a second
pattern with a second pattern characteristic on the object,
wherein the first pattern characteristic is different from the
second pattern characteristic.

[0015] According to an implementation of the second
aspect, the image capturing device is configured to capture
the plurality of images by: capturing, at the first instance in
time, one or more first images based on projecting the first
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pattern; capturing, at the second instance in time, one or
more second images based on projecting the second pattern,
and wherein the control system inputs the plurality of
images into the machine learning model by inputting the one
or more first images and the one or more second images into
the machine learning model.

[0016] According to an implementation of the second
aspect, the first pattern is a horizontal pattern and the second
pattern is a vertical pattern.

[0017] According to an implementation of the second
aspect, the first pattern is associated with a first frequency
value and the second pattern is associated with a second
frequency value that is different from the first frequency
value.

[0018] According to an implementation of the second
aspect, the control system is further configured to: receive
the machine learning model from a back-end server, wherein
the back-end server trains the machine learning model based
on captured images of paint defects on surfaces of one or
more vehicles.

[0019] According to an implementation of the second
aspect, the control system is further configured to: receive a
generic object detection machine learning model from a
back-end server; and train the generic object detection
machine learning model to generate the machine learning
model based on captured images of paint defects.

[0020] According to an implementation of the second
aspect, the machine learning model comprises Mask
Region-based Convolutional Neural Networks (Mask-
RCNN).

[0021] A third aspect of the present disclosure provides a
non-transitory computer-readable medium having proces-
sor-executable instructions stored thereon. The processor-
executable instructions, when executed by one or more
controllers, facilitate: projecting a plurality of patterns on a
surface of an object at a plurality of different pattern
characteristics; capturing a plurality of images of the object
based on projecting the plurality of patterns; inputting the
plurality of images of the object into a machine learning
model to determine whether the surface of the object
includes one or more paint defects; and based on determin-
ing, an image, of the plurality of images, includes a paint
defect, causing display of the image with the paint defect.
[0022] According to an implementation of the third aspect,
projecting the plurality of patterns comprises: projecting, at
a first instance in time, a first pattern with a first pattern
characteristic on the object; and projecting, at a second
instance in time, a second pattern with a second pattern
characteristic on the object, wherein the first pattern char-
acteristic is different from the second pattern characteristic.

BRIEF DESCRIPTION OF THE DRAWINGS

[0023] Embodiments of the present disclosure will be
described in even greater detail below based on the exem-
plary figures. The present disclosure is not limited to the
exemplary embodiments. All features described and/or illus-
trated herein can be used alone or combined in different
combinations in embodiments of the present disclosure. The
features and advantages of various embodiments of the
present disclosure will become apparent by reading the
following detailed description with reference to the attached
drawings which illustrate the following:
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[0024] FIG. 1 illustrates a simplified block diagram
depicting an environment for using machine learning to
detect paint defects according to one or more embodiments
of the present disclosure;

[0025] FIGS. 2A, 2B, and 2C illustrate using a projection
device and an image capturing device to detect paint defects
as well as a model of an acquisition device according to one
or more embodiments of the present disclosure;

[0026] FIG. 3 is a schematic illustration of an exemplary
control system according to one or more embodiments of the
present disclosure;

[0027] FIG. 4 illustrates a process for using machine
learning to detect paint defects according to one or more
embodiments of the present disclosure;

[0028] FIGS. 5A and 5B depict exemplary patterns pro-
jected onto a surface of an object according to one or more
embodiments of the present disclosure; and

[0029] FIGS. 6A-6L depict exemplary captured images
with paint defects detected using machine learning accord-
ing to one or more embodiments of the present disclosure.

DETAILED DESCRIPTION

[0030] Recently, there has been a significant interest to
develop automated defect detection systems for paint quality
inspection of vehicles. However, one fundamental difficulty,
among others, of the automated system is the acquisition of
decent quality of images, which typically cannot be
achieved by traditional methods (e.g., making proper light-
ing conditions is a challenging process because of the high
reflection coefficient of the car/test surface). Therefore,
different principles may be deployed in image acquisition
and the analysis system. Phase Measuring Deflectometry
(PMD) is among such principles where the topographical
information of a specular surface is obtained by analyzing
the reflections of a structured light source. This is done by
first displaying a sinusoidal fringe pattern on a liquid crystal
display (LCD) screen, which is located at a certain distance
from the test surface, and then capturing the reflected pattern
with the help of a camera. However, an automated system
that solely uses PMD might still not be accurate enough to
detect paint defects in an industrial setting. For example,
projecting one pattern on an object may show several types
of defects, but it may miss many other types of defects.
These inaccuracies may be exacerbated even more if object
detection machine learning algorithms are used.

[0031] To put it another way, automated quality inspection
of automotive paint process has recently taken significant
interest and such systems have been productized and may be
seen in the market. The current approaches for defect
identification may be roughly categorized based on the data
set and the corresponding method that is being applied.
More explicitly, the images are either acquired using stan-
dard cameras or using different principles, such as using
structured light sources, or fringe patterns. It has already
been known that image acquisition with standard cameras
with traditional approaches in manufacturing environments
is not feasible as projecting one pattern on an object may
miss many of the paint defects.

[0032] Therefore, machine learning based object detection
models have found limited applications. However, the pres-
ent disclosure describes using images acquired with the
reflection of fringe patterns from the surface of the object,
which provides the possibility of observing the surface
under a variety of conditions. Thus, a machine learning
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algorithm trained under these different fringe patterns is able
to have a superior performance to identify and localize
different defects.

[0033] In other words, the present disclosure provides a
machine learning based approach that significantly differs
from the widely used traditional algorithms. For instance,
traditional algorithms depend upon using several phase
shifted generated patterns in order to compute the irregu-
larities, via, for instance, considering the discontinuities in
the derivative of the phase-map, which is followed by
applying several filters, such as size/noise filter, surface
curvature filter and edge filter, to remove the false alarms.
These traditional algorithms would still need an additional
algorithm to further classify the defects and furthermore, for
the performance of these methods one typically needs a large
number of samples from every scanned surface.

[0034] However, in the present disclosure, a deep learning
based object identification method and system for the iden-
tification of defects is described, which uses phase shifted
patterns for the image acquisition. In other words, as
described herein, a method and system for improving the
quality of acquired images using a structured light source
(e.g., by using different patterns and/or acquisition meth-
ods), and then applying machine learning based object
detection model to the improved acquired images for the
detection of paint defects in the vehicle painting process. To
put it another way, the present disclosure identifies, local-
izes, and classifies paint defects on acquired images, which
are captured by reflecting light from the painted surface of
the vehicle bodies. This is able to be achieved at certain
speed and cost improvements. The cost may be associated
with either the amount of data required to build a learning
model or with the image acquisition setup. The images may
be acquired using structured light sources.

[0035] Exemplary aspects of detecting paint defects using
machine learning, according to the present disclosure, are
further elucidated below in connection with exemplary
embodiments, as depicted in the figures. The exemplary
embodiments illustrate some implementations of the present
disclosure and are not intended to limit the scope of the
present disclosure.

[0036] Throughout the drawings, identical reference num-
bers designate similar, but not necessarily identical, ele-
ments. The figures are not necessarily to scale, and the size
of some parts may be exaggerated to more clearly illustrate
the example shown. Moreover, the drawings provide
examples and/or implementations consistent with the
description; however, the description is not limited to the
examples and/or implementations provided in the drawings.

[0037] Where possible, any terms expressed in the singu-
lar form herein are meant to also include the plural form and
vice versa, unless explicitly stated otherwise. Also, as used
herein, the term “a” and/or “an” shall mean “one or more”
even though the phrase “one or more” is also used herein.
Furthermore, when it is said herein that something is “based
on” something else, it may be based on one or more other
things as well. In other words, unless expressly indicated
otherwise, as used herein “based on” means “based at least
in part on” or “based at least partially on”.

[0038] FIG. 1 illustrates a simplified block diagram
depicting an environment 100 for using machine learning to
detect paint defects according to one or more embodiments
of the present disclosure.
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[0039] Referring to FIG. 1, the environment 100 includes
a paint defect detection system that uses machine learning
(ML )/artificial intelligence (AI) 102, an enterprise comput-
ing system 104, and a network 106. Although the entities
within environment 100 may be described below and/or
depicted in the FIGs. as being singular entities, it will be
appreciated that the entities and functionalities discussed
herein may be implemented by and/or include one or more
entities.

[0040] The entities within the environment 100 such as the
paint defect detection system 102 and the enterprise com-
puting system 104 may be in communication with other
systems within the environment 100 via the network 106.
The network 106 may be a global area network (GAN) such
as the Internet, a wide area network (WAN), a local area
network (LAN), or any other type of network or combina-
tion of networks. The network 106 may provide a wireline,
wireless, or a combination of wireline and wireless commu-
nication between the entities within the environment 100.
Additionally, and/or alternatively, the paint defect detection
system 102 and the enterprise computing system 104 may be
in communication with each other without using the network
106. For instance, the paint defect detection system 102 may
use one or more communication protocols such as WI-FI or
BLUETOOTH to communicate with directly with the enter-
prise computing system 104.

[0041] The enterprise computing system 104 is a comput-
ing system that is associated with the enterprise organiza-
tion. In some instances, the enterprise computing system 104
is a back-end server for the enterprise organization. The
enterprise organization may be any type of corporation,
company, organization, institution, or the like that is formed
to pursue entrepreneurial endeavors such as by selling goods
and/or by providing services.

[0042] The enterprise computing system 104 includes one
or more computing devices, computing platforms, systems,
servers, and/or other apparatuses capable of performing
tasks, functions, and/or other actions for the enterprise
organization. For example, as shown, the enterprise com-
puting system 104 includes a paint defect ML/AI training
system 108. The training system 108 trains ML and/or Al
models, datasets, and/or algorithms to detect paint defects on
objects. For example, the training system 108 may obtain a
generic object detection ML/AI model or dataset (e.g., a
deep learning model or dataset) and train this model or
dataset for detecting paint defects in captured images. The
paint defects may be any kind of defects that can occur or
form on the surface of a painted object. For example, the
paint defect may be a particle defect, an off-color defect,
and/or a scratch defect. A scratch defect may be a scratch in
the paint that may occur after the paint has been applied to
the object. A particle defect may be a particle such as a dust
particle that is on the surface of the object when the paint is
being applied to the object, which may cause the paint to be
applied unevenly across the surface of the object. In some
instances, the training system 108 may use captured images
of paint defects on vehicles to train the ML/AI model or
dataset. In other words, the MI/AI model or dataset may be
trained to detect paint defects in vehicles. After training the
ML/AI model or dataset, the enterprise computing system
provides the trained MI/AI model or dataset to the paint
defect detection system 102.

[0043] In some variations, the enterprise computing sys-
tem 104 may be implemented using one or more computing
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platforms, devices, servers, and/or apparatuses. In other
variations, the enterprise computing system 104 may be
implemented as engines, software functions, and/or appli-
cations. In other words, the functionalities of the enterprise
computing system 104 may be implemented as software
instructions stored in storage (e.g., memory) and executed
by one or more processors.

[0044] The paint defect detection system 102 includes a
control system 110, a pattern projection device 114, an
image capturing device 118, and an object with a painted
surface 116. The control system 110 includes the stored
ML/AI dataset for detecting paint defects 112 (e.g., a deep
learning dataset) and a display device 122. For instance,
after receiving the trained ML/AI model or dataset from the
enterprise computing system 104, the control system 110
may store the trained MI/AI dataset for detecting paint
defects (e.g., the deep learning dataset 112) in memory.
[0045] The control system 110 communicates with the
pattern projection device 114 and the image capturing device
118 to detect paint defects on an object 116. The object 116
may be any type of object and paint may be applied to the
surface of the object 116. In some instances, the object 116
is a vehicle and the system 102 is a vehicle manufacturing
system. For instance, during the manufacturing process, the
vehicle may be painted a certain color. The control system
110 may detect whether there are defects on the painted
surface of the vehicle.

[0046] The pattern projection device 114 projects a plu-
rality of patterns on the surface of the object 116 in order for
the control system 110 to detect whether there are one or
more paint defects on the object 116. The pattern projection
device 114 may be any type of projection or projector device
that is capable of generating or projecting patterns such as
fringe patterns on an object 116. FIGS. 5A and 5B depict
exemplary patterns projected onto a surface of an object 116
according to one or more embodiments of the present
disclosure. The fringe patterns 502-508 have different pat-
tern characteristics. For example, referring to FIG. 5A, the
patterns 502 and 504 that are projected onto the object 116
by the pattern projection device 114 are vertical fringe
patterns. The projected pattern 502 has a different frequency
from the pattern 504. Referring to FIG. 5B, patterns 506 and
508 are horizontal patterns with different frequencies. In
other words, each of the projected patterns on the object 116
may have different pattern characteristics (e.g., patterns
502-508). Pattern characteristics include, but are not limited
to, being a vertical pattern, a horizontal pattern, a diagonal
pattern, having a frequency associated with the pattern,
having a phase-shift associated with the pattern, being
sequential projection patterns (multi-shots), being continu-
ously varying patterns (single shots), including stripe index-
ing for the patterns (single shot), including grid indexing for
the patterns (single shot), a hybrid or a combination methods
described above, and/or additional types of projection char-
acteristics.

[0047] Returning back to FIG. 1, the image capturing
device (e.g., a camera) 118 may capture images of the
projected patterns. The image capturing device may be any
type of device that is capable of capturing images and/or
recording videos. For example, the pattern projection device
114 projects the projected pattern 120 (e.g., the dotted line)
onto the surface of the object 116. The projected pattern 120
is reflected by the surface of the object 116 and is directed
towards the image capturing device 118. The image captur-
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ing device 118 captures one or more images of the projected
pattern 120. The pattern projection device 114 may project
multiple patterns with different pattern characteristics onto
the object 116 and the image capturing device 118 may
capture images of the projected patterns with their different
characteristics. The image capturing device 118 provides the
captured images to the control system 110. FIGS. 2A and 2B
will describe this in more detail.

[0048] In particular, FIGS. 2A and 2B illustrate using a
projection device, an image capturing device, and a control
system to detect paint defects according to one or more
embodiments of the present disclosure. Referring to FIG.
2A, the control system 110 is in communication with the
pattern projection device 114 and the image capturing device
118. Based one or more instructions from the control system
110, the pattern projection device 114 projects a pattern 120
onto the surface of the object 116. The multiple lines indicate
that this pattern is a fringe pattern (e.g., a pattern with
alternating light and dark sections that are set at a certain
frequency). The surface of the object 116 has been painted
and the pattern 120 is reflected from the surface to the image
capturing device 118. The image capturing device 118
captures an image of this pattern 120 on the object 116 and
provides the image back to the control system 110. The
captured image is shown as 204, which includes alternating
light sections and dark sections. The control system 110 may
use ML/AI datasets to determine whether the object 116 has
a paint defect. In FIG. 2A, there is not a paint defect on the
object 116.

[0049] Referring to FIG. 2B, the same process as FIG. 2A
is used to capture the images. However, in FIG. 2B, the
control system 110 detects that the object 116 has a paint
defect 214. As such, the captured image 212 shows this paint
defect 214. This will be explained in further detail below.

[0050] Furthermore, as mentioned above, merely project-
ing one pattern onto the object 116 may show several types
of defects, but in some instances, it may miss many other
types of defects. Accordingly, referring to FIGS. 2A and 2B,
after projecting the first pattern 120 and obtaining the first
captured images 204 and 212, the pattern projection device
114 projects a second pattern that is different from the first
pattern onto the object 116. This second pattern, as described
above, may have a different pattern characteristic from the
first pattern. For instance, the first pattern is shown as a
horizontal pattern and the second pattern may be a vertical
pattern. The control system 110 may input images of the first
and second patterns into the ML/AI datasets to determine
whether the object 116 has a paint defect (e.g., defect 214).
[0051] FIG. 2C illustrates a model of an acquisition device
220 according to one or more embodiments of the present
disclosure. The acquisition device 220 may include the
pattern projection device 114, the image capturing device
118, and/or additional devices (e.g., a pattern generation
processor/memory that is used to generate the patterns
and/or capture the images). For instance, the acquisition
device 220 shown in FIG. 2C includes a liquid crystal
display (LCD) screen 222 where patterns may be displayed.
As shown, the pattern displayed on the screen 222 is a
vertical pattern. These patterns are then reflected onto the
surface (e.g., the surface of the object 116) to be inspected
for paint defects. The acquisition device 220 further includes
two cameras 224 that may be used to capture the reflected
patterns at different angles. The acquisition device 220 may
be connected to a robot arm 226, which moves around to
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inspect different parts of the surface of the object 116. In
other words, the robot arm 226 may be maneuvered to
different positions so as to capture images of different
regions or portions of the object 116 and determine whether
the different regions of the object 116 have paint defects.
[0052] Returning back to FIG. 1, the control system 110
inputs the captured images into the stored ML/AI dataset
112 to determine whether the object 116 has one or more
paint defects (e.g., defect 214). Then, the control system 110
causes display of the images including the images with the
paint defects. For instance, using the ML/AI dataset 112, the
control system 110 may identify that the object 116 has a
paint defect and identify a location of the paint defect within
the image as well as a location of the paint defect on the
object 116. Then, the control system 110 may provide a
notification indicating the object 116 has a paint defect. For
instance, the control system 110 may use the display device
122 to display the captured image with paint defect.
[0053] In some instances, the control system 110 may
provide one or more instructions to the pattern projection
device 114 to project patterns using different pattern char-
acteristics. For instance, the control system 110 may receive
user input indicating one or more pattern characteristics
(e.g., a particular frequency for the pattern). The control
system 110 may provide instructions indicating for the
pattern projection device 114 to project the patterns based on
the user input. Additionally, and/or alternatively, the control
system 110 may provide instructions to the image capturing
device 118 to capture images of the projected pattern on the
object 116.

[0054] It will be appreciated that the exemplary environ-
ment depicted in FIG. 1 is merely an example, and that the
principles discussed herein may also be applicable to other
situations—for example, including other types of institu-
tions, organizations, devices, systems, and network configu-
rations.

[0055] FIG. 3 is a schematic illustration of an exemplary
control system 110 according to one or more embodiments
of the present disclosure. It will be appreciated that the
control system shown in FIG. 3 is merely an example and
additional/alternative embodiments of the control system
110 from environment 100 are contemplated within the
scope of the present disclosure.

[0056] The control system 110 includes a controller 302.
The controller 302 is not constrained to any particular
hardware, and the controller’s configuration may be imple-
mented by any kind of programming (e.g., embedded Linux)
or hardware design—or a combination of both. For instance,
the controller 302 may be formed by a single processor, such
as general purpose processor with the corresponding soft-
ware implementing the described control operations. On the
other hand, the controller 302 may be implemented by a
specialized hardware, such as an ASIC (Application-Spe-
cific Integrated Circuit), an FPGA (Field-Programmable
Gate Array), a DSP (Digital Signal Processor), or the like.
[0057] The controller 302 is in electrical communication
with memory 312. The memory 312 may be and/or include
a computer-usable or computer-readable medium such as,
but not limited to, an electronic, magnetic, optical, electro-
magnetic, infrared, or semiconductor computer-readable
medium. More specific examples (e.g., a non-exhaustive
list) of the computer-readable medium may include the
following: an electrical connection having one or more
wires; a tangible medium such as a portable computer
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diskette, a hard disk, a time-dependent access memory
(RAM), a ROM, an erasable programmable read-only
memory (EPROM or Flash memory), a compact disc read-
only memory (CD ROM), or other tangible optical or
magnetic storage device. The memory 312 may store cor-
responding software such as computer-readable instructions
316 (code, script, etc.). The computer instructions 316 being
such that, when executed by the controller 302, cause the
controller 302 to control the control system 110 to detect
paint defects on objects as described herein. The memory
312 may further include the stored MI/AI dataset 112 that
is used to detect whether an object has one or more paint
defects.

[0058] The control system 110 may include input/output
(I/0) devices 310 for receiving and/or providing various
input and output. For example, the control system 110, via
the I/O device 310, may receive external communications
from a user and send external communications to the user.
The 1/O device 310 may further include a display device
122. The display device 122 may display captured images of
the object 116. Furthermore, the /O device 310 may include
a user feedback interface that may be used to provide and/or
receive information from the user. For example, the user
may provide feedback such as particular pattern character-
istics for the projected patterns using the user feedback
interface.

[0059] The controller 302 may communicate with other
devices within the environment 100 using the communica-
tion interface 314. For example, the controller 302 may
receive the trained ML/AI dataset 112 from the enterprise
computing system 104 and store this dataset 112 into
memory 312. Furthermore, the communication interface 314
may be used to communicate with the pattern projection
device 114 and/or the image capturing device 118. For
example, the controller 302 may receive the captured images
of the object 116 via the communication interface 314.
[0060] In other words, in some instances, the image cap-
turing device 118 and/or the pattern projection device 114
may be in wireless communication, including via the net-
work 106, with the control system 110 and/or the controller
302. In other instances, however, the image capturing device
118 and/or the pattern projection device 114 may be directly
connected (e.g., via a wired connection) to the control
system 110 and/or the controller 302. As such, the controller
302 might not require the communication interface 314 to
communicate with the image capturing device 118 and/or
the pattern projection device 114.

[0061] In some examples, the image capturing device 118
and/or the pattern projection device 114 may be included
within the control system 110. However, as shown in FIG.
1 and described above, they may also be separate from the
control system 110.

[0062] FIG. 4 illustrates a process 400 for using machine
learning to detect paint defects according to one or more
embodiments of the present disclosure. The process 400 may
be performed by the paint defect detection system 102, the
control system 110, and/or the controller 302 shown in FIG.
3. However, it will be recognized that any of the following
blocks may be performed in any suitable order and that the
process 400 may be performed in any suitable environment
and by any suitable controller or processor.

[0063] At block 402, the paint defect detection system 102
(e.g., the pattern projection device 114) projects a plurality
of patterns on a surface of an object (e.g., object 116) at a
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plurality of different pattern characteristics. For instance,
after paint has been applied to the object 116 (e.g., the
vehicle), the paint defect detection system 102 may deter-
mine whether there are one or more paint defects (e.g.,
scratch and/or particle defects) on the surface of the object
116. To do this, the pattern projection device 114 may
project multiple different patterns with different pattern
characteristics (e.g., patterns 502-508 with different frequen-
cies and/or vertical/horizontal patterns) onto the object 116.
[0064] In some instances, the control system 110 may
provide instructions to the pattern projection device 114
such that the pattern projection device 114 projects the
patterns onto the object 116. Additionally, and/or alterna-
tively, the patterns projected on the object 116 may be
pre-set and/or user-defined. For example, in some variations,
the control system 110 may receive user input indicating
particular patterns to project on the object 116 (e.g., user
input indicating the patterns should be multiple vertical
patterns at various different frequencies) and provide
instructions indicating the user input to the pattern projec-
tion device 114. The pattern projection device 114 may
project the patterns (e.g., fringe patterns) onto the object
116.

[0065] At block 404, the paint defect detection system 102
(e.g., the image capturing device 118) captures a plurality of
images of the object 116 based on projecting the plurality of
patterns. For example, the image capturing device 118 may
capture images of the projected patterns on the surface of the
object 116. The captured images may be used to determine
whether the object 116 has a paint defect.

[0066] In some instances, the control system 110 may
provide instructions to the image capturing device 118 so
that the image capturing device 118 captures the images of
the projected pattern on the object 116. For instance, the
instructions may indicate for the image capturing device 118
to capture a number of images (e.g., one image or multiple
images) for each of the projected patterns.

[0067] At block 406, the paint defect detection system 102
(e.g., the control system 110 and/or the controller 302)
inputs the plurality of images of the object 116 into a
machine learning dataset to determine whether the surface of
the object 116 includes one or more paint defects. For
instance, after receiving the captured images from the image
capturing device 118, the controller 302 may retrieve the
stored ML/AI dataset 112 from memory 312. Then, the
controller 302 may input the captured images into the
ML/AI dataset 112 to generate and/or determine whether the
object 116 includes a paint defect. For example, the output
of the ML/AI dataset 112 may be and/or include an indica-
tion of the paint defect on the object 116. The indication may
include a location of the paint defect on the object 116 and/or
on the captured image. In some instances, the indication may
also indicate an accuracy or confidence value associated
with the paint defect (e.g., the likelihood that the paint defect
detected by the ML/AI dataset 112 is actually a paint defect).
FIGS. 6A-6L will describe this in more detail.

[0068] FIGS. 6A-6L depict exemplary captured images
602-624 with paint defects detected using machine learning
according to one or more embodiments of the present
disclosure. For example, each of the images 602-624 may be
captured by the image capturing device 118 after a pattern
120 has been projected by the pattern projection device 114.
Each of these images 602-624 also includes a paint defect as
denoted by the white box and reference number 626. These
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images also show the text “particle” and a number. The
number refers to a confidence value or probability value
associated with the detected paint defect 626. For instance,
FIG. 6F shows a pattern (similar to pattern 502 from FIG.
5A) projected onto an object. The distortion in this pattern
may be caused by the contours/edges of the object 116. For
instance, the object 116 may be a vehicle and the captured
image may be of the vehicle door. The frame of this door
may cause distortions shown within the pattern. Addition-
ally, FIG. 6F shows a paint defect 626 within the image and
it also shows the location of the paint defect 626. Next to the
paint defect 626 is the text “particle” with a number “1.000”.
The number “1.000” indicates the probability value that the
detected paint defect 626 is actually a paint defect (e.g., a
determined 100% probability by the controller 302 that paint
defect 626 is actually a paint defect). In FIG. 6B, the number
is “0.999”, which indicates the probably value of the paint
defect 626 detected in FIG. 6B is actually a paint defect is
99.9%. Furthermore, the controller 302 may use the ML/AI
dataset 112 and/or localization to determine a location of the
actual object where the paint defect 626 is located based on
the location of the paint defect 626 within the image. In other
words, the controller 302 may use the ML/AI dataset 112 to
determine whether there is a paint defect (e.g., defect 626)
within the image, a probability that the detect defect is
actually a defect, and a location of the paint defect within the
image as well as on the object 116 itself.

[0069] The ML/AI dataset 112 that is used by the paint
defect detection system 102 to detect the paint defect can be
any type of object detection ML or Al dataset (e.g., ML/AI
algorithm and/or model) such as a supervised learning
dataset, an unsupervised learning dataset, and/or a deep
learning dataset. For example, in some variations, the
ML/AI dataset 112 may be a deep learning dataset (e.g., one
or more neural networks) that includes a plurality of layers
with each of the layers including a plurality of nodes that
loosely model the neurons in a biological brain. Each of the
nodes are connected to the nodes in the subsequent layer via
connectors such as edges. The edges typically are associated
with a weight that indicates the strength of the connection or
the likelihood the node transitions to the new node. For
example, in a simple neural network that may be used, the
first layer (e.g., a bottom layer) includes three nodes. Each
of these nodes have five edges and each of these edges
connects the node from the first layer to a different node of
the second layer (e.g., the second from the bottom layer).
Each of these five edges is associated with a weighted value
indicating the strength of connection between the node from
the first layer to a node from the second layer. The ML/AI
dataset 112 may include/be the simple neural network as
described above or it may be a more complex neural network
including a dataset 112 that comprises multiple different
linked neural networks. Using an exemplary MIL/AI dataset
112 with multiple neural networks (e.g., Mask Region-based
Convolutional Neural Networks) to detect paint defects is
described below.

[0070] Initially, the MI/AI dataset 112 may be a generic
object detection MI/AI dataset (e.g., a dataset with generic
and/or untrained weighted values). The paint defect ML/AI
training system 108 of the enterprise computing system 104
may train the generic object MI/AI dataset using training
data. For instance, the training data may include images that
include paint defects. In some instances, these images may
be of vehicles with paint defects. The training system 108
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may feed the training data (e.g., images) into the MIL/AI
dataset and adjust the weighted values accordingly based on
whether the MI/AI dataset accurately determines if the
images have a paint defect and/or accurately determines the
location of the paint defect within the image or on the object.
In some examples, the training system 108 may use one or
more loss functions to train the ML/AI dataset. After
completion of the training (e.g., based on the ML/AI dataset
reaching an accuracy threshold), the enterprise network 104
may provide the trained ML/AI dataset 112 to the paint
defect detection system 102 via the network. Then, as
explained above, the paint defect detection system 102 may
use the trained ML/AI dataset 112 to detect whether the
object 116 has one or more paint defects.

[0071] Insome instances, the training system 108 may use
transferred learning to train the MIL/AI dataset 112. In some
examples, the paint defect detection system 102 may per-
form some or all of the training of the ML/AI dataset 112.
For instance, the enterprise computing system 104 may
transfer a generic ML/AI dataset to the paint defect detection
system 102 and the paint defect detection system 102 may
train the ML/AI dataset using training data. In some varia-
tions, the enterprise computing system 104 trains the ML/AI
dataset and sends the trained MI/AI dataset to the paint
defect detection system 102. The paint defect detection
system 102 may continuously train and update the received
ML/AI dataset using newly captured images from the image
capturing device 118. In other words, even after the MIL/AI
dataset has been trained by the training system 108, the paint
defect detection system 102 may still continuously train and
update the ML/AI dataset 112 (e.g., update the weights of
the MIL/AI dataset 112) using newly captured images.

[0072] At block 408, the paint defect detection system 102
(e.g., the controller 302) causes display of the image with the
paint defect based on determining an image, of the plurality
of images, includes a paint defect. For example, after
determining one or more captured images of the object 116
has a paint defect, the controller 302 causes display of the
image(s) on the display device 122 and/or another display
device. The displayed images may be similar to images
602-624 from FIGS. 6A-6L. For instance, the displayed
images may include an identified paint defect (e.g., defect
626).

[0073] Below describes an exemplary implementation of
process 400, including block 406, and the ML/AI dataset
112, including specific examples of ML/AI datasets 112 that
are used to detect paint defects, in more detail. In particular,
the existing solutions for defect detection typically employ
tuned solutions, such as extracting pre-defined features from
the image and following a template matching process, for
the specific application under consideration. This, however,
might not be necessary when considering using machine
learning algorithms for vision systems, particularly for
object detection and segmentation problems. Among others,
the ML/AI dataset 112 may be and/or include Faster Region-
based Convolutional Neural Networks (Faster-RCNN),
Mask Region-based Convolutional Neural Networks (Mask-
RCNN), You Only Look Once (YOLO) network, and Single
Shot Detector (SSD) network. The Mask-RCNN will be
described in further detail below as a particular ML/AI
dataset 112 that is used to detect paint defects. However, it
is emphasized that due to the capability of using pre-trained
networks on large datasets and hence, availability of a rich
learned set of features, the training of these networks for
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custom defect detection problems does not require a signifi-
cant amount of samples for achieving a reasonable amount
of accuracy.

[0074] An automated paint defect inspection solution may
be required to achieve very high accuracy in detecting the
defects (e.g., 99% or more), and consequently, deep learning
based paint defect detection/segmentation algorithms may
be used whose performance in standard benchmarks are
comparable and better, among others.

[0075] In order to prove a turn-key solution that may be
integrated into manufacturing lines (e.g., vehicle manufac-
turing/production lines), it may be required to provide
manipulators and controllers, cameras and lighting appara-
tus, and also software for performing the defect inspection.
Other than the manipulator and controller, some challenges
for an effective image acquisition (cameras, lightening,
zooming, and similar) and the performance of a machine
learning algorithm is highly correlated, which is described
above (e.g., to solve this, the paint defect detection system
102 may project multiple patterns onto the object 116). In
some instances, in the case of insufficient illumination or
complex background, both the traditional visual detection
methods, which relies heavily on the light source, as well as
machine learning based models may suffer from detection
accuracy.

[0076] Regarding using Mask-RCNN algorithm, this net-
work may be a generalization of Faster-RCNN where in
addition to high-accuracy detection, it also provides seg-
mentation capability (e.g., generates mask for identified
paint defects). As with other RCNN (regional convolution
neural network) based paint defect detection algorithm,
Mask-RCNN may include two steps. In the first step, several
proposals/determinations are generated which are the areas
that are likely to contain a paint defect, and this follows with
the classification, masks, and bounding masks generation.
[0077] The Mask-RCNN network consists of several lay-
ers, where the fundamental low-level feature extraction
region is based upon the residual neural network (ResNet)
architectures. The feature extraction layer may be thought of
learning a set of successive filters from the training data,
which when applied to an image may generate a rich set of
information. In other words, the ResNet architecture is used
by the controller 302 in order to extract a plurality of
features (e.g., edges from the surface of the object, defects,
and/or other identifiable features from the images) from the
plurality of captured images.

[0078] The feature extraction layer is further improved by
a layer referred to as the Feature Pyramid Network (FPN).
The candidate region of interests is next determined by a
layer called the Region Proposal Network (RPN), which
essentially scans the image for potential areas that contain
paint defects. These areas are called anchors whose sizes are
set during the training and they are generated over the
features extracted by the previous step. The essential feature
of RPN is that it scans the backbone feature map instead of
the original image, which reduces redundant steps.

[0079] For every anchor, RPN generates two outputs; an
anchor class and bounding box refinement, where the first
represents whether there exists a paint defect or not in the
box and the second provides a refinement estimate of the
position of the paint defect. Since many anchors are gener-
ated, RPN prediction helps to reduce the number of anchors
to be considered. This set is called the regions of interest
(ROI), which is fed to the next step where it generates two
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outputs for each ROI: class prediction and another regres-
sion for the box. In this step, which runs on the ROI, two
further predictions are generated; a class of the feature (e.g.,
the class may indicate the feature is a paint defect) in the
ROI and a box (e.g., four coordinates) used to determine the
location of the paint defect.

[0080] In other words, the FPN and RPN are used by the
controller 302 to determine whether any of the identified
features from the output of the ResNet architecture are paint
defects. Further, by using the FPN and RPN, the controller
302 is able to output a position or location identifier (e.g., a
box with four coordinates) of the paint defect.

[0081] Once the class and the location of the paint defect
are determined, the final step is the segmentation mask,
which is simply an additional convolutional neural network
acting on the regions selected by the ROI classifier. The
network generates masks for each paint defect in the ROL In
other words, the controller 302 uses the segmentation mask
to determine a pixel-wise location of the box/paint defect
within the image.

[0082] It may become apparent that there exist several
parameters in the above algorithm ranging from anchor
scales and input image dimension to more subtle parameters
of the network (such as layer sizes) and optimization algo-
rithm which are selected in advance.

[0083] Segmentation task includes predicting the class
value, regressing a box around the object and finally, fitting
a pixel-wise mask around the object. Consequently, the loss
function (L.,,,) to be minimized is a multi-task loss defined
as:
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[0084] where the classification and bounding box regres-
sion losses simply follows from Faster-RCNN algorithm:
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[0085] In Equation (2), i denotes the index of an anchor in
a mini-batch and p;, is the predicted probability of anchor i
being a paint defect, p,* denotes the ground-truth label
where it takes value of 1 if the anchor is positive (contains
paint defect) and O otherwise. The classification loss (1) is
defined as binary cross-entropy loss over two classes (paint
defect versus not paint defect) whereas the regression loss is
defined as 1,,.,:=R(t,~t;*) where R is the robust loss function.
In this function, t; is a vector representing the 4 parametrized
coordinates of the predicted bounding box and t,* is the
ground truth associated with a positive anchor. The classi-
fication and regression losses are normalized by two param-
eters N, and N, , and the final cost is weighted by a
balancing parameter A. These parameters depend on the size
of the mini-batch, number of anchors and their ratios.
Finally, in order to define the mask loss L, ;. first note that
for each Rol, the mask branch of Mask-RCNN has a k,,*
dimensional output, where k is the number of classes and m
is the resolution of binary masks (mxm). To this output,
sigmoid function (f(x)=1/(1+e™™)) is applied pixel-wise. The
final cost for L, is then defined as the average binary
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cross-entropy loss. Finally, for an Rol associated with
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ground-truth class k, L, ., is defined on the k-th mask (other
mask outputs do not contribute to the loss).

[0086] The most typical performance metric for object
detection algorithms is the so-called mean average precision
(mAP) with different Intersection over Union (IoU) thresh-
olds. [oU measures the overlap between two bounding boxes
which in this context refers to measuring the overlap
between the ground truth bounding box and the predicted
bounding box. Let B, and B, be such two boxes. The loU
measure can be computed by

area(Bg (1 Bp)
B;UB,

With the IOU, it is possible to tell if a detection is true
positive (TP) or false positive (FP). More explicitly, a TP can
be defined by [oU>threshold and an FP otherwise where the
threshold is set depending on the metric. The mAP metric is
finally computed by considering the area under the preci-
sion-recall graph.

[0087] Asitis mentioned above, the fundamental problem
for the automated defect detection is the availability of
decent quality of images under varying environmental con-
ditions. Indeed, the performance of the above algorithm on
defect classification can be dependent on the quality of the
acquired images. In order to overcome this difficulty, the
above mentions to use patterned light sources where the
surface to be inspected is analyzed based on the reflected
patterns. These patterns may be sinusoidal signals with
different frequency and are generated both vertically and
horizontally. This is shown in FIGS. 5A and 5B and
described above.

[0088] Once a number of reflected samples from the
scanned surface is accumulated, the paint defect detection
algorithm described above analyzes these samples for defect
identification. The defects may not be visible in all of these
samples (e.g., captured images), but they are likely to be
visible in at least a few of them.

[0089] As mentioned above, the standard measure for the
performance of object detection algorithms is the mAP
score. This performance has been focused even more on the
detection capability and the minimization of false positives.
Some results are as follows: the results presented in FIGS.
6A-6L were obtained by training the ML/AI dataset 112 and
was able to achieve a high level of accuracy in the detection
of two types of defects (particles and scratches).

[0090] While embodiments of the invention have been
illustrated and described in detail in the drawings and
foregoing description, such illustration and description are
to be considered illustrative or exemplary and not restrictive.
It will be understood that changes and modifications may be
made by those of ordinary skill within the scope of the
following claims. In particular, the present invention covers
further embodiments with any combination of features from
different embodiments described above and below. For
example, the various embodiments of the kinematic, control,
electrical, mounting, and user interface subsystems can be
used interchangeably without departing from the scope of
the invention. Additionally, statements made herein charac-
terizing the invention refer to an embodiment of the inven-
tion and not necessarily all embodiments.

[0091] The terms used in the claims should be construed
to have the broadest reasonable interpretation consistent
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with the foregoing description. For example, the use of the
article “a” or “the” in introducing an element should not be
interpreted as being exclusive of a plurality of elements.
Likewise, the recitation of “or” should be interpreted as
being inclusive, such that the recitation of “A or B” is not
exclusive of “A and B,” unless it is clear from the context or
the foregoing description that only one of A and B is
intended. Further, the recitation of “at least one of A, B and
C” should be interpreted as one or more of a group of
elements consisting of A, B and C, and should not be
interpreted as requiring at least one of each of the listed
elements A, B and C, regardless of whether A, B and C are
related as categories or otherwise. Moreover, the recitation
of “A, B and/or C” or “at least one of A, B or C” should be
interpreted as including any singular entity from the listed
elements, e.g., A, any subset from the listed elements, e.g.,
A and B, or the entire list of elements A, B and C.
What is claimed is:
1. A method for detecting paint defects on objects, com-
prising:
projecting a plurality of patterns on a surface of an object
at a plurality of different pattern characteristics;
capturing a plurality of images of the object based on
projecting the plurality of patterns;
inputting the plurality of images of the object into a
machine learning model to determine whether the sur-
face of the object includes one or more paint defects;
and
based on determining, an image, of the plurality of
images, includes a paint defect, causing display of the
image with the paint defect.
2. The method of claim 1, wherein projecting the plurality
of patterns comprises:
projecting, at a first instance in time, a first pattern with a
first pattern characteristic on the object; and
projecting, at a second instance in time, a second pattern
with a second pattern characteristic on the object,
wherein the first pattern characteristic is different from the
second pattern characteristic.
3. The method of claim 2, wherein capturing the plurality
of images comprises:
capturing, at the first instance in time, one or more first
images based on projecting the first pattern;
capturing, at the second instance in time, one or more
second images based on projecting the second pattern,
and
wherein inputting the plurality of images into the machine
learning model comprises inputting the one or more
first images and the one or more second images into the
machine learning model.
4. The method of claim 2, wherein the first pattern is a
horizontal pattern and the second pattern is a vertical pattern.
5. The method of claim 2, wherein the first pattern is
associated with a first frequency value and the second
pattern is associated with a second frequency value that is
different from the first frequency value.
6. The method of claim 1, further comprising:
receiving the machine learning model from a back-end
server, wherein the back-end server trains the machine
learning model based on captured images of paint
defects on surfaces of one or more vehicles.
7. The method of claim 1, further comprising:
receiving a generic object detection machine learning
model from a back-end server; and
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training the generic object detection machine learning
model to generate the machine learning model based on
captured images of paint defects.
8. The method of claim 1, wherein the machine learning
model comprises Mask Region-based Convolutional Neural
Networks (Mask-RCNN).
9. The method of claim 1, wherein the machine learning
model comprises a residual neural network (ResNet), and
wherein inputting the plurality of images of the object into
the machine learning model to determine whether the sur-
face of the object includes the one or more paint defects
comprises:
inputting the plurality of images into the ResNet to extract
a plurality of features from the plurality of images; and
determining whether the plurality of features show the
one or more paint defects on the surface of the object.
10. The method of claim 9, wherein the machine learning
model further comprises a feature pyramid network (FPN)
and a region proposal network (RPN), and wherein deter-
mining whether the plurality of features show the one or
more paint defects on the surface of the object comprises:
using the FPN and RPN to generate two outputs for the
plurality of features, wherein a first output, of the two
outputs, indicates whether a feature, from the plurality
of features, is a paint defect, and wherein a second
output, of the two outputs, is a location identifier for the
feature.
11. A system for detecting paint defects on objects,
comprising:
a pattern projection device configured to project a plural-
ity of patterns on a surface of an object at a plurality of
different pattern characteristics;
an image capturing device configured to capture a plu-
rality of images of the object based on projecting the
plurality of patterns; and
a control system configured to:
input the plurality of images of the object into a
machine learning model to determine whether the
surface of the object includes one or more paint
defects; and

based on determining, an image, of the plurality of
images, includes a paint defect, display the image
with the paint defect.

12. The system of claim 11, wherein the pattern projection
device is configured to project the plurality of patterns by:

projecting, at a first instance in time, a first pattern with a
first pattern characteristic on the object; and

projecting, at a second instance in time, a second pattern
with a second pattern characteristic on the object,

wherein the first pattern characteristic is different from the
second pattern characteristic.

13. The system of claim 12, wherein the image capturing

device is configured to capture the plurality of images by:
capturing, at the first instance in time, one or more first
images based on projecting the first pattern;
capturing, at the second instance in time, one or more
second images based on projecting the second pattern,
and

wherein the control system inputs the plurality of images
into the machine learning model by inputting the one or
more first images and the one or more second images
into the machine learning model.

14. The system of claim 12, wherein the first pattern is a

horizontal pattern and the second pattern is a vertical pattern.
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15. The system of claim 12, wherein the first pattern is
associated with a first frequency value and the second
pattern is associated with a second frequency value that is
different from the first frequency value.

16. The system of claim 11, wherein the control system is
further configured to:

receive the machine learning model from a back-end

server, wherein the back-end server trains the machine
learning model based on captured images of paint
defects on surfaces of one or more vehicles.

17. The system of claim 11, wherein the control system is
further configured to:

receive a generic object detection machine learning model

from a back-end server; and

train the generic object detection machine learning model

to generate the machine learning model based on
captured images of paint defects.

18. The system of claim 11, wherein the machine learning
model comprises Mask Region-based Convolutional Neural
Networks (Mask-RCNN).

19. A non-transitory computer-readable medium having
processor-executable instructions stored thereon, wherein
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the processor-executable instructions, when executed by one
or more controllers, facilitate:

projecting a plurality of patterns on a surface of an object

at a plurality of different pattern characteristics;
capturing a plurality of images of the object based on
projecting the plurality of patterns;

inputting the plurality of images of the object into a

machine learning model to determine whether the sur-
face of the object includes one or more paint defects;
and

based on determining, an image, of the plurality of

images, includes a paint defect, causing display of the
image with the paint defect.

20. The non-transitory computer-readable medium of
claim 19, wherein projecting the plurality of patterns com-
prises:

projecting, at a first instance in time, a first pattern with a

first pattern characteristic on the object; and
projecting, at a second instance in time, a second pattern
with a second pattern characteristic on the object,
wherein the first pattern characteristic is different from the
second pattern characteristic.
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