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(57) ABSTRACT 

An in-vehicle image recognizer effectively detects a moving 
object from an image even when a lens has grime. In a detec 
tion sensitivity adjustor (50) which adjusts detection sensi 
tivity to be increased according to a white turbidity level (U), 
the detection sensitivity of a vehicle detector (70) (image 
recognition application execution unit), which detects the 
other vehicle (6) (moving object) existing in the Surrounding 
area of a vehicle (5) with a predetermined detection sensitiv 
ity from the image obtained by an imaging unit (10) disposed 
in the vehicle (5) to observe the surrounding area of the 
vehicle (5) through a lens (12) and convert the light signal of 
the observed surrounding area of the vehicle (5) into an image 
signal, is corrected based on the attachment level M of the 
attached matter such as dirt or water drops to the lens (12), 
which is calculated by an attachment level calculator (26). 
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N-VEHICLE IMAGE RECOGNIZER 

TECHNICAL FIELD 

0001. The present invention relates to an in-vehicle image 
recognizer which detects a position of another vehicle, a 
position of a lane marker, or the like by a vehicle-mounted 
CaCa. 

BACKGROUND ART 

0002 Recently, an in-vehicle image recognizer has been 
in practical use. Such an in-vehicle image recognizer 
observes a Surrounding area of a vehicle by a vehicle 
mounted camera, detects a position of another vehicle, a 
position of a lane marker, or the like from the observed image, 
and determines the possibility of contact with another vehicle 
or the possibility of lane departure based on the detected 
position of another vehicle or the detected position of the lane 
marker, so as to alert a driver. 
0003. In such a system, while a vehicle is traveling in rain, 
water splashed by a vehicle may be attached to the lens 
Surface of the camera. Also, while a vehicle is traveling on a 
dirt road, dust stirred up by the vehicle may be attached to the 
lens surface of the camera. Further, while a vehicle is travel 
ing on a road on which a Snow-melting agent is spread, the 
Snow-melting agent splashed by the vehicle may be attached 
to the lens Surface of the camera. These Substances attached as 
described above are dried, and impurities in water, dust, or 
Snow-melting agent are deposited, and accumulate on the lens 
surface to cause grime (hereinafter, white turbidity) on the 
lens Surface. 
0004. When a white turbidity part is generated on the lens 
Surface, light entering the lens is scattered at the white tur 
bidity part and therefore blurring or bleeding occurs in the 
observed image. Since the contrast of the image of another 
vehicle or the lane marker which is a detection target is 
lowered due to such blurring or bleeding, lack of detection or 
false detection of another vehicle or a lane marker may occur. 
Due to the occurrence of lack of detection or false detection, 
an appropriate alert regarding the position of another vehicle 
or the position of the lane marker may not be provided to a 
driver. 

0005. In a system in which a crew in a vehicle cannot 
visibly recognize an image obtained by a camera, the crew 
cannot confirm that a lens has a white turbidity part, and the 
above-described lack of detection or false detection therefore 
gives the crew a sense of uncertainty with the system. 
0006. In order to prevent such lack of detection or false 
detection, for example, an obstacle detector for a vehicle is 
disclosed (for example, Patent Literature 1). 

CITATION LIST 

Patent Literature 

0007 Patent Literature 1: JP 2012-38048A 

SUMMARY OF THE INVENTION 

Problem to Solution 

0008. In the obstacle detector for a vehicle described in 
Patent Literature 1, foreign Substances attached to a lens of a 
camera are detected as an unmoved region whose position is 
not temporarily changed, and the detected unmoved region is 
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excluded from a detection target of an obstacle, so as to 
improve the accuracy of the obstacle detection. 
0009. However, it is difficult to detect an obstacle such as 
water having high permeability, which is attached to a lens, as 
the unmoved region. 
0010 Moreover, when a region where substances are 
attached to a lens is expanded, a region which executes the 
detection of the obstacle is narrowed, resulting in deteriora 
tion in obstacle detection performance. 
0011. The present invention has been made in view of the 
above problems, and an object of the present invention is to 
provide an in-vehicle image recognizer which can reliably 
detect a position of another vehicle or a position of a lane 
marker even when a white turbidity part is generated on a lens 
or attached matter is attached to a lens. 

Solution to Problem 

0012. The in-vehicle image recognizer according to the 
present invention relates to an in-vehicle image recognizer 
which can detect a position of another vehicle or a position of 
a lane marker even when white turbidity occurs on a lens oran 
attached matter such as dirt or water drops is attached to the 
lens. 
0013 More specifically, an in-vehicle image recognizer 
according to Claim 1 of the present invention includes an 
imaging unit which is disposed in a vehicle to observe a 
Surrounding area of the vehicle through a lens, and convert a 
light signal of the observed Surrounding area of the vehicle 
into an image signal, an image recognition application execu 
tion unit having predetermined detection sensitivity to detect 
a moving object existing in the Surrounding area of the 
vehicle from the image obtained by the imaging unit, a white 
turbidity level calculator which calculates a white turbidity 
level of the lens from the image signal, an attachment level 
calculator which calculates an attachment level of attached 
matter Such as dirt or water drops to the lens, and a detection 
sensitivity adjustor which adjusts the detection sensitivity to 
be increased according to the white turbidity level, wherein 
the detection sensitivity adjustor corrects the detection sen 
sitivity based on the attachment level of the attached matter 
such as the dirt or the water drops to the lens. 
0014. According to the in-vehicle image recognizer set 
forth in Claim 1 of the present invention, in the detection 
sensitivity adjustor which adjusts the detection sensitivity to 
be increased according to the white turbidity level, the detec 
tion sensitivity of the image recognition application execu 
tion unit, which detects a moving object existing in the Sur 
rounding area of the vehicle with a predetermined detection 
sensitivity from the image obtained by the imaging unit dis 
posed in the vehicle to observe the surrounding area of the 
vehicle through a lens and convert the light signal of the 
observed Surrounding area of the vehicle into the image sig 
nal, is corrected based on the attachment level of the attached 
matter Such as dirt or water drops to the lens, which is calcu 
lated by the attachment level calculator. With this configura 
tion, even when the attached matter Such as dirt or water drops 
is attached to the lens, an excessive increase in detection 
sensitivity is controlled, and thus, the moving object existing 
in the surrounding area of the vehicle can be effectively 
detected. 

Advantageous Effects of the Invention 
0015. According to the in-vehicle image recognizer of the 
present invention, the position of another vehicle or the posi 
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tion of a lane marker can be effectively detected regardless of 
an attachment condition of attached matter or white turbidity 
level to a lens. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0016 FIG. 1 is a view describing a BSW (Blind Spot 
Warning) system as one example of an in-vehicle system on 
which an in-vehicle image recognizer according to the 
present invention is installed. 
0017 FIG. 2 is a block diagram illustrating a schematic 
configuration of an in-vehicle image recognizer according to 
Embodiment 1 of the present invention. 
0018 FIG. 3 is a block diagram illustrating a detailed 
configuration of a first white turbidity level calculator of the 
present invention. 
0019 FIG. 4 is a block diagram illustrating a detailed 
configuration of a second white turbidity level calculator of 
the present invention. 
0020 FIG. 5 is a block diagram illustrating a detailed 
configuration of an attached matter level calculator of the 
present invention. 
0021 FIG. 6 is a block diagram illustrating a detailed 
configuration of a close vehicle detector of the present inven 
tion. 

0022 FIG. 7 is a flowchart of a main routine which is 
executed in Embodiment 1 of the present invention. 
0023 FIGS. 8(a) and 8(b) are views describing a situation 
where white turbidity is generated on a lens, FIG. 8(a) illus 
trates an example of an image obtained in a condition without 
white turbidity and an example of a brightness distribution in 
the image, and FIG. 8(b) illustrates an example of an image 
obtained in a condition with white turbidity and an example of 
a brightness distribution in the image. 
0024 FIG. 9 is a flowchart illustrating a flow of a white 
turbidity level calculation process based on a brightness gra 
dient, which is executed in Embodiment 1 of the present 
invention. 
0025 FIGS. 10(a) to 10(d) are views illustrating an 
example of a light source region detection process in Embodi 
ment 1 of the present invention, FIG. 10(a) illustrates an 
obtained image, FIG.10(b) illustrates an image obtained by 
minifying the obtained image, FIG.10(c) illustrates an image 
obtained by binarizing the image in FIG.10(b) and an image 
to which a labeling process is executed, and FIG.10(d) illus 
trates a detection result of a light Source region satisfying a 
condition from the image in FIG. 10(c). 
0026 FIG. 11 is a view describing a range to execute a 
light Source region detection process for calculating a white 
turbidity level based on a brightness gradient in Embodiment 
1 of the present invention. 
0027 FIGS. 12(a) and 12(b) are views illustrating shapes 
of a region which is detected in the light source region detec 
tion process for calculating a white turbidity level, FIG. 12(a) 
illustrates an example of a shape of the light source region to 
be detected, and FIG. 12(b) illustrates examples of shapes not 
to be detected. 
0028 FIG. 13 is a view illustrating an example of a pre 
determined line to calculate a brightness gradient for calcu 
lating a white turbidity level, and an example of the brightness 
gradient. 
0029 FIG. 14 is a view describing a state shift illustrating 
a shift of a certainty factor of the white turbidity level in 
Embodiment 1 of the present invention. 
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0030 FIG. 15 is a flowchart illustrating a flow of a white 
turbidity level calculation process based on an edge strength, 
which is executed in Embodiment 1 of the present invention. 
0031 FIG. 16 is a flowchart illustrating a flow of an 
attached matter detection process which is executed in 
Embodiment 1 of the present invention. 
0032 FIG. 17 is a view illustrating an example in which 
blocks are set in an obtained image in Embodiment 1 of the 
present invention. 
0033 FIG. 18(a) is a view illustrating an example of an 
obtained image and FIG. 18(b) is a view illustrating an 
example of an edge configuration point detected from the 
image. 
0034 FIG. 19 is a view describing a process of counting a 
bright peripheral blockinEmbodiment 1 of the present inven 
tion. 
0035 FIGS.20(a) and 200b) are views briefly describing a 
process of aligning viewpoint conversion images, which is 
executed in Embodiment 1 of the present invention, FIG. 
20Ca) is a plan view illustrating moving vehicles, and FIG. 
200b) is a view briefly describing the alignment. 
0036 FIGS. 21(a) and 21(b) are views describing genera 
tion of a difference waveform based on a difference result of 
a viewpoint conversion image in Embodiment 1 of the present 
invention, FIG. 21(a) is a view describing a method of gen 
erating a difference waveform from a difference result of the 
viewpoint conversion image, and FIG. 21(b) is a view illus 
trating an example of the generated difference waveform. 
0037 FIG. 22 is a view illustrating a small region divided 
in a three-dimensional object detector in Embodiment 1 of the 
present invention. 
0038 FIG. 23 is a view illustrating one example of a 
histogram which is obtained in the three-dimensional object 
detector in Embodiment 1 of the present invention. 
0039 FIG. 24 is a view illustrating a method of correcting 
a threshold of a vehicle detection process according to agrime 
level of a lens. 
0040 FIG.25 is a flowchart illustrating a flow of a vehicle 
detection process based on difference calculation, which is 
executed in Embodiment 1 of the present invention. 
0041 FIGS. 26(a) and 26(b) are views describing three 
dimensional object detection based on edge information, 
FIG. 26(a) is a plan view illustrating a positional relationship 
of a detection region, and FIG. 26(b) is a perspective view 
illustrating a positional relationship of a detection region in a 
real space. 
0042 FIGS. 27(a) and 27(b) are views describing an 
operation of a brightness difference calculator, FIG. 27(a) is 
a view illustrating a positional relationship among an atten 
tion line, reference line, attention point, and reference point in 
a viewpoint conversion image, and FIG. 27(b) is a view illus 
trating a positional relationship among an attention line, ref 
erence line, attention point, and reference point in a real 
Space. 
0043 FIGS. 28(a) and 28(b) are views describing a 
detailed operation of the brightness difference calculator, 
FIG. 28(a) is a view illustrating a detection region in a view 
point conversion image, and FIG. 28(b) is a view illustrating 
a positional relationship among an attention line, reference 
line, attention point, and reference point in a viewpoint con 
version image. 
0044 FIGS. 29(a) and 29(b) are views illustrating an edge 
line and a brightness distribution on the edge line, FIG. 29(a) 
is a view illustrating a brightness distribution when a three 
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dimensional object (vehicle) exists in a detection region, and 
FIG. 29(b) is a view illustrating a brightness distribution 
when a three-dimensional object does not exist in a detection 
region. 
004.5 FIG. 30 is another view illustrating a method of 
correcting a threshold of a vehicle detection process accord 
ing to a grime level of a lens. 
0046 FIG.31 is a flowchart illustrating a flow of a vehicle 
detection process based on edge information, which is 
executed in Embodiment 1 of the present invention. 

DESCRIPTION OF EMBODIMENT 

0047. Hereinafter, an embodiment of an in-vehicle image 
recognizer according to the present invention will be 
described with reference to the drawings. In the following 
description, a gray value stored in an image is referred to as a 
brightness value. 

Embodiment 1 

0048. The present embodiment is an example in which an 
in-vehicle image recognizer of the present invention is 
installed in a vehicle including a BSW System (image recog 
nition application) which monitors a backward of a vehicle 
while the vehicle is traveling, and alerts a driver when a close 
vehicle travels in a close lane in the backward of the vehicle. 
0049. At first, the operation of the BSW system will be 
described with reference to FIG.1. An imaging unit 10 which 
monitors a backward of a vehicle 5 is attached backside-to the 
rear part of the vehicle 5. The imaging unit 10 images a range 
() including right and left close lanes in the backward of the 
vehicle 5 (range including lanes Y.Y.Y. of road 2). A close 
vehicle in a detection region X1 in the lane Y and a close 
vehicle in a detention region X2 on the lane Y close to each 
other are detected from the obtained image by an image 
process. 
0050. The BSW system is activated while the vehicle 5 is 
traveling at a predetermined speed or more. The BSW system 
recognizes the other vehicle 6 as a close vehicle when the 
other vehicle 6 is detected in the lanes Y.Y., close to the lane 
Y within a predetermined distance range from the imaging 
unit 10, and it is confirmed that the other detected vehicle 6 is 
close to the vehicle 5. 

0051. It is determined that the other vehicle 6 is close to the 
vehicle 5 based on the time-series analysis of the image 
obtained by the imaging unit 10. The details of such determi 
nation will be described later. 
0052. When it is recognized that the other vehicle 6 is 
close to the vehicle 5, the existence of the other vehicle 6 is 
informed to a driver as visual information by lighting on an 
indicator provided in the vehicle 5, for example (first warn 
ing). 
0053 When a driver tries to change the lane to the lane Y 
in which the other vehicle 6 exists with a blinker without 
being aware of the visual information, the BSW system more 
clearly informs the driver the existence of the other vehicle 6 
by lighting on the indicator and activating alarm (second 
warning), so as to interrupt the lane change. 
0054 Next, the configuration of the in-vehicle image rec 
ognizer according to Embodiment 1 will be described with 
reference to FIG. 2. FIG. 2 illustrates a configuration view in 
which the in-vehicle image recognizer according to the 
present embodiment is installed in the vehicle 5 including the 
BSW system. 
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0055 As illustrated in FIG. 2, the in-vehicle image recog 
nizer 8 according to Embodiment 1 includes the imaging unit 
10 which is disposed near the back license plate of the vehicle 
5 (refer to FIG. 1) to monitor a range co illustrated in FIG. 1, 
a lens grime detector 20 which detects an attachment level of 
attached matter Such as dirt or water drops and a white tur 
bidity level of a lens 12 mounted on the front part of the 
imaging unit 10 from the image obtained by the imaging unit 
10, a lens grime level calculator 30 which calculates a grime 
level of the lens 12 based on the detected attachment level of 
the attached matter such as dirt or water drops and the 
detected white turbidity level of the lens 12, a detection sen 
sitivity adjustor 50 which adjusts a detection sensitivity of the 
other vehicle 6 in the after-described vehicle detector 70, a 
vehicle information-obtaining unit 60 which obtains a vehicle 
speed of the vehicle 5, and a vehicle detector 70 (image 
recognition application execution unit) which detects the 
other vehicle 6 coming closer to the vehicle 5 from the back 
ward of the vehicle 5. 
0056. The imaging unit 10, detection sensitivity adjustor 
50, vehicle information-obtaining unit 60, and vehicle detec 
tor 70 constitute a BSW system 9. 
0057 The imaging unit 10 includes the lens 12, a photo 
electrical convertor 14 made of a CMOS element, for 
example to photoelectrically convert a light signal into an 
electric signal, and again adjuster 16 which adjusts the gain 
of the photoelectrically converted electric signal. 
0058. The lens grime detector 20 includes a white turbid 
ity level calculator 25 having a first white turbidity level 
calculator 22 which calculates a white turbidity level of the 
lens 12 based on a brightness gradient in the image obtained 
by the imaging unit 10 and a second white turbidity level 
calculator 24 which calculates a white turbidity level of the 
lens 12 based on dispersion of a brightness value in the image 
obtained by the imaging unit 10, and an attached matter level 
calculator 26 which detects attached matter such as dirt or 
water drops attached to the lens 12. 
0059. The vehicle detector 70 includes a close vehicle 
detector 72 which detects a three-dimensional object in the 
backward of the vehicle 5 from the image obtained by the 
imaging unit 10, and calculates a moving distance and a 
moving speed of the three-dimensional object to detect the 
three-dimensional object as a close vehicle, and an alert out 
put unit 74 which alerts a driver with an indicator or a buzzer 
when the close vehicle is detected in the close vehicle detector 
72. 

0060 Next, the detailed configuration of the lens grime 
detector 20 will be described with reference to FIGS. 3 to 5. 
0061. As illustrated in FIG.3, the first white turbidity level 
calculator 22 which constitutes the white turbidity level cal 
culator 25 includes a region detector 22a which detects an 
image of a headlight of a following vehicle, a brightness 
gradient calculator 22b which calculates brightness gradient 
on a predetermined line in a region detected in the region 
detector 22a, a similarity calculator 22c which determines 
whether or not regions detected in the region detector 22a in 
different times are images by the same light source, and a 
certainty factor determination unit 22d which determines a 
certainty factor of the calculated white turbidity level. 
0062. As illustrated in FIG. 4, the second white turbidity 
level calculator 24 of the white turbidity level calculator 25 
includes an edge intensity calculator 24a which calculates 
edge intensity of the image obtained by the imaging unit 10, 
and an edge intensity analyzer 24b which obtains a distribu 
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tion of edge intensity of an image from the edge intensity 
calculated in the edge intensity calculator 24a, and calculates 
the white turbidity level of the lens 12 based on the distribu 
tion of the edge intensity of the image. 
0063. As illustrated in FIG. 5, the attached matter level 
calculator 26 includes a process region-setting unit 26a which 
sets a process region in the image obtained by the imaging 
unit 10, and divides the process region into a plurality of 
blocks, an edge detector 26b which detects a region having 
weak edge intensity from the image, a brightness distribution 
calculator 26c which obtains a brightness value in the weak 
edge intensity region and the peripheral region, and calculates 
a brightness distribution, a brightness change calculator 26d 
which calculates a time-series change in brightness value 
based on the brightness value accumulated in time series, and 
an attached matter determination unit 26e which determines 
the existence or non-existence of the attached matter of the 
lens 12 based on the process results of the edge detector 26b, 
the brightness distribution calculator 26c, and the brightness 
change calculator 26d. 
0064. Next, the detailed configuration of the close vehicle 
detector 72 of the vehicle detector 70 will be described with 
reference to FIG. 6. 

0065. The close vehicle detector 72 illustrated in FIG. 6 
detects a close vehicle (the other vehicle 6) with the use of 
difference waveform information, and includes a viewpoint 
convertor 72a, an alignment unit 72b, and a three-dimen 
sional object detector 72c. 
0066. In addition, the close vehicle detector 72 of Embodi 
ment 1 may detect a close vehicle (the other vehicle 6) with 
the use of edge information. In this case, as illustrated in FIG. 
6, a detection block A1 including the alignment unit 72b and 
the three-dimensional object detector 72c is substituted with 
a detection block A2 including a brightness difference calcu 
lator 72g, an edge line detector 72h, and a three-dimensional 
object detector 72i, which are surrounded by the dashed line. 
0067. The close vehicle detector 72 may include both of 
the detection block A1 and the detection block A2 to detect a 
close vehicle with the use of the difference waveform infor 
mation and detect a close vehicle with the use of the edge 
information. When the close vehicle detector 72 includes 
both of the detection block A1 and the detection block A2, any 
one of the detection block A1 and the detection block A2 may 
be operated according to an environmental factor Such as 
brightness. 
0068. Next, the flow of a sequence of operations of the 
in-vehicle image recognizer 8 according to Embodiment 1 
will be described with reference to the flowchart of FIG. 7. 

0069. At first, in Step S1, a vehicle speed is obtained as 
vehicle information of the vehicle 5 in the vehicle informa 
tion-obtaining unit 60. 
0070. Next, in Step S2, it is determined whether or not a 
value of a vehicle speed signal obtained in the vehicle infor 
mation-obtaining unit 60 is a predetermined value (for 
example, 1 km/h) or more. When the value of the vehicle 
speed signal is a predetermined value or more, the process 
moves to Step S3 to initiate the BSW system 9. On the other 
hand, when a vehicle speed is less thana predetermined value, 
the process returns to Step S1. 
0071 Next, in Step S4, an image of a backward of the 
vehicle 5 is obtained by the imaging unit 10. The light signal 
transmitting the lens 12 is converted into an electric signal in 
the photoelectric convertor 14, and the electric signal is 
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amplified in the gain adjuster 16 to generate an image signal 
I (x,y). Hereinafter, the image signal I (x,y) is simply referred 
to as the image I (x, y). 
0072 The gain adjustor 16 provides an appropriate gain to 
amplify the electric signal. Such that the electric signal con 
verted in the photoelectric convertor 14 has a predetermined 
level, and generates the image I (x, y). The image I (x, y) 
having a high SN ratio is thereby obtained due to the appro 
priate gain even when the image is obtained under a dark 
environment. In addition, the gain adjustment is executed as 
needed along with imaging, and the latest gain value can be 
monitored in the gain adjustor 16. 
(0073. Next, in Step S5, the white turbidity level of the lens 
12 is calculated in the first white turbidity level calculator 22 
and the second white turbidity level calculator 24. The pro 
cedure of this process is illustrated in FIGS. 8, 9, and the 
details of the process will be described later. 
0074 Then, in Step S6, the attached matter such as dirt or 
water drops attached to the lens 12 is detected in the attach 
ment level calculator 26. The procedure of this process is 
illustrated in FIG. 10, and the details of the process will be 
described later. 
(0075) Next, in Step S7, the grime level of the lens 12 is 
calculated in the lens grime level calculator 30. The details of 
this process will be described later. 
(0076. In Step S8, the white turbidity level of the lens 12 
calculated in the first and second white turbidity level calcu 
lators 22, 24 and the attachment level of the attached matter 
such as dirt or water drops attached to the lens 12 calculated 
in the attached matter level calculator 26 are informed to the 
detection sensitivity adjustor 50, and the vehicle detection 
sensitivity is corrected based on the informed white turbidity 
and attached matter levels of the lens 12 in the detection 
sensitivity adjustor 50. 
(0077. Next, in Step S9, a close vehicle is detected from the 
image obtained by the imaging unit 10 in the close vehicle 
detector 72. The procedure of this process is illustrated in 
FIGS. 25, 31, and the details of the process will be described 
later. 
0078 Next, in Step S10, the necessity of the warning is 
determined based on the existence or non-existence of the 
other vehicle 6 detected in the close vehicle detector 72 and a 
relative speed of the other vehicle 6 to the vehicle 5. When it 
is necessary to output the warning, the process moves to Step 
S11, and when it is not necessary to output the warning, the 
process returns to Step S4. 
(0079. Then, in Step S11, in the alert output unit 74, the 
warning is output with an indicator or a buZZer, and the 
existence of the close vehicle is informed to a driver of the 
vehicle 5 to alert the driver. 
0080 Next, the respective processes which are executed in 
the flowchart of FIG. 7 will be sequentially described in 
detail. 
I0081 (White Turbidity Level Calculation Process Based 
on Brightness Gradient) 
I0082. At first, the details of the white turbidity level cal 
culation process which is executed in Step S5 in FIG. 7 will be 
described with reference to FIGS. 8 to 15. In the white tur 
bidity level calculator 25, the white turbidity level of the lens 
12 is calculated with a method based on the brightness gra 
dient in the image obtained by the imaging unit 10 and a 
method based on the distribution of the edge intensity in the 
image obtained by the imaging unit 10. In this case, U1 
denotes the white turbidity level of the lens 12 calculated 
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based on the brightness gradient, and U2 denotes the white 
turbidity level of the lens 12 calculated based on the distribu 
tion of the edge intensity. 
I0083. The first white turbidity level calculator 22 detects 
the image of the headlight of the following vehicle or the 
image by the reflection of the Sunlight from the image I (x,y) 
by the imaging unit 10, sets a predetermined line in the 
detected image, and calculates the white turbidity level U1 of 
the lens based on the brightness gradient on the predeter 
mined line. 

0084. This is because an image of a strong light source 
Such as a headlight or Sun scatters by white turbidity of a lens, 
and the scattering level is changed according to the white 
turbidity level of the lens, so that the image of the strong light 
Source is observed as an image having a wider bright region 
when the white turbidity level is high. 
I0085 FIGS. 8(a), 8(b) illustrate the image I (x,y) actually 
observed by the imaging unit 10 of the in-vehicle image 
recognizer 8, including the headlight of the following vehicle 
traveling in the same lane as the vehicle 5. FIG. 8(a) illustrates 
an image in a case where the Surface of the lens 12 does not 
have white turbidity. FIG. 8(b) illustrates an image in a case 
where the surface of the lens 12 has white turbidity. 
I0086 Graphs illustrated below the images I (x,y) in FIGS. 
8(a), 8(b) each illustrate a distribution of a brightness value 
(hereinafter, referred to as brightness distribution Ld) in a 
scanning direction (line) OP extending leftward from a scan 
ning start point O in the image of the headlight as a start point 
and a brightness distribution Ld in a line OQ extending right 
ward from the scanning start point O in the image of the 
headlight as a start point, shown within one graph. 
0087. In FIG. 8(a), it is set that a left-right or horizontal 
direction pixel number from a point where the brightness 
distribution Ld on the line OP goes down under a threshold A 
to a point where the brightness distribution Ld goes down 
under a threshold value B which is lower than the threshold A 
is referred to as L., and a left-right or horizontal direction 
pixel number from a point where the brightness distribution 
Ld on the line OQ goes down under the threshold A to a point 
where the brightness distribution Ld goes down under the 
threshold B which is lower than the threshold A is referred to 
as R. Then, the brightness gradient g is calculated by using 
brightness difference D (A-B) as D/L (brightness gradi 
ent online OP) and -D/R. (brightness gradient online OQ). 
In the case of FIG. 8(a) where the lens does not have white 
turbidity, an absolute value of the brightness gradient g is a 
large value and the brightness distribution Ld has small dis 
persion and is sharpened. 
I0088. On the other hand, in the case of FIG.8(b) where the 
lens has white turbidity, an absolute value of the brightness 
gradient g is a Small value and the brightness distribution Ld 
is broadened. 

I0089. The first white turbidity level calculator 22 calcu 
lates the white turbidity level U1 of the lens 12 with the use of 
magnitude of the brightness gradient g. More specifically, as 
the absolute value of the brightness gradient g becomes 
smaller, the white turbidity level is calculated as a higher 
level. In addition, as described in detail later, in order to 
improve the certainty factor of the white turbidity level cal 
culation, it is determined that the white turbidity occurs when 
a small brightness gradient g is maintained for a certain 
period. 
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0090 Hereinafter, a method of calculating the white tur 
bidity level U1 which is executed in the first white turbidity 
level calculator 22 will be described in detail with reference to 
FIG. 9. 
(0091. In Step S20, the image I (x, y) (hereinafter, referred 
to as image I) obtained by the imaging unit 10 is minified by 
a predetermined ratio, and the minified image I" (x, y) (here 
inafter, referred to as minified image I") is generated. The 
image is minified as described above to reduce a required 
memory upon an image process and to improve a process 
speed. A specific scale is determined in view of used com 
puter specifications, an image resolution performance, and 
the like. 
0092. The diminution of the image is performed by thin 
ning pixels and can be performed by averaging brightness 
values of adjacent pixels. Owing to the process, the image 
illustrated in FIG. 10(a) is minified to the image illustrated in 
FIG.10(b). 
0093. Next, in Step S21, a region for detecting the image 
of the headlight of the following vehicle or the reflection 
image of the Sunlight is set in the minified image I obtained in 
Step S20. In this embodiment, a region having the image of 
the headlight of the following vehicle traveling in the same 
lane Y as the vehicle 5 is set, and the image of the headlight 
of the following vehicle or the reflection image of the sunlight 
is detected from the region. Due to the limitation of the 
process region as described above, the load of the computer 
can be reduced. 
I0094. An example of the process region set as described 
above is illustrated in FIG. 11. As illustrated in FIG. 11, a 
process area E is set with an upper left position setas (x1, y1) 
and a lower right position set as (X2, y2) with respect to an 
image having n pixels in a horizontal direction and m pixels in 
a vertical direction. 
0.095 A vertical position of the process area E is set based 
on a position of a vertical coordinate V (refer to FIG. 11) of 
a disappearing point defined by a heightwise installed posi 
tion and a vertical installed angle of the imaging unit 10 to the 
vehicle 5. The disappearing point corresponds to a point at 
infinity. 
0096. A horizontal position of the process area E is set 
according to the horizontal installed position of the imaging 
unit 10 to the vehicle 5. That is, when the imaging unit 10 is 
disposed at a center of the vehicle 5, the processing area E is 
set in the minified image I" in a symmetrical manner in the 
horizontal direction. FIG. 11 is an example when the installed 
position of the imaging unit 10 to the vehicle 5 is offset in the 
horizontal direction, and the process area E is set in an asym 
metrical manner in the horizontal direction. 
(0097. Next, in Step S22, the minified image I" is binarized 
with a predetermined threshold in the processing area E set in 
Step S21 to be converted into a binarized image, and a label 
ing process to number each region constituting the binarized 
image is executed to the binarized image. In this case, as the 
predetermined threshold, a value with which the image of the 
headlight of the following vehicle traveling in the same lane 
Y as the vehicle 5 can be detected and a value with which the 
reflection image of the Sunlight can be detected are used. 
These values are previously set by experiments or the like. In 
addition, this threshold is stored in the region detector 22a. 
0098. When the image I is obtained, the value of the gain 
of the image I is read from the gain adjustor 16. When the read 
value of the gain is a predetermined value or more, it is 
determined that the image I is obtained at the nighttime and 
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the image I is binarized by applying the threshold for detect 
ing the image of the headlight of the following vehicle. 
0099. On the other hand, when the value of the gain of the 
image I is less than a predetermined value, it is determined 
that the image I is obtained in the daytime, and the image I is 
binarized by applying the threshold for detecting the reflec 
tion image of the Sunlight. 
0100. The image illustrated in FIG. 10(c) is obtained by 
the binarization and the labeling process. 
0101. Next, in Step S23, it is determined whether or not 
there exists the image of the headlight or the reflection image 
of the Sunlight in the image to which the labeling process is 
executed in Step S22. The process executed in Step S23 will 
be described with reference to FIGS. 12(a), 12(b) 
0102 The image of the headlight of the following vehicle 
traveling in the same lane Y as the vehicle 5, which is 
obtained by the imaging unit 10, has an approximate circular 
shape shown as a region Ro in FIG. 12(a). Accordingly, with 
respect to each region where the labeling process is executed, 
when an area HoWo of a rectangular region (vertical pixel 
number Ho, horizontal pixel number Wo) is circumscribed to 
the region, it is determined that an area of the region occupies 
a predetermined ratio or more within the area HW and that 
a width and a height of the square circumscribed to the region 
are not different from each other at a predetermined ratio or 
more. It can be thus determined whether or not there exists the 
image of the headlight. 
0103) The reflection image of the sunlight which is 
obtained by the imaging unit 10 has an approximate circular 
shape similar to the region Ro. The threshold of the occupancy 
showing the shape of the image and the threshold of the 
horizontal to vertical ratio of the circumscribed square are 
therefore quantified similar to the image of the headlight, so 
that it is determined whether or not the actually detected 
region satisfies the conditions. 
0104. According to the determination, for example, a 
region having a shape Such as a region R, R2, or R illustrated 
in FIG. 12(b) is determined as not being the image of the 
headlight or the reflection image of the Sunlight and dis 
missed. 
0105. According to the determination, one region satisfy 
ing the conditions is selected as illustrated in FIG. 10(d). 
When a plurality of regions satisfying the conditions is found, 
one region having the largest area is selected. When no region 
satisfying the conditions is found (No in Step S23), the pro 
cess returns to the main routine (FIG. 7). 
0106 Next, in Step S24, a centroid position G of the region 
selected in Step S23 is calculated. When a coordinate of the 
centroid position G of the region is set as G (GX, Gy), a 
horizontal position Gx of the centroid position G is calculated 
by dividing a sum of horizontal coordinates of all pixels 
forming the region by the area of the region, and a vertical 
position Gy of the centroid position G is calculated by divid 
ing a sum of Vertical coordinates of all pixels forming the 
region by the area of the region. 
0107 Next, in Step S25, a scanning start point O for cal 
culating a brightness gradient g and a scanning direction 
(line) for calculating a brightness gradient are set in the mini 
fied image I". The scanning start point O and the line are set 
according to determination of a position and a direction 
which are insusceptible to the splash by the vehicle 5, the road 
surface reflection of the headlight of the following vehicle, 
the headlight of the vehicle traveling on a close lane, or the 
like based on experiments or the like. 
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0108. In this embodiment, as illustrated in FIG. 13, the 
scanning start point O for calculating the brightness gradient 
g is set between the centroid position G of the region Ro and 
the upmost point J of the region R. FIG. 13 is a view describ 
ing an example of setting the lines OP, OO for calculating the 
brightness gradient, and an example of the brightness gradi 
ent which is calculated on the lines OP, OO. 
0109 More specifically, a vertical coordinate Oy of the 
scanning start point O is obtained by Equation 1: 

Equation 1: 

where Jy is a vertical coordinate of the upmost point J of the 
region Ro. The threshold This set to a value larger than 0. The 
value of the threshold This set based on experiments or the 
like. 
0110. As illustrated in FIG. 13, lines parallel to a horizon 

tal line passing the Scanning start point O and the centroid 
position G of the region Ro are set as the lines OP. OQ. 
0111. Next, in Step S26, the brightness values stored in the 
minified image I" are read on the line OP from the scanning 
start point O to the point P to calculate the brightness distri 
bution Ld. The brightness values stored in the reduced image 
I are read on the line OQ to calculate the brightness distribu 
tion Ld. 
0112 The brightness distributions Ld calculated as 
described above are illustrated in the graph of FIG. 13. The 
graph illustrates the brightness distribution on the line OPand 
the brightness distribution on the line OQ in a single graph for 
the sake of description. 
0113. Next, in Step S27, the size of a skirt of the brightness 
distribution Ld in a horizontal direction is obtained. Here, the 
threshold A of the brightness value and the threshold B of the 
brightness value smaller than the threshold A are previously 
prepared. In the previously prepared brightness distribution 
Ld, the brightness values are scanned from the Scanning start 
point O to the point P in a leftward direction to calculate an 
interval between a position where the brightness value goes 
down under the threshold A and a position where the bright 
ness value goes down under the threshold B as the horizontal 
pixel number Lw, as illustrated in FIG. 13. Then, the bright 
ness values are scanned from the scanning start point O to the 
point Q in a rightward direction to calculate an interval 
between a position where the brightness value goes down 
under the threshold A and a position where the brightness 
value goes down under the threshold Bas the horizontal pixel 
number R. 
0114. Next, in Step S28, the brightness gradient g is cal 
culated. More specifically, the brightness difference D,(A- 
B) which is a difference value between the threshold A and the 
threshold B is used to calculate the brightness gradient g on 
the line OP as D/L, and to calculate the brightness gradient 
g on the line OQ as -D/R. 
0115) Next, in Step S29, it is determined whether or not 
D/L and -D/R, which are the right and left brightness 
gradients g of the region Ro have symmetry. The symmetry 
determination is executed by confirming whether or not a gap 
G. of the brightness gradient g calculated by Equation 2 is a 
predetermined threshold The or below. 

0116. In the case where a plurality of regions continuously 
appears in a horizontal direction, a magnitude of the left 
brightness gradient g is different from a magnitude of the 

Equation 2: 
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right brightness gradient g and therefore the gap G calculated 
by Equation 2 becomes larger than the threshold Th. In this 
case, the calculation of the white turbidity level is not 
executed and the process moves to Step S35. 
0117 Next, in Step S30, the white turbidity level U1 of the 
lens 12 is calculated. The white turbidity level U1 is calcu 
lated as an average value of the absolute values of D/L, and 
-D/R, which are the previously calculated left and right 
brightness gradients g, as illustrated in Equation 3. 

0118. In Equation 3, the inverses of the brightness gradi 
ents g are averaged. Such calculation is for obtaining a larger 
value of U1 as the white turbidity level of the lens 12 becomes 
a higher level (grime level is higher level). 
0119) Next, in Step S31, it is determined whether or not the 
previously detected region R is identical to a region Ro 
detected at one step before. Namely, it is determined whether 
or not the images are obtained from the same light source. 
0120. This determination is performed by comparing an 
average value Ave (U1) of the white turbidity levels U1 cal 
culated in the previous process with the latest white turbidity 
level calculated by Equation 3. When a difference between 
the average value Ave (U1) of the previous white turbidity 
levels and the latest white turbidity level U1 is small, it is 
determined that the images are obtained from the same light 
Source at the region. 
0121 This process is executed in the similarity calculator 
22c. More specifically, when Equation 4 is satisfied, it is 
determined that the images are generated from the same light 
SOUC 

Equation 3: 

This U1/Ave(U1)<The Equation 4: 

where. This the minimum threshold to determine that the 
images are from the same light Source and The is the 
maximum threshold to determine that the images are from the 
same light source. 
0122. In Step S31, when it is determined that the images 
are from the same light source, then, a total count T showing 
that the images which are considered from the same light 
source are continuously detected is incremented in Step S32, 
and the process moves to Step S34. In addition, the processes 
after Step S32 are executed in the certainty factor determina 
tion unit 22d, and the value of the total count T which is 
incremented in Step S32 is stored as needed in the certainty 
factor determination unit 22d. 
(0123. On the other hand, in Step S31, when it is deter 
mined that the images are not from the same light Source, the 
total count T is decremented in Step S33, and the process 
moves to Step S35. In addition, the value of the total count T 
decremented in Step S33 is stored as needed in the certainty 
factor determination unit 22d. 
(0.124. Next, in Step S34, the white turbidity level U1 pre 
viously calculated in Step S30 is stored, in the certainty factor 
determination unit 22d. The average value Ave (U1) of the 
white turbidity levels is recalculated and updated based on the 
average value Ave (U1) of the white turbidity levels calcu 
lated in the past process and the previously calculated white 
turbidity level U1. The updated average value Ave (U1) of the 
white turbidity levels is stored in the certainty factor determi 
nation unit 22d. 
(0.125. In Step S35, the certainty factor F of the calculated 
white turbidity level is determined and updated. The certainty 
factor F is expressed by a value of the total count T. It is 
determined that the larger the value T is, namely, it is consid 

Jul. 16, 2015 

ered as the white turbidity level U1 which is continuously 
detected based on the brightness gradient of the image by the 
same light source, the higher the certainty factor F is. Then, 
the value of the certainty factor F is updated. 
I0126. In addition, in the present embodiment, as illus 
trated in FIG. 14, the certainty factor F is managed by dividing 
into four levels such as PhO, Ph1, Ph2, and Ph3. Ph3 shows the 
highest certainty factor F, namely, it shows that the calculated 
white turbidity level U1 is most reliable. The level of the 
certainty factor F is shifted according to the value T. 
I0127. Namely, in FIG. 14, in the initial state, the level of 
the certainty factor F is Ph0. When the value of the total count 
T showing that the images considered from the same light 
Source are continuously detected exceeds a predetermined 
value T1, the level of the certainty factor F is shifted to Ph1. 
Then, when the value of the total count Texceeds a predeter 
mined value T2, the level of the certainty factor F is shifted to 
Ph2. When the value of the total count Texceeds a predeter 
mined value T3, the level of the certainty factor F is shifted to 
Ph3. 
I0128. On the other hand, when the level of the certainty 
factor F is Ph3, and the value of the total count T is decre 
mented and goes down under the predetermined value T4, the 
level of the certainty factor F is shifted to Ph2. Then, when the 
value of the total count T goes down under the predetermined 
value T5, the level of the certainty factor F is shifted to Ph1. 
When the value of the total count T goes down under the 
predetermined value T6, the level of the certainty factor F is 
shifted to PhO. 
I0129. When the certainty factor F is shifted to another 
level, in order to prevent hunting where the certainty factor F 
returns back to the original level, if the certainty factor F is 
shifted to a higher level, a predetermined value Tcl may be 
added to the total count T. and if the certainty factor F is 
shifted to a lower level, a predetermined value Tc, may be 
subtracted from the total count T. When the update of the 
certainty factor F is executed, the process of FIG. 9 is com 
pleted, and the process returns to the main routine (FIG. 7). 
I0130. (White Turbidity Level Calculation Process Based 
on Edge Intensity) 
I0131 The second white turbidity level calculator 24 cal 
culates a white turbidity level U2 of a lens based on a distri 
bution of edge intensity from the image I obtained by the 
imaging unit 10. 
0.132. When the white turbidity occurs on the surface of 
the lens 12, the blurred image I is obtained. The blur level 
becomes higher as the white turbidity level becomes higher. 
In this embodiment, the blur level is calculated based on the 
distribution of the edge intensity in the image I. 
0.133 Hereinafter, the calculation procedure of the white 
turbidity level U2 will be described with reference to FIG. 15. 
I0134. At first, referring to FIG. 15, in Step S40, a region to 
execute edge detection is set in the image I obtained by the 
imaging unit 10 in the edge intensity calculator 24a. The 
region to execute edge detection may be set to the entire 
image I or limited to a position where an edge is likely to 
appear. 
I0135) In the daytime, a region including a horizon line in 
the backward of the vehicle 5 may be set, the edge detection 
may be executed for the inside of the region, and the edge 
intensity may be calculated based on the edge formed by the 
horizonline. In the nighttime, a region including the lanes Y, 
Y close to the lane Y in which the vehicle 5 travels may be 
set, the edge detection may be executed for the inside of the 



US 2015/0201 120 A1 

region, and the edge intensity may be calculated based on the 
edge of the other vehicle 6 on a close lane. In this case, the 
daytime and the nighttime can be distinguished based on the 
value of the gain adjusted in the gain adjustor 16 as described 
above. 
0136. Next, in Step S41, in the edge intensity calculator 
24a, the edge intensity is obtained with respect to each pixel 
in the image I with the use of an edge detection operator in the 
region set in Step S40. A coefficient of an edge detection filter 
for use in this process is not specifically limited. 
0.137 Next, in Step S42, in an edge intensity analyzer 24b, 
the values of the edge intensity calculated with respect to each 
pixel of the image I are averaged to calculate an average edge 
intensity. In addition, the average edge intensity is previously 
normalized by an area of the region for the edge detection. 
Consequently, it is determined that the smaller the calculated 
average edge intensity is, the lower the clarity of the image I 
is, namely, the higher the white turbidity level is. Moreover, it 
is determined that the higher the average edge intensity is, the 
higher the clarity of the image I is, namely, the lower the white 
turbidity level is. 
0.138. In addition, the average edge intensity may be cal 
culated not only from one image, but also from a plurality of 
images obtained in different times. When the average edge 
intensity is calculated from a plurality of images, the average 
edge intensity is calculated by averaging the average edge 
intensity of the plurality of images. The clarity of the image I 
can be thereby stably evaluated even when noise is suddenly 
mixed in the image I. In this case, a change in average edge 
intensity is obtained for a predetermined time. When a change 
in average edge intensity is Small, it is determined that the 
calculated average edge intensity, namely, the reliability of 
the white turbidity level is high, and the above-described 
certainty factor F can be calculated. 
0.139. In Step S43, the white turbidity level U2 is calcu 
lated based on the average edge intensity. More specifically, 
for example, the inverse of the normalized average edge 
intensity is calculated as the white turbidity level U2. 
0140 (Attached Matter Detection Process) 
0141 Next, the details of the attached matter detection 
process in Step S6 of FIG. 7 will be described with reference 
to FIGS. 16 to 19. In the attachment level calculator 26, the 
attachment level of the attached matter such as dirt or water 
drops attached to the lens 12 is calculated based on the dis 
tribution of the brightness value and the edge intensity in the 
image I. In this case, M denotes the attachment level of the 
attached matter calculated in the attachment level calculator 
26. 

0142 Hereinafter, a method of calculating the attachment 
level M of the attached matter which is executed in the attach 
ment level calculator 26 will be described in detail with ref 
erence to an example to detect dirt as attached matter. 
0143. In Step S50, in the process region-setting unit 26a, 
the image I obtained by the imaging unit 10 is minified with 
a predetermined ratio to obtain the minified image I". The 
image is minified as described above to reduce a required 
memory upon an image process and to improve a process 
speed. A specific scale is determined in view of used com 
puter specifications, an image resolution performance, and 
the like. Then, an area to execute attached matter detection is 
set in the minified image I". 
0144. The minified image I generated herein has the same 
reference number as the minified image I generated for cal 
culating the white turbidity level. However, the scale is not 
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necessary to be the same scale for both of the minified images. 
The images are minified with a scale in accordance with the 
respective images. 
0145 The entire minified image I" may be set to the region 
to execute attached matter detection. However, in the present 
embodiment, a region encompassing a vehicle detection 
region of the BSW system 9 which is an image recognition 
application to be used is set to a process target region. By 
setting the process target region as described above, the accu 
racy of the image recognition application can be improved, 
and the process efficiency of the attached matter detection 
process can be also improved. 
0146 In Step S50, the set process target region is divided 
into a plurality of blocks 201, as illustrated in FIG. 17. The 
Subsequent processes are executed with respect to each block. 
In this embodiment, the size of each block 201 is set to a size 
of attached matter to be detected or below. By setting the size 
of each block as described above, only dirt can be reliably and 
effectively detected. The information such as a coordinate of 
each block 201 divided as described above is stored in the 
process region-setting unit 26a in accordance with a block 
number applied to each block. 
0147 Next, in Step S51, in the edge detector 26b, an edge 
detection process and noise elimination relative to the edge 
detection result are executed. The edge detection process is 
executed to the minified image generated in Step S50. This 
edge detection is executed by a known method. A threshold 
process is executed to the edge intensity obtained by the edge 
detection, and a necessary edge configuration point is only 
extracted. That is, the edge intensity p generates an edge 
image E (x, y) including only the edge configuration point 
(weak edge configuration point) having a value within a pre 
determined range. 
0148 FIG. 18(b) illustrates one example of the edge image 
E (x, y) generated as described above. FIG. 18(b) illustrates 
the edge image E (x, y) obtained from the minified image I' 
illustrated in FIG. 18(a). In FIG. 18(b), dirt portions are 
detected as weak edges. 
0149 Dirt while a vehicle is traveling on a deteriorated 
condition road such as an off-road and dirt while a vehicle is 
traveling on an on-road differ in concentration and color, and 
may differ in weak edge intensity level although they are the 
same dirt. The edge intensity may differ according to the type 
of the attached matter. For this reason, a plurality of thresh 
olds is prepared relative to the edge intensity p according to 
road conditions, traveling conditions, types of attached mat 
ters, attachment conditions, or the like. It may be determined 
which threshold is used upon the execution of the attached 
matter detection process. 
0150. In Step S51, a noise elimination process of elimi 
nating noise in the generated edge image E (x, y) is executed. 
In the present embodiment, the edge configuration point sat 
isfying the following conditions is defined as noise. 
0151 (a) An edge configuration point in which the edge 
configuration point in the image E (x, y) detected in the 
previous process is not detected in the same position in the 
present edge detection process. 
0152 (b) An edge configuration point having an area of a 
predetermined value or below. 
0153. At first, AND of the edge image E (x, y, t) generated 
at time t and the edge image E (x, y, t-At) generated at time 
t-At by the last edge detection process is obtained, and the 
edge configuration point satisfying the above condition (a) is 
eliminated as noise. This is because the edge configuration 
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point which is detected in the attached matter detection pro 
cess is an edge of attached matter adhered to the lens 12, and 
the attached matter adhered to the lens 12 exists in the same 
position for a certain period. 
0154 Next, the edge configuration point satisfying the 
above condition (b) is eliminated as noise. This is because the 
edge of the grime adhered to the lens 12 has a certain size, so 
that it is considered that an independent Small edge is not 
grime. By eliminating noise as described above, the lens 
attached matter can be detected with high accuracy. 
(O155 Next, in Step S52, in the brightness distribution 
calculator 26C, the brightness distribution calculation process 
is executed. In this case, the average brightness value I (u, 
v) of the pixels in each block 201 is calculated with respect to 
each block 201 set in Step S50. Here, u, v denote a horizontal 
position and a vertical position of each block. In addition, the 
average brightness value I (u, v) is calculated by obtaining 
a sum of the brightness values of the pixels in the block 201, 
and dividing the obtained sum of the brightness values with 
the area (the number of pixels) of the block 201. 
0156 Next, in Step S53, an attention block and a block 
around the attention block (hereinafter, peripheral block) are 
set based on the average brightness value I (u, v) of each 
block. The block illustrated by the thick line in FIG. 19 is the 
attention block 201a. The attention block 201a is selected 
from blocks having a low average brightness value. That is, 
the brightness value of the region where dirt is attached is 
likely to be lower than the average brightness value of the 
region where dirt is not attached. 
O157 Moreover, blocks located in the outer circumference 
of the blocks 201 adjacent to the attention block 201a and 
located in the outer circumference of the attention block 201a 
are selected as the peripheral blocks 201b. Namely, dirt is 
usually adhered not only to one block but also to the adjacent 
blocks. It is therefore considered the difference in average 
brightness value I (u, v) between the attention block 201a 
and the adjacent blocks is small. For this reason, the blocks 
outside the blocks adjacent to the attention block 201a are 
selected as the peripheral blocks 201b. 
0158. In addition, the method of setting the peripheral 
block 201b is not limited to the above. When an attachment 
area of attached matter is small, the block 201 adjacent to the 
attention block 201a may be set as the peripheral block 201b. 
Moreover, when an attachment area of attached matter is 
large, a block a few blocks away from the attention block 
201a may be set as the peripheral block 201b. 
0159. Next, in Step S54, the number of peripheral blocks 
201b (bright peripheral block) having an average brightness 
value I (u, v) higher than the average brightness value I 
(u, v) of the attention block 201a is counted. In this case, the 
counting is executed with the use of the brightness value 
before binarization. Next, the ratio of the bright peripheral 
block 201b (the number of bright peripheral blocks/total of 
peripheral blocks) is calculated. In this case, the ratio of the 
bright peripheral block becomes higher for the block (atten 
tion block) having dirt. 
0160 Next, in Step S55, the number of pixels constituting 
a weak edge is counted from the edge image E (x,y) detected 
in the edge detection process. The counting of the weak edge 
is executed with the use of the image after binarization. Dirt 
attached to the lens 12 is not focused, and has a blurred 
contour. Such dirt is likely to have a weak edge as a block. 
Consequently, in the attached matter detection process of the 
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present embodiment, the number of weak edge configuration 
points is counted with respect to each block, and the counting 
number is stored. 

0.161. After completing the above process relative to one 
minified image I", the process time determination process is 
executed in Step S56. In Step S56, it is determined whether or 
not a predetermined time has passed. When a predetermined 
time has passed, the process moves to Step S57. When a 
predetermined time has not passed, the process returns to Step 
SSO. 

(0162 By repeating Steps S50 to S55 within a predeter 
mined time as described above, information Such as the aver 
age brightness value, the ratio of bright peripheral block, and 
the counting number of the weak edge is stored in chrono 
logical order. In addition, the predetermined time can be 
freely set according to types of attached matter, vehicle infor 
mation Such as a vehicle speed, or the like. For example, on a 
rainy day or during off-road traveling, dirt is frequently 
attached to a lens. For this reason, it is necessary to detect dirt 
in a short time, and rapid warning is required. It is therefore 
preferable to set a short predetermined time. 
0163. On the other hand, on a sunny day or during on-road 
traveling, dirt is hardly attached to a lens. In order to enable 
highly accurate detection, it is preferable to accumulate infor 
mation for a long period of time. It is therefore preferable to 
set a long predetermined time. 
0164. Next, in Step S57, in the brightness change calcula 
tor 26d, the brightness change extraction process is executed. 
Since the dirt attached to the lens 12 hardly moves even after 
elapse of a certain period of time and the permeability of the 
dirt is low, a change in brightness value in a time direction 
within the region becomes Small. In order to study such a 
change in brightness value in the time direction, the disper 
sion and the average value of the average brightness values 
I (u, v) in the time direction in the same blocks are calcu 
lated. 
(0165 InStep S57, the average brightness values I (u, v) 
of the same blocks are averaged in the time direction, so that 
a time average brightness value E is calculated with respect 
to each block. 
0166 Next, the dispersion V of the average brightness 
value I (u, v) in the time direction is calculated with respect 
to each block based on the calculated time average brightness 
value E of each block. 
(0167. Then, in Step S58, the dirt determination is per 
formed in the attached matter determination unit 26e. 

0.168. The dirt determination is executed by calculating a 
dirt score with respect to each block 201 based on the follow 
ing information. 
0169 More specifically, in the block 201 having the count 
ing number of the weak edge Smaller than a threshold, it is 
considered that the attachment rate of dirt is low and the dirt 
score is low. When the ratio of the bright block number in the 
peripheral blocks 201b is higher than a threshold, it is con 
sidered that the dirt score of the block 201 is high. When the 
dispersion of the average brightness value of the block 201 
having a high dirt score is a predetermined threshold or below, 
it is considered that the dirt is likely to be attached to the block 
201. 

0170 According to the calculated dirt score, when the dirt 
score of the block 201 is a threshold or more and the disper 
sion V of the time average brightness value E of the block 
201 is a predetermined threshold or below, it is determined 
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that the block 201 includes dirt. Then, an attachment level M 
according to the dirt score is calculated. 
0171 In addition, the dirt determination is described in the 
above example. However, the attached matter is not limited to 
dirt. The attachment level M can be similarly calculated even 
when water drops are attached to a lens. Then, after complet 
ing Step S58, the process goes back to the main routine (FIG. 
7). 
0172 (Lens Grime Level Calculation Process) 
0173 Next, the details of the lens grime level calculation 
process which is executed in Step S7 of FIG. 7 will be 
described. 
0.174. In this case, the grime level of the lens 12 is quan 

tified based on the previously calculated first white turbidity 
level U1, second white turbidity level U2, and attachment 
level M. 
(0175 More specifically, at first, a white turbidity level U 
of the lens 12 is calculated based on the value of the first white 
turbidity level U1 or the value of the second white turbidity 
level U2. In this case, the white turbidity level U may be 
calculated based only on the first white turbidity level U1, the 
white turbidity level U may be calculated based only on the 
second white turbidity level U2, or the white turbidity level U 
may be calculated based on both of the first and second white 
turbidity levels U1, U2. 
(0176) The use of the first white turbidity level U1 or the 
second white turbidity level U2 is determined based on the 
environment under which these values are calculated and the 
certainty factor of the first white turbidity level U1 or the 
second white turbidity level U2. 
0177 Namely, when the magnitude of the gain is a prede 
termined value or more after monitoring the value of the gain 
adjusted in the gain adjustor 16, that it, in the nighttime, the 
headlight of the following vehicle of the vehicle 5 is clearly 
made as a picture. Therefore, the value of the white turbidity 
level U is calculated by using the value of the first white 
turbidity level U1 calculated from that image of the headlight. 
0.178 However, even in the nighttime, when a following 
vehicle does not exist, the first white turbidity level U1 cannot 
be calculated based on the image of the headlight. In this case, 
the value of the white turbidity level U is calculated by using 
the value of the second white turbidity level U2 when the 
image of the headlight is not detected. 
0179. On the other hand, when the magnitude of the gain 
does not satisfy the predetermined value, that is, in the day 
time, the reflection image of the Sunlight is clearly made as a 
picture. Therefore, the value of the white turbidity level U is 
calculated by using the value of the first white turbidity level 
U1 calculated from the reflection image of the sunlight. 
0180. However, even in the daytime, when the reflection 
image of the sunlight does not exist, the first white turbidity 
level U1 cannot be calculated based on the reflection image of 
the sunlight. In this case, the value of the white turbidity level 
U is calculated by using the value of the second white turbid 
ity level U2 when the reflection image of the sunlight is not 
detected. 

0181. Then, the calculated value of the white turbidity 
level U and the previously calculated value of the attachment 
level Mare informed to the detection sensitivity adjustor 50. 
0182 (Correction Process of Vehicle Detection Thresh 
old) 
0183) Next, in Step S8 of FIG. 7, the vehicle detection 
sensitivity when the other vehicle 6 is detected in the vehicle 
detector 70 is corrected. This process is executed in the detec 
tion sensitivity adjustor 50. 
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0184. In the detection sensitivity adjustor 50, the various 
thresholds which are used for detecting a vehicle in the 
vehicle detector 70 are corrected according to the value of the 
white turbidity level U and the value of the attachment level 
M. The specific thresholds will be described later. 
0185. When the value of the white turbidity level U is 
large, that is, when the surface of the lens 12 has white 
turbidity, the clarity of the image I obtained by the imaging 
unit 10 is deteriorated. For this reason, in a case of executing 
the edge detection, for example, if the threshold of the edge 
detection is not corrected to a value Smaller than a value when 
the surface of the lens 12 does not have white turbidity, a 
vehicle cannot be detected. The thresholds are therefore cor 
rected. 

0186. However, in fact, the correction of the various 
thresholds based only on the value of the white turbidity level 
U is not sufficient for detecting a vehicle. Namely, when the 
surface of the lens 12 has white turbidity and the surface of the 
lens 12 also has dirt or water drops, it is determined that the 
white turbidity level is further advanced in the first white 
turbidity level calculator 22 even when the white turbidity 
level is unchanged, so that a white turbidity level U higher 
than an actual level is calculated. 

0187. When various thresholds are corrected based on the 
calculated higher white turbidity level U, the detection sen 
sitivity of the vehicle becomes too high, and unnecessary 
noise is easily detected. Thus, it becomes difficult to detect a 
vehicle. 

0188 The detection sensitivity adjustor 50 therefore con 
trols the correction amount of the various thresholds in view 
of not only the value of the white turbidity level Ubut also the 
value of the attachment level M when the value of the attach 
ment level M is large even if the value of the white turbidity 
level U (high white turbidity level) is large. In addition, the 
specific method of correcting a threshold will be described 
later. 

(0189 (Vehicle Detection Process) 
0190. Next, the details of the vehicle detection process in 
Step S9 of FIG. 7 will be described with reference to FIG. 25. 
(0191 <Detection of Three-Dimensional Object Based 
on Difference Waveform Information> 

0.192 At first, in Step S60, in the detection sensitivity 
adjustor 50, the various thresholds corrected based on the 
grime level (white turbidity level U and attachment level M) 
of the lens 12 are set to the close vehicle detector 72. The 
details of this process will be described later. 
(0193 Next, in Step S61, in the viewpoint convertor 72a, 
the image I obtained by the imaging unit 10 is converted into 
a virtual top-down image. Hereinafter, this conversion is 
referred to as viewpoint conversion, and a virtual image gen 
erated by the viewpoint conversion is referred to as a view 
point conversion image. 
0194 The viewpoint conversion is performed through 
coordinate conversion to look down a road Surface from the 
above assuming that the image I including the road Surface 
obtained by a camera disposed in a position having a known 
relationship with the road surface includes the road surface. 
The obtained image I is converted into the viewpoint conver 
sion image to distinguish a planar object and a three-dimen 
sional object with the use of a principle in which a vertical 
edge specific to a three-dimensional object is converted into a 
straight light group passing through a particular fixed point by 
viewpoint conversion. In addition, the viewpoint conversion 
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image converted by the viewpoint conversion is used for the 
detection of the three-dimensional object based on the after 
described edge information. 
0.195 Next, in step S62, the viewpoint conversion image 
obtained in the viewpoint convertor 72a is sequentially input 
to the position alignment unit 72b, and the viewpoint conver 
sion images input at different times are aligned. 
(0196. FIGS. 200a), 20(b) are views describing the process 
which is executed in the position alignment unit 72b. FIG. 
20Ca) is a plan view illustrating the moving state of the vehicle 
5, and FIG. 200b) is a view briefly describing the alignment. 
(0197). As illustrated in FIG.20(a), the vehicle 5 is located 
in a position V1 at the present time, and the vehicle 5 is 
located in a position V2 at a predetermined time before. 
Moreover, the other vehicle 6 is located in the back of the lane 
close to the lane in which the vehicle 5 travels, the other 
vehicle 6 is located in a position V3 at the present time, and 
the other vehicle 6 is located in a position V4 at a predeter 
mined time before. Furthermore, the vehicle 5 moves at a 
distanced in the predetermined time. The predetermined time 
before may be a past time for a predetermined time (for 
example, one control period) from the present time. 
0198 In this situation, the viewpoint conversion image 
PB, of the present time is as illustrated in FIG. 200b). In the 
viewpoint conversion image PB, a white line on a road Sur 
face has a rectangular shape, but a lay-down image occurs in 
the region of the other vehicle 6 located in the position V3. 
Similarly, in the viewpoint conversion image PB of the 
predetermined time before, the white line on the road surface 
has a rectangular shape, but a lay-down image occurs in the 
region of the other vehicle 6 located in the position V4. 
0199. This is because a vertical edge of a three-dimen 
sional object is converted into a straight line group along the 
lay-down direction by the viewpoint conversion, but a pattern 
on a road Surface Such as a white line does not include the 
Vertical edge, so that such lay-down image does not occur 
even when the viewpoint conversion is performed. 
0200. The position alignment unit 72b aligns the view 
point conversion image PB, with the view-point conversion 
image PB, which are generated as described above. In this 
case, the viewpoint conversion image PB of the predeter 
mined time before is offset by the amount corresponding to a 
distance where the vehicle 5 moves during the predetermined 
time, so that the viewpoint conversion image PB is aligned 
with the viewpoint conversion image PB, of the present time. 
0201 The left side viewpoint conversion image PB, and 
the central viewpoint conversion image PB in FIG. 200b) 
are offset by the offset amount d'. The offset amount d' is a 
displacement on the viewpoint conversion image correspond 
ing to the actual moving distanced of the vehicle 5 illustrated 
in FIG. 200a), and is determined based on a vehicle speed of 
the vehicle 5 obtained from the vehicle information-obtaining 
unit 60 and a time from the predetermined time before to the 
present time. 
0202 Next, in Step S63, after the alignment of the view 
point conversion images PBt, PBt-1, a difference of these is 
obtained to generate a difference image PD. In this case, the 
brightness value stored in the difference image PD, may bean 
absolute value of a difference of the brightness values of the 
pixels corresponding to the viewpoint conversion images PB 
PB, or the brightness value may be set to 1 when the 
absolute value exceeds a first threshold p and the brightness 
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value may be set to 0 when the absolute value does not exceed 
the first threshold value, in order to correspond to a change in 
illuminance environment. 
(0203 The right image in FIG. 20(b) is the difference 
image PD. In addition, the first threshold p is a value set in the 
close vehicle detector 72 in Step S60 after being corrected in 
the detection sensitivity adjustor 50. The correction method 
will be described later. 
0204 Next, after StepS64, in the three-dimensional object 
detector 72c, a three-dimensional object is detected based on 
the difference image PD, illustrated in FIG.20(b). In this case, 
the three-dimensional object detector 72c also calculates the 
moving distance of the three-dimensional object. 
0205. In order to detect a three-dimensional object and 
calculate a moving distance, in Step S64, the three-dimen 
sional object detector 72c generates a difference waveform 
DW, calculated based on the difference image PD. 
0206. In order to generate the difference waveform DW, 
the three-dimensional object detector 72c sets the detection 
region of the three-dimensional object inside the difference 
image PD. 
0207. The close vehicle detector 72 detects the other 
vehicle 6 with which the vehicle 5 may come into contact 
when the vehicle 5 changes a lane. The other vehicle 6 travels 
in the lane close to the lane in which the vehicle 5 travels. 
0208. Two detection regions are set in the right and left of 
the vehicle 5 in the image I obtained by the imaging unit 10. 
In this embodiment, the rectangular detection regions X1,X2 
are in the backward of the vehicle 5 in the right and left of the 
vehicle 5, as illustrated in FIG.1. The other vehicle 6 detected 
inside the detection regions X1, X2 is detected as a close 
vehicle. In addition, such detection regions X1,X2 may be set 
based on the relative positions to the vehicle 5, or may be set 
based on a position of a white line on a road. When the 
detection regions are set based on a position of a white line on 
a road, the position of the white line detected with the use of 
a known white line recognition technique, for example, is 
used as a standard. 
0209. The three-dimensional object detector 72c recog 
nizes sides (side along traveling direction of vehicle 5) of the 
detection regions X1,X2 on the vehicle 5 side as contact lines 
L1, L2, as illustrated in FIG. 1. 
0210 FIGS. 21(a), 21(b) are schematic views describing 
the generation of the difference waveform in the three-dimen 
sional object detector 72c. As illustrated in FIGS. 21(a), 
21(b), the three-dimensional object detector 72c generates 
the difference waveform DW, from the portions correspond 
ing to the insides of the detection regions X1, X2 in the 
difference image PD, (right view of FIG.20(b)) calculated in 
the position alignment unit 72b. In this case, the difference 
waveform DW, is generated along the lay-down direction of 
the three-dimensional objet due to the viewpoint conversion. 
In addition, the example illustrated in FIGS. 21(a), 21(b) is 
described by using only the detection region X1 for the sake 
of simplicity. However, the difference waveform DW, is gen 
erated with a similar procedure for the detection region X2, 
0211. Hereinafter, a method of generating the difference 
waveform DW, will be described in detail. At first, the three 
dimensional object detector 72c sets a line La along the lay 
down direction of the three-dimensional object in the differ 
ence image PD, as illustrated in FIG. 21(a). The number of 
pixels DP having a difference value of a predetermined value 
or more is counted on the set line La. In this case, the pixel DP 
having a difference value of a predetermined value or more 
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(hereinafter referred to as pixel DP) is a pixel exceeding the 
first threshold value p when the brightness value (pixel value) 
of the difference image PD, is obtained by an absolute value of 
a difference of the brightness values of the viewpoint conver 
sion images PB, PB. The pixel DP is a pixel showing “1” 
when the brightness value of the difference image PD, is 
expressed by “0” and “1”. 
0212. The three-dimensional object detector 72c obtains 
an intersection point CP of the line La and the contact line L1 
after counting the number of pixels DP having a difference 
value of the first threshold p or more. Then, the three-dimen 
sional object detector 72c relates the intersection point CP to 
the counting number of the pixel DP, and determines the 
horizontal position, namely, the position on the vertical direc 
tion axis in FIG. 21(b) based on the position of the intersec 
tion point CP and also determines the vertical position, 
namely, the position on the horizontal direction axis in FIG. 
21(b) based on the counting number of the pixel DP. The 
three-dimensional object detector 72c executes plotting in the 
intersection point of the determined horizontal axis position 
and the vertical axis position. 
0213 Similarly, the three-dimensional object detector 72c 
sets lines Lb, Lc . . . along the lay-down direction of the 
three-dimensional object. The three-dimensional object 
detector 72c counts the number of pixels DP determines the 
corresponding horizontal axis position in FIG.21(b) based on 
the position of each intersection point CP, determines the 
Vertical axis position from the counting number of the pixel 
DP, and executes plotting in that position. The difference 
waveform DW, illustrated in FIG. 21(b) is therefore gener 
ated. 

0214. As illustrated in FIG. 21(a), the lines La, Lb along 
the lay-down direction of the three-dimensional object differ 
in a distance direction crossing the detection regionX1. When 
the detection region X1 is filled up with the pixel DP, the 
counting number of the pixel DP on the line La is larger than 
the counting number of the pixel DP on the line Lb. The 
three-dimensional object detector 72c therefore normalizes 
the counting number of the pixel DP based on the distances 
that the lines La, Lb along the lay-down direction of the 
three-dimensional object cross the detection region X1 when 
the vertical axis position is determined from the counting 
number of the pixel PD. 
0215 For example, in FIG. 21(a), the counting number of 
the pixel DP on the line La is 6, and the counting number of 
the pixel DP on the line Lb is 5. The three-dimensional object 
detector 72c therefore normalizes the counting number by 
dividing the counting number with the crossing distance, so 
as to determine the vertical axis position from the counting 
number in FIG. 21(a). 
0216. After that, in Step S65, in the three-dimensional 
object detector 72c, it is determined whether or not the peak 
of the difference waveform DW, generated in Step S64 is a 
second threshold C. or more. The second thresholdC. is a value 
previously set to the close vehicle detector 72 in Step S60 
after being corrected in the detection sensitivity adjustor 50. 
The correction method will be described later. 
0217. In this case, when the peak of the difference wave 
form DW, is not the second threshold a or more, namely, the 
difference value is very small, it is determined that the three 
dimensional object does not exist in the image I. When it is 
determined that the peak of the difference waveform DW is 
not the second threshold C. or more (No in Step S65), the 
process moves to Step S74. In Step S74, it is determined that 
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the three-dimensional object, namely, the other vehicle 6 does 
not exist and the vehicle detection process in FIG. 25 is 
completed, and then, the process returns to the main routine 
(FIG. 7). 
0218. On the other hand, when it is determined that the 
peak of the difference waveform DW, is the second threshold 
C. or more (YES in Step S65), the three-dimensional object 
detector 72c determines the existence of the three-dimen 
sional object, and compares the difference waveform DW, of 
the present time and the difference waveform DWI of the 
predetermined time before to calculate a moving distance of 
the three-dimensional object. 
0219. In Step S66, in the three-dimensional object detec 
tor 72c, as illustrated in FIG. 22, the difference waveform 
DW, is divided into a plurality of small regions DW, to DW. 
(n is arbitrary integral number of 2 or more). In this case, the 
small regions DW, to DW are divided to be overlapped with 
each other, as illustrated in FIG. 22. Namely, in FIG. 22, the 
Small region DW, and the Small region DW are overlapped, 
and the Small region DW, and the Small region DW, are 
overlapped. 
0220 Next, in Step S68, the three-dimensional object 
detector 72c obtains the offset amount (displacement of dif 
ference waveform in horizontal axis direction (vertical direc 
tion in FIG. 21(b))) with respect to each of the divided small 
regions DW, to DW. The offset amount is obtained from the 
difference (distance in horizontal axis direction) between the 
difference waveform DWI of the predetermined time before 
and the difference waveform DW, of the present time. 
0221 More specifically, a position where an error between 
the difference waveform DWI of the predetermined time 
before and the difference waveform DW, of the present time 
becomes minimum when the difference waveform DWI of 
the predetermined time before is moved in the horizontal axis 
direction (vertical direction in FIG. 21(b)) is determined with 
respect to each of the small regions DW, to DW, and the 
displacement in the horizontal axis direction of the original 
position of the difference waveform DW, and the position 
where the error becomes minimum is obtained as the offset 
amount. 

0222. In Step S69, the three-dimensional object detector 
72c generates a histogram by counting the offset amount 
obtained with respect to each of the small regions DW, to 
DW. In this case, each of the small regions DW, to DW, is 
previously weighted, and the offset amount obtained with 
respect to each of the small regions DW, to DW, is counted 
according to the weighting to obtain a histogram. 
0223 For example, when the small region DW, is a region 
having no brightness change, namely, the difference between 
the maximum value and the minimum value of the counting 
number of the pixel DP is small, the coefficient of the weight 
ing amount is decreased. This is because the Small region 
DW, having no brightness change has no feature, so that an 
error may be increased for calculating the offset amount. 
0224. On the other hand, when the small region DW, is a 
region having a large brightness change, namely, the differ 
ence between the maximum value and the minimum value of 
the counting number of the pixel PD is large, the coefficient of 
the weighting amount is increased. This is because the Small 
region DW, having a large brightness change has a feature, so 
that the offset amount may be accurately calculated. By 
weighting as described above, the calculation accuracy of the 
moving distance can be improved. 
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0225 FIG. 23 is a view illustrating one example of the 
histogram generated in Step S69. As illustrated in FIG. 23, the 
offset amount in which the error between each small region 
DW, to DW, and the difference waveform DWI of the 
predetermined time before is minimum varies. 
0226. Next, in Step S70, in the three-dimensional object 
detector 72c, a relative moving distancet which is a moving 
distance of a three-dimensional object is calculated based on 
the position where the maximum value of the histogram is 
applied. 
0227. In the example of the histogram illustrated in FIG. 
23, the offset amount showing the maximum value of the 
histogram is calculated as the relative moving distance t. 
This relative moving distance t is a relative moving distance 
of the other vehicle 6 to the vehicle 5. 
0228 Next, in Step S71, in the three-dimensional object 
detector 72c, an absolute moving speed of the three-dimen 
sional objetis calculated from the relative moving distance. In 
this case, the relative moving distance is time-differentiated 
to calculate the relative moving distance, and the vehicle 
speed obtained in the vehicle information-obtaining unit 60 is 
added to calculate the absolute moving speed. 
0229. In addition, in order to improve the calculation accu 
racy of the moving distance, the difference waveform DW, is 
divided into a plurality of small regions DW, to DW, as 
described above. However, when high calculation accuracy of 
the moving distance is not requested, it is not necessary to 
divide the difference waveform DW, into a plurality of small 
regions DW, to DW. In this case, the three-dimensional 
object detector 72c calculates the moving distance from the 
offset amount of the difference waveform DW, when the error 
between the difference waveform DW, and the difference 
waveform DW becomes minimum. That is, a method of 
obtaining the offset amount of the difference waveform 
DW of the predetermined time before and the difference 
waveform DW, of the present time is not limited to the above 
description. 
0230. Next, in Step S72, in the three-dimensional object 
detector 72c, it is determined whether or not the absolute 
moving speed of the three-dimensional object is within a 
predetermined speed range or not. A previously set value is 
used for the predetermined speed range. When the absolute 
moving speed of the three-dimensional object is within the 
predetermined speed range (YES in step S72), the process 
moves to Step S73. It is determined that the three-dimen 
sional object is the other vehicle 6 in Step S73, and then, the 
process returns to the main routine (FIG. 7). 
0231. On the other hand, when the absolute moving speed 
of the three-dimensional object is not within a predetermined 
speed range (NO in Step S72), the process moves to Step S74. 
In Step S74, it is determined that the three-dimensional 
object, namely, the other vehicle 6 does not exist, the vehicle 
detection process of FIG. 25 is completed, and then, the 
process returns to the main routine (FIG. 7). 
0232. In this case, a method of correcting the first thresh 
old p and the second threshold a will be described with ref 
erence to FIG. 24. FIG. 24(a) is a view illustrating a method 
of correcting the first threshold p according to the grime level 
of the lens 12. FIG. 24(b) is a view illustrating a method of 
correcting the second thresholda according to the grime level 
of the lens 12. 
0233. A method of correcting the first threshold p will be 
described with reference to FIG. 24(a). When there is no 
grime on the lens 12, the first threshold p is set to a predeter 
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mined value p in the detection sensitivity adjustor 50. The 
horizontal axis in FIG. 24(a) illustrates the white turbidity 
level U of the lens 12 calculated in the white turbidity level 
calculator 25, and illustrates that the white turbidity level U 
becomes higher toward the right side. 
0234. The first threshold p is corrected to be small when 
the white turbidity level U is high. By correcting the first 
threshold p to be small, the detection sensitivity of the vehicle 
is increased. In this case, the first threshold p is corrected Such 
that the lowering level is controlled according to the attach 
ment level M of the attached matter such as dirt or water drops 
to the lens 12 calculated in the attachment level calculator 26. 

0235 More specifically, as illustrated in FIG. 24(a), when 
there is attached matter (dotted line), the lowering amount of 
the value of the first threshold p is set to be small even when 
the white turbidity level of the lens 12 becomes higher, com 
pared to a condition without having attached matter (Solid 
line). 
0236. The value of the first threshold p corrected as 
described above is set to the close vehicle detector 72, and is 
used for the vehicle detection process. In the vehicle detection 
process, when the white turbidity level U of the lens 12 is 
high, the detection sensitivity is increased. Then, when a 
small difference value is detected in the difference image PD, 
that point is detected as a candidate of a three-dimensional 
object (another vehicle). However, when the lens 12 has 
attached matter, an increase in detection sensitivity is con 
trolled. Then, when a larger difference value is not detected in 
the difference image PD, it is not detected as a candidate of a 
three-dimensional object. 
0237. The second threshold a is corrected with the same 
method as the first threshold p. Namely, when there is no 
grime on the lens 12, the second threshold C. set to a prede 
termined value Co is corrected according to the attachment 
level M of the attached matter such as dirt or water drops to the 
lens 12 calculated in the attachment level calculator 26, as 
illustrated in FIG. 24(b). When the white turbidity level U of 
the lens 12 is high, the detection sensitivity is increased. Then, 
when a small peak is detected in the difference waveform 
DW, that point is detected as a candidate of a three-dimen 
sional object (another vehicle). When there is attached matter 
on the lens 12, an increase in detection sensitivity is con 
trolled. Then, when a larger peak is not detected in the differ 
ence waveform DW, it is not detected as a candidate of a 
three-dimensional object. 
0238. As illustrated in FIGS. 24(a), 24(b), an example of 
linearly correcting the first and second thresholds p, C. accord 
ing to the white turbidity level U. However, the method of 
correcting the first and second thresholds p, C. is not limited 
thereto. That is, for example, the first and second thresholdsp. 
C. are stepwisely corrected according to the white turbidity 
level U. 

0239. A method of correcting the vehicle detection sensi 
tivity (first and second thresholds p. C) may be changed for 
nighttime and daytime. Namely, the nighttime control 
amount of the vehicle detection sensitivity (first and second 
threshold p, C.) according to the white turbidity level U of the 
lens 12 is reduced relative to the daytime control amount, so 
that a close vehicle can be further effectively detected. In 
addition, the nighttime and the daytime are determined based 
on the value of the gain adjusted in the gain adjustor 16 as 
described above. When the value of the gain is a predeter 
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mined value is more, it is determined as nighttime. When the 
value of the gain is less than a predetermined value, it is 
determined as daytime. 
0240. The relative speed of the close vehicle is calculated 
based on the vehicle speed of the vehicle 5 and the absolute 
moving speed of the detected three-dimensional object (close 
vehicle), and a method of correcting the vehicle detection 
sensitivity (first and second thresholds p, a) may be set 
according to the calculated relative speed. That is, when the 
calculated relative speed includes a positive value of a prede 
termined threshold or more, namely, when the vehicle 5 is 
passed by a close vehicle from the backward, the control 
amount of the vehicle detection sensitivity (first and second 
thresholds) according to the white turbidity level U of the lens 
12 is reduced, and the close vehicle can be further effectively 
detected. 
0241 <Detection of Three-Dimensional Object Based 
on Edge Information> 
0242 Next, the detection block A2 of a three-dimensional 
object with the use of the edge information, which includes 
the brightness difference calculator 72g, edge line detector 
72h, and three-dimensional object detector 72i will be 
described. The detection block A2 can be operated instead of 
the detection block A1 illustrated in FIG. 6. 
0243 FIG. 26 is a view illustrating an imaging range of the 
imaging unit 10. FIG. 26(a) is a plan view, and FIG. 26(b) is 
a perspective view of a real space in the backward of the 
vehicle 5. As illustrated in FIG. 26(a), the imaging unit 10 
images a predetermined range w in the backward of the 
vehicle 5. 
0244. The detection regions X1,X2 of the present embodi 
ment include a trapezoidal shape in the viewpoint conversion 
image. The position, size, and shape of the detection regions 
X1, X2 are determined based on distances d1 to d4. In addi 
tion, the detection regions X1, X2 are not limited to a trap 
eZoidal shape, and may be another shape Such as a rectangular 
in the viewpoint conversion image. 
0245. In this case, the distance d1 is a distance from the 
vehicle 5 to contact lines L1, L2. The contact lines L1, L2 are 
lines that the three-dimensional object in the lane close to the 
lane in which the vehicle 5 travels has contact with the 
ground. This embodiment aims to detect the other vehicle 6 
traveling in the lane close to the lane of the vehicle 5 in the 
backward of the vehicle 5. The distance d1 to the positions 
which are the contact lines L1, L2 of the other vehicle 6 is 
therefore substantially fixedly determined from the distance 
d11 from the vehicle 5 to the white line W and the distance 
d12 from the white line W to the position where the other 
vehicle 6 is expected to travel. 
0246 The distance d2 is a distance extending along the 
vehicle traveling direction from the back end portion of the 
vehicle 5. The distance d2 is determined such that the detec 
tion regions X1, X2 fall at least in the imaging range of the 
imaging unit 10. The distance d3 is a distance indicating a 
length of the detection regions X1, X2 in the vehicle traveling 
direction. The distance d3 is determined based on the size of 
the three-dimensional object which is a detection object. In 
this embodiment, since the detection target is the other 
vehicle 6, the distance d3 is set to a length including the other 
vehicle 6. 
0247 The distance d4 is a distance indicating a height set 

to include a tire of the other vehicle 6 in the real space, as 
illustrated in FIG. 26(b). The distance d4 is a length of a 
portion illustrated in FIG. 26(a) in the viewpoint conversion 
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image. In addition, the distance d4 may be a length without 
including a lane (namely, lane next to close lane) close to the 
right and left close lanes in the viewpoint conversion image. 
0248. The distances d1 to d4 are determined as described 
above, and the position, size and shape of the detection 
regions X1, X2 are thereby determined. More specifically, the 
position of an upper base b1 of the trapezoidal detection 
regions X1, X2 is determined by the distance d1. A starting 
point C1 of the upper base b1 is determined by the distance 
d2. An ending position C2 of the upper base b1 is determined 
by the distance d3. A side b2 of the trapezoidal detection 
regions X1, X2 is determined by a line L3 extending toward 
the starting point C2 from the imaging unit 10. Similarly, a 
side b3 of the trapezoidal detection regions X1, X2 is deter 
mined by a straight line L4 extending toward the ending 
position C2 from the imaging unit 10. A lower baseb4 of the 
trapezoidal detection regions X1, X2 is determined by the 
distance d4. 
0249. The region surrounded by the sides b1 to b4 is set as 
the detection regionX1. The detection regionX1 has a regular 
square (rectangular) in real space in the backward of the 
vehicle 5, as illustrated in FIG. 26(b). The detection regionX2 
has a shape similar to that of the detection region X1 although 
it is not illustrated in FIG. 26(b). 
0250. The brightness difference calculator 72g illustrated 
in FIG. 6 calculates a brightness difference relative to the 
viewpoint conversion image, by the viewpoint convertor 72a. 
in order to detect the edge of the three-dimensional object in 
the viewpoint conversion image. The brightness difference 
calculator 72g calculates a brightness difference between 
adjacent two pixels in each position with respect to each of a 
plurality of positions along the Vertical virtual line extending 
in the vertical direction in the real space. The brightness 
difference calculator 72g calculates the brightness difference 
by a method of setting only one vertical virtual line extending 
in the vertical direction in the real space or a method of setting 
two vertical virtual lines. 

0251 A specific method of setting two vertical virtual 
lines will be described. The brightness difference calculator 
72g sets a first vertical virtual line corresponding to a line 
segment extending in the vertical direction in the real space 
and a second vertical virtual line corresponding to the line 
segment extending in the vertical direction in the real space 
different from the first vertical virtual line relative to the 
viewpoint conversion image. The brightness difference cal 
culator 72g continuously obtains the brightness difference 
between the point on the first vertical virtual line and the point 
on the second vertical virtual line along the first vertical 
virtual line and the second vertical virtual line. Hereinafter, 
the operation of the brightness difference calculator 72g will 
be described in detail. 

0252. The brightness difference calculator 72g sets a first 
vertical virtual line Le (hereinafter referred to as attention line 
Le) which corresponds to a line segment extending in the 
Vertical direction in the real space, and passes through the 
detection region X1, as illustrated in FIG. 27(a). The bright 
ness difference calculator 72g sets a second vertical virtual 
line Lr (hereinafter referred to as reference line Lir) different 
from the attention line Le, which corresponds to a line seg 
ment extending in the vertical direction in the real space, and 
passes through the detection region X1. The reference line Lir 
is set in a position apart from the attention line Le at a prede 
termined distance in the real space. In addition, the line cor 
responding to the line segment extending in the vertical direc 
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tion in the real space radically expands from a position Ps of 
the imaging unit 10 in the viewpoint conversion image. 
0253) The brightness difference calculator 72g sets an 
attention point Pe (point on first vertical virtual line) on the 
attention line Le. The brightness difference calculator 72g 
also sets a reference point Pron the reference line Lr (point on 
second vertical virtual line). These attention line Le, attention 
point Pe, reference line Lr, and reference point Pr have a 
relationship as illustrated in FIG.27(b). Namely, the attention 
line Le and the reference line Lr extend in the vertical direc 
tion in the real space. The attention point Pe and the reference 
point Prare set Substantially at the same height in real space. 
0254 The brightness difference calculator 72g obtains a 
brightness difference between the attention point Pe and the 
reference point Pr. When the brightness difference between 
the attention point Pe and the reference point Pr is large, it is 
considered that an edge exists between the attention point Pe 
and the reference point Pr. The edge line detector 72h in FIG. 
6 detects an edge line based on the brightness difference 
between the attention point Pe and the reference point Pr. 
0255. This will be described in detail. FIG. 28 is a view 
illustrating the detailed operation of the brightness difference 
calculator 72g. FIG. 28(a) illustrates a viewpoint conversion 
image, and FIG. 28(b) illustrates a view in which a part B1 of 
the viewpoint conversion image in FIG. 28(a) is enlarged. In 
addition, in FIG. 28, the detection region X1 is only 
described, but the brightness difference can calculated for the 
detection region X2 with the procedure similar to that of the 
detection region X1. 
0256 When the image I obtained by the imaging unit 10 
includes the other vehicle 6, as illustrated in FIG. 28(a), the 
other vehicle 6 appears in the detection region X1 of the 
viewpoint conversion image. As illustrated in FIG. 28(b), the 
attention line Le is set on the rubber portion of the tire of the 
other vehicle 6 in the viewpoint conversion image. With this 
condition, the brightness difference calculator 72g sets the 
reference line Lr at first. The reference line Lr is set in a 
position a predetermined distance apart from the attention 
line Le in the real space along the vertical direction. 
0257. In particular, in the close vehicle detector 72, the 
reference line Lr is set in a position, for example, 10 cm apart 
from the attention line Le in real space. The reference line Lir 
is thereby set on the wheel of the tire of the other vehicle 6, for 
example, about 10 cm apart from the rubber of the tire of the 
other vehicle 6. 

0258 Next, the brightness difference calculator 72g sets a 
plurality of attention points Pe1 to PeN on the attention line 
Le. In FIG. 28(b), six attention points Pe1 to Peo (hereinafter 
simply referred to as Pei in the case of indicating an arbitrary 
point) are set for the sake of the description. In addition, the 
number of attention points to be set on the attention line Le 
can be freely determined. In the following description, a total 
of Nattention points Pe is set on the attention line Le. 
0259 Next, the brightness difference calculator 72g sets 
reference points Pr1 to PrN so as to have the same heights as 
the attention points Pe1 to PeN in the real space. The bright 
ness difference calculator 72g calculates the brightness dif 
ference between the attention point Peand the reference point 
Pr having the same height. The brightness difference calcu 
lator 72g thereby calculates the brightness difference of the 
two pixels with respect to a plurality of positions along the 
vertical virtual line extending in the vertical direction in real 
Space. 
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0260 More specifically, the brightness difference calcula 
tor 72g calculates the brightness difference between the first 
attention point Pe1 and the first reference point Pr1, for 
example, and calculates the brightness difference between the 
second attention point Pe2 and the second reference point 
Pr2. The brightness difference calculator 72g thereby con 
tinuously obtains the brightness difference along the attention 
line Le and the reference line Lr. 

0261 The brightness difference calculator 72g repeats the 
setting of the reference line Lr, the setting of the attention 
point Pe and the reference point Pr, and the calculating of the 
brightness difference while shifting the attention line Le in 
the detection region X1. More specifically, the brightness 
difference calculator 72g repeats the above processes while 
changing the positions of the attention line Le and the refer 
ence line Lr at the same distance in the extending direction of 
the contact line L1 in the real space. The brightness difference 
calculator 72g sets the line as the reference line Lr in the 
previous process to the attention line Le, and sets the refer 
ence line Lr to the attention line Le, so as to continuously 
obtain the brightness difference. 
0262 Referring to FIG. 6, the edge line detector 72h 
detects an edge line from the continuous brightness differ 
ences calculated in the brightness difference calculator 72g. 
For example, in FIG. 28(b), the first attention point Pe1 and 
the first reference point Pr1 are located in the same tire por 
tion, so that the brightness difference between these points is 
small. On the other hand, the second to sixth attention points 
Pe2 to Pe6 are located in the rubber portion of thetire, and the 
second to sixth reference points Pr2 to Pró are located in the 
wheel portion of the tire. The brightness difference between 
the second to sixth attention points Pe2 to Peo and the second 
to sixth reference points Pr2 to Pró is therefore large. Thus, 
the edge line detector 72h can detect the existence of the edge 
line between the second to sixth attention points Pe2 to Peo 
and the second to sixth reference points Pr2 to Pró having a 
large brightness difference. 
0263. In particular, in order to detect the edge line, the 
edge line detector 72h applies an attributes to i-th attention 
point Pei based on the brightness difference between i-th 
attention point Pei (coordinate (xi, yi)) and i-th reference 
point Pri (coordinate (Xi', yi') in accordance with three rules 
shown in the following Equation 5. 

S(xii)=0 for a condition other than described above. Equation 5: 

0264. In Equation 5, w denotes a third threshold, I (xi, yi) 
denotes the brightness value of the i-th attention point Pei, and 
I (Xi', yi') denotes the brightness value of the i-th reference 
point Pri. According to Equation5, when the brightness value 
of the attention point Pei is higher than the brightness value in 
which the third threshold w is added to the reference point Pri, 
the attributes (xi, yi) of the attention point Pei is 1. On the 
other hand, when the brightness value of the attention point 
Pei is lower than the brightness value in which the third 
threshold w is reduced from the reference point Pri, the 
attributes (xi, yi) of the attention point Pei is -1. When the 
brightness value of the attention point Pei and the brightness 
value of the reference point Pri has a relationship other than 
listed above, the attributes (xi, yi) of the attention point Pei is 
0. The third threshold w is set in the close vehicle detector 72 
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after being corrected in the detection sensitivity adjustor 50. 
The correction method will be described later. 

0265 Next, the edge line detector 72h calculates a con 
tinuousness c (xi, yi) of the attributes along the attention line 
Le based on the two rules shown in Equation 6. 

c(xii)=0 for a condition other than described above 

0266. When the attributes (xi, yi) of the attention point Pei 
is the same as the attributes (xi+1, yi+1) of the attention point 
Pei+1 close to the attributes (xi, yi), the continuousness c (xi, 
yi) is 1. When the attributes (xi, yi) of the attention point Pei 
is not the same as the attributes (xi+1, yi-1) of the attention 
point Pei--1 close to the attributes (xi, yi), the continuousness 
is 0. 

0267 Next, the edge line detector 72h obtains a sum of the 
continuousness c of all attention points Pe on the attention 
line Le. The edge line detector 72h divides the sum of the 
obtained continuousness c with a Sum N of the attention point 
Pe to normalize the continuousness c. When the normalized 
continuousness c exceeds a fourth threshold 0, the edge line 
detector 72h determines the attention line Le as the edge line. 
In addition, the fourth threshold 0 is set in the close vehicle 
detector 72 after being corrected in the detection sensitivity 
adjustor 50. The correction method will be described later. 
0268 Namely, the edge line detector 72h determines 
whether or not the attention line Le is an edge line based on 
Formula 7. The edge line detector 72h determines whether or 
not all of the attention lines Le on the detection region X1 is 
an edge line. 

Equation 6: 

X(xivi), N>0 Formula 7: 

0269. Referring to FIG. 6, the three-dimensional object 
detector 72i detects a three-dimensional object based on the 
amount of edge line detected in the edge line detector 72h. As 
described above, the close vehicle detector 72 detects the 
edge line extending in the vertical direction in real space. 
When many edge lines extending in the vertical direction are 
detected, there is a high possibility that the three-dimensional 
object exists in the detection regions X1, X2. The three 
dimensional object detector 72i therefore detects a three 
dimensional object based on the amount of edge lines 
detected in the edge line detector 72h. The three-dimensional 
object detector 72i determines whether or not the edge line 
detected in the edge line detector 72h is correct prior to the 
detection of the three-dimensional object. The three-dimen 
sional object detector 72i determines whether or not a bright 
ness change along the edge line of the viewpoint conversion 
image on the edge line is larger than a predetermined thresh 
old. When the brightness change of the viewpoint conversion 
image on the edge line is larger than a predetermined thresh 
old, it is determined that the edge line is detected by false 
determination. On the other hand, when the brightness 
change of the viewpoint conversion image on the edge line is 
not larger than the predetermined threshold, it is determined 
that the edge line is a correct line. In addition, this predeter 
mined threshold is previously set by experiments or the like. 
0270 FIG. 29 is a view illustrating a brightness distribu 
tion of an edge line. FIG.29(a) is an edge line and a brightness 
distribution when the other vehicle 6 as a three-dimensional 
object exists in the detection region X1, and FIG. 29(b) illus 
trates an edge line and a brightness distribution when a three 
dimensional object does not exist in the detection region X1. 
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(0271. As illustrated in FIG. 29(a), when it is determined 
that the attention line Le set in the rubber portion of the tire of 
the other vehicle 6 is an edge line in the viewpoint conversion 
image, the brightness change of the viewpoint conversion 
image on the attention line Leis Smooth. This is because the 
tire of the other vehicle 6 expands in the viewpoint conversion 
image by the viewpoint conversion of the image I obtained by 
the imaging unit 10. 
(0272. On the other hand, as illustrated in FIG.30(b), when 
it is false-determined that the attention line Le set in a white 
character portion as “50 drawn on a road surface in the 
viewpoint conversion image is the edge line, the brightness 
change of the viewpoint conversion image on the attention 
line Le is large. This is because both of the high brightness 
portion in the white character and the low brightness potion in 
the road Surface exist on the edge line. 
0273. The three-dimensional detector 72i determines 
whether or not the edge line is detected by false-determina 
tion based on the difference in brightness distribution on the 
attention line Le as described above. The three-dimensional 
detector 72i determines that the edge line is detected by 
false-determination when the brightness change along the 
edge line is larger than a predetermined threshold. The edge 
line is not used for the detection of the three-dimensional 
object. A deterioration in detection accuracy of a three-di 
mensional object due to the determination of weed on a road 
side, a white character as '50' on a road surface, or the like as 
the edge line is controlled. 
(0274 The three-dimensional object detector 72i calcu 
lates the brightness change of the edge line by Equation 8 or 
Equation 9. The brightness change of the edge line corre 
sponds to an evaluation value in the vertical direction in the 
real space. Equation 8 evaluates a brightness distribution with 
a total value of a square of a difference between the i-th 
brightness value I (xi, yi) on the attention line Leand the close 
i+1 brightness value I (xi+1, yi-1). Equation 9 evaluates a 
brightness distribution with a total value of an absolute value 
of a difference between the i-th brightness value I (xi, yi) on 
the attention line Le and the close i+1 brightness value I 
(xi+1, yi+1). 

Evaluation value of vertical correspondence 
direction=>{I(xii)-I(xi+1-yi+1)} Equation 8: 

Evaluation value of vertical correspondence 
direction=XII(xii)-I(xi+1 yi+1) Equation 9: 

0275. In addition, the attribution b of the close brightness 
value is binarized by using a threshold t2 as Equation 10 
without limiting to Equations 8,9, and the binarized attribu 
tion b can be summed for all attention points Pe. 

Evaluation value of vertical correspondence 
direction=Xb(xii), where I(xii)-I(xi+1}vi+1) 
|>t2...b(xii)=1, and 

b(xii)=0 for a condition other than described above. 

0276. When the absolute value of the brightness difference 
between the brightness value of the attention point Pei and the 
brightness value of the reference point Pri is larger than the 
threshold t2, the attribute b of the attention point Pe (xi, yi) is 
1. When the value has a relationship other than listed above, 
the attribute b (xi, yi) of the attention point Pei is 0. This 
threshold value t2 is previously set by experiments or the like, 
So as to determine that the attention line Le is not on the same 
three-dimensional object. The three-dimensional object 
detector 72i sums the attributes b for all attention points Peon 

Equation 10: 
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the attention line Le, obtains the evaluation value in the ver 
tical correspondence direction, and determines whether or 
not the edge line is correct. 
0277 Here, a method of correcting the third threshold w 
and the fourth threshold 0 will be described with reference to 
FIG. 30. FIG.30(a) is a view describing a method of correct 
ing the third threshold w according to the grime level of the 
lens 12. FIG. 30(b) is a view describing the method of cor 
recting the fourth threshold 0 according to the grime level of 
the lens 12. 
0278. At first, the method of correcting the third threshold 
w will be described with reference to FIG.30(a). When there 
is no grime on the lens 12, the third threshold w is set to a 
predetermined value wo in the detection sensitivity adjustor 
50. The horizontal axis in FIG. 30(a) illustrates the white 
turbidity level U of the lens 12 calculated in the white turbid 
ity level calculator 25, and indicates that the white turbidity 
level U becomes higher toward the right side. 
0279. The third threshold w is corrected to be small when 
the white turbidity level U is high. By correcting the third 
threshold w to be small, the detection sensitivity of the vehicle 
is increased. In this case, the third threshold w is corrected 
such that the lowering level is controlled according to the 
attachment level Mofthe attached matter such as dirt or water 
drops to the lens 12 calculated in the attachment level calcu 
lator 26. 

0280. As illustrated in FIG. 30(a), when there is attached 
matter (dotted line), the reduced amount of the value of the 
third threshold W is set to be small even when the white 
turbidity level of the lens 12 becomes higher, compared to the 
case without having attached matter (Solid line). 
0281. The corrected third threshold w is set to the close 
vehicle detector 72, and is used for the vehicle detection 
process. In the vehicle detection process, when the white 
turbidity level U of the lens 12 is high, the detection sensitiv 
ity is increased. When the brightness difference between the 
attention line Le and the reference line Lr set in the viewpoint 
conversion image is detected, that point is detected as a can 
didate of the three-dimensional object (another vehicle). 
When the lens 12 includes attached matter, an increase in 
detection sensitivity is controlled. When a brightness differ 
ence larger than the previous difference is not detected 
between the attention line Leand the reference line Lr, it is not 
detected as a candidate of a three-dimensional object. 
0282. The fourth threshold 0 is corrected with the same 
idea as the third threshold w. Namely, the fourth threshold 6 
set to a predetermined value 0 when the lens 12 does not 
include grime is corrected according to the attachment level 
Mof the attached matter such as dirt or water drops to the lens 
12 calculated in the attachment level calculator 26, as illus 
trated in FIG. 30(b). When the white turbidity level U of the 
lens 12 is high, the detection sensitivity is increased, and 
when the continuousness c of the pixel that the attributes=1 is 
high on the attention line Le set in the viewpoint conversion 
image, the attention line Le is determined as the edge line. 
When the lens 12 includes attached matter, an increase in 
detection sensitivity is controlled, and when the continuous 
ness c of the pixel that the attributes=1 does not reach a value 
higher than the previous value, it is not detected as an edge 
line. 
(0283. In addition, in FIGS. 30(a), 30(b), the example in 
which the third threshold w and the fourth threshold 0 are 
linearly corrected according to the white turbidity level U is 
illustrated. However the method of correcting the third 
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threshold w and the fourth threshold 0 is not limited thereto. 
Namely, the third threshold w and the fourth threshold 0 may 
be corrected in a stepwise manner according to the white 
turbidity level U, for example. 
0284. Next, a method of detecting a three-dimensional 
object with the use of the edge information according to the 
present embodiment will be described. FIG.31 is a flowchart 
illustrating the details of the method of detecting a three 
dimensional object according to the present embodiment. In 
FIG. 31, a process for the detection region X1 is described, 
but the same process is executed to the detection region X2. 
(0285. As illustrated in FIG. 31, in Step S80, in the detec 
tion sensitivity adjustor 50, the third threshold w and the 
fourth threshold 0 corrected based on the grime level (white 
turbidity level U and attachment level M) of the lens 12 are set 
to the close vehicle detector 72. 
(0286 Next, in Step S81, in the viewpoint convertor 72a, 
the image I obtained by the imaging unit 10 is converted into 
a viewpoint conversion image as seen from the above. 
(0287. In Step S82, the brightness difference calculator 72g 
sets the attention line Leinside the detection region X1. In this 
case, the brightness difference calculator 72g sets a line cor 
responding to a line extending in the vertical direction in the 
real space as the attention line Le. 
(0288. In StepS83, the brightness difference calculator 72g 
sets inside the detection region X1 a line corresponding to a 
line segment extending in the vertical direction in the real 
space and a predetermined distance apart from the attention 
line Le in the real space as a reference line Lr. 
0289 Next, in Step S84, the brightness difference calcu 
lator 72g sets a plurality of attention points Pe on the attention 
line Le. In this case, the brightness difference calculator 72g 
sets some attention points Pe which do not cause a problem in 
the edge detection in the edge line detector 72h. The bright 
ness difference calculator 72g sets a reference point Pr such 
that the attention point Pe and the reference point Pr are the 
substantially same height in the real space in Step S85. The 
attention point Pe and the reference point Pr are thereby 
arranged in an approximate horizontal direction, and the edge 
line extending in the vertical direction is easily detected in the 
real space. 
0290. In StepS86, the brightness difference calculator 72g 
calculates a brightness difference between the attention point 
Pe and the reference point Pr of the same height in the real 
space. The edge line detector 72h calculates the attributes of 
each attention point Pe according to the above Equation 5. 
0291. In StepS87, the edgeline detector 72h calculates the 
continuousness c of the attributes of each attention point Pe 
according to the above Equation 6. 
0292 Next, in Step S88, the edge line detector 72h deter 
mines whether or not the value in which the sum of the 
continuousness c is normalized is larger than the fourth 
threshold 0 according to the above Formula 7. When it is 
determined that the normalized value is larger than the fourth 
threshold 0 (YES in Step S88), the edge line detector 72h 
detects the attention line Le as the edge line in Step 89. Then, 
the process moves to Step S90. On the other hand, in Step 
S88, when it is determined that the normalized value is less 
than the fourth threshold 0 (NO in Step S88), the edge line 
detector 72h does not detect the attention line Le as the edge 
line, and the process moves to Step S90. 
0293. In Step S90, it is determined whether or not the close 
vehicle detector 72 executes the processes in Steps S82 to S89 
for all of the attention lines Le settable on the detection region 



US 2015/0201 120 A1 

X1. When it is determined that the processes are not executed 
for all of the attention lines Le (NO in Step S90), the process 
goes back to Step S82, the attention line Le is newly set, and 
the processes to Step S89 are repeated. On the other hand, 
when it is determined that the processes are executed for all of 
the attention lines Le (YES in Step S90), the process moves to 
Step S91. 
0294 Next, in Step S91, the three-dimensional object 
detector 72i calculates a brightness change along the edge 
line for each of the edge lines detected in Step S89. The 
three-dimensional object detector 72i calculates the bright 
ness change of the edge line according to any one of the above 
Equations 8, 9, 10. Next, the three-dimensional object detec 
tor 72i eliminates an edge line whose brightness change is 
larger than a predetermined threshold in the edge lines in Step 
S92. Namely, it is determined that the edge line having a large 
brightness change is not a correct edge line, and the edge line 
is not used for the detection of the three-dimensional object. 
This is for controlling the detection of characters on a road 
Surface and weed on a road-side in the detection region X1 as 
the edge line. A predetermined value is therefore set based on 
the brightness change generated by characters on a road Sur 
face and weed of a road-side previously obtained by experi 
ments or the like. 

0295) Next, the three-dimensional object detector 72i 
determines whether or not the amount of edge lines is a fifth 
threshold B or not in Step S93. The fifth threshold B is previ 
ously obtained by experiments or the like. For example, when 
a four-wheel car is set as a detection target, the fifth threshold 
B is set based on the number of edge lines of the four-wheel 
car appeared in the detection region X1 by experiments or the 
like. When it is determined that the amount of the edge lines 
is a fifth threshold B or more (YES in Step S93), the three 
dimensional object detector 72i determines that there is a 
three-dimensional object in the detection region X1 in Step 
S94. 

0296. On the other hand, when it is determined that the 
amount of edge lines is not the fifth threshold B or more (NO 
in Step S93), the three-dimensional object detector 72i deter 
mines that there is no three-dimensional object in the detec 
tion region X1. After that, the processes illustrated in FIG. 31 
are completed, and the process goes back to the main routine 
(FIG. 7). 
0297. In addition, it may be determined that the detected 
three-dimensional object is the other vehicle 6 traveling on 
the close lane next to the lane in which the vehicle 5 travels. 
It may be determined that whether or not the detected three 
dimensional object is the other vehicle 6 traveling in the close 
lane in view of the relative speed to the vehicle 5 of the 
detected three-dimensional object. 
0298. In Embodiment 1, the method of detecting a three 
dimensional object (close vehicle) with the use of difference 
waveform information, and the method of detecting a three 
dimensional object (close vehicle) with the use of edge infor 
mation are described, but the method of detecting a close 
vehicle is not limited thereto. For example, a three-dimen 
sional object (close vehicle) can be detected through an image 
process which calculates an optical flow relative to the image 
I obtained by the imaging unit 10 without executing the 
viewpoint conversion described in Embodiment 1. In this 
case, in the detection sensitivity adjustor 50, a threshold for 
detecting a feature point from a time-series image and a 
threshold for determining matching upon matching the fea 
ture points are corrected according to the attachment level M 
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of the attached matter and the white turbidity level U of the 
lens 12, so that the other vehicle 6 can be effectively detected. 
0299. As described above, according to the in-vehicle 
image recognizer 8 of one embodiment of the present inven 
tion, in the detection sensitivity adjustor 50 which adjusts the 
detection sensitivity to be increased according to the white 
turbidity level, the detection sensitivity of the image recog 
nition application execution unit, for example, the vehicle 
detector 70, which detects a moving object, for example, the 
other vehicle 6 existing in the surrounding area of the vehicle 
5 with a predetermined detection sensitivity from the image 
obtained by the imaging unit 10 disposed in the vehicle 5 to 
observe the surrounding area of the vehicle 5 through the lens 
12 and convert the light signal of the observed surrounding 
area of the vehicle 5 into the image signal, is corrected based 
on the attachment level M of the attached matter such as dirt 
or water drops to the lens 12, which is calculated by the 
attachment level calculator 26. With this configuration, even 
when the attached matter such as dirt or water drops is 
attached to the lens 12, an excessive increase in detection 
sensitivity is controlled, and thus, the position of the other 
vehicle 6 can be effectively detected regardless of the attach 
ment level M of the attached matter or the white turbidity 
level U of the lens 12. 
0300. According to the in-vehicle image recognizer 8 of 
one embodiment of the present invention, the white turbidity 
level calculator 22 calculates the white turbidity level U1 of 
the lens 12 based on at least one of the edge intensity distri 
bution and the brightness gradient of the image obtained by 
the imaging unit 10. With this configuration, the white tur 
bidity level U of the lens 12 can be stably and effectively 
calculated regardless of the brightness of the outside of the 
vehicle 5. 
0301 According to the in-vehicle image recognizer 8 of 
one embodiment of the present invention, the increase of the 
detection sensitivity of the other vehicle 6 is controlled in the 
detection sensitivity adjustor 50 when the attachment level M 
such as the dirt or the water drops to the lens 12 calculated in 
the attachment level calculator 16 is high. With this configu 
ration, even when it is determined that the white turbidity 
level U is high along with the high attachment level M, the 
increase of the detection sensitivity of the other vehicle 6 can 
be controlled. Thus, the other vehicle 6 can be effectively 
detected in the image recognition application execution unit, 
for example, the vehicle detector 70. 
0302) According to the in-vehicle image recognizer 8 of 
one embodiment of the present invention, the detection sen 
sitivity adjustor 50 corrects at least one threshold among the 
first threshold p for detecting a pixel having a brightness 
difference from one image obtained by the imaging unit 10, 
the second threshold a for detecting a pixel having a bright 
ness change in a time-series image obtained at different times 
by the imaging unit 10, and the threshold for determining 
matching when matching the detected pixels having the 
brightness change from the time-series image obtained at 
different times by the imaging unit 10. With this configura 
tion, even when the lens 12 has grime, the other vehicle 6 can 
be further effectively detected in the image recognition appli 
cation execution unit, for example, the vehicle detector 70. 
0303 According to the in-vehicle image recognizer 8 of 
one embodiment of the present invention, the detection sen 
sitivity adjustor 50 corrects at least one of the thresholds, and 
controls the increase of the detection sensitivity at nighttime 
compared to daytime when the attachment level M of the 
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attached matter such as the dirt or the water drops to the lens 
12 and the white turbidity level U of the lens 12 is high. With 
this configuration, the nighttime control amount of the 
vehicle detection sensitivity (for example, first threshold p 
and second threshold a) according to the white turbidity level 
U of the lens 12 is reduced relative to the daytime control 
amount, and thus, the other vehicle 6 can be further effec 
tively detected. 
0304. According to the in-vehicle image recognizer 8 of 
one embodiment of the present invention, the image recogni 
tion application execution unit, for example, the vehicle 
detector 70 detects another vehicle 7 close to the vehicle 5 in 
a backward of the vehicle 5. With this configuration, the safe 
condition of the backward can be effectively confirmed when 
the vehicle 5 changes a lane. 
0305 According to the in-vehicle image recognizer 8 of 
one embodiment of the present invention, the detection sen 
sitivity adjustor 50 controls the increase of the detection 
sensitivity when the other vehicle 6 is close to the vehicle 5 at 
a predetermined positive relative speed in the case that the 
attachment level M of the attached matter such as the dirt or 
the water drops to the lens 12 and the white turbidity level U 
of the lens 12 are high. With this configuration, when the 
relative speed has a positive value of a predetermined value or 
more, namely, when the vehicle 5 is passed by a close vehicle 
from the backward, the control amount of the vehicle detec 
tion sensitivity (for example, first threshold p and second 
threshold C.) according to the white turbidity level U of the 
lens 12 is reduced, and thus, the close vehicle can be further 
effectively detected. 
0306 In addition, the image recognition application sys 
tem which operates concurrently with the in-vehicle image 
recognizer 8 is not limited to the BSW system 9. Namely, an 
LDW (Lane Departure Warning) system, which detects the 
position of a lane marker Such as a white line which moves 
according to the traveling position of the vehicle 5 from the 
image I obtained by the imaging unit 10, and previously 
detects lane departure based on the detected position of the 
lane maker to inform a driver Such lane departure, or another 
system can be applied. 
0307 Although the embodiment of the present invention 
has been described above, the present invention is not limited 
thereto. It should be appreciated that variations may be made 
in the embodiment and the aspects described by persons 
skilled in the art without departing from the scope of the 
present invention. 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0308 The present application is based on and claims pri 
ority from Japanese Patent Application No. 2012-167702, 
filed on Jul. 27, 2012, the disclosure of which is hereby 
incorporated by reference in its entirety. 

DESCRIPTION OF REFERENCE NUMERALS 

0309) 8 In-vehicle image recognizer 
0310 9 BSW system 
0311 10 Imaging unit 
0312 12 Lens 
0313 14 Light convertor 
0314) 16 Gain adjustor 
0315 20 Lens grime detector 
0316 22 First white turbidity level calculator 
0317 24 Second white turbidity level calculator 
0318 25 White turbidity level calculator 
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0319 26 Attachment level calculator 
0320 30 Lens grime level calculator 
0321 50 Detection sensitivity adjustor 
0322 60 Vehicle information-obtaining unit 
0323 70 Vehicle detector 
0324 72 Close vehicle detector 
0325 74 Alert output unit 
1. An in-vehicle image recognizer, comprising: 
an imaging unit which is disposed in a vehicle to observe a 

Surrounding area of the vehicle through a lens, and con 
verta light signal of the observed surrounding area of the 
vehicle into an image signal; 

an image recognition application execution unit having 
predetermined detection sensitivity to detect a moving 
object existing in the Surrounding area of the vehicle 
from the image obtained by the imaging unit; 

a white turbidity level calculator which calculates a white 
turbidity level of the lens from the image signal; 

an attachment level calculator which calculates an attach 
ment level of attached matter such as dirt or water drops 
to the lens; and 

a detection sensitivity adjustor which adjusts the detection 
sensitivity to be increased according to the white turbid 
ity level, wherein 

the detection sensitivity adjustor corrects the detection sen 
sitivity based on the attachment level of the attached 
matter such as the dirt or the water drops to the lens. 

2. The in-vehicle image recognizer according to claim 1, 
wherein the white turbidity level calculator calculates the 
white turbidity level of the lens based on at least one of an 
edge intensity distribution and a brightness gradient of the 
image obtained by the imaging unit. 

3. The in-vehicle image recognizer according to claim 1, 
wherein the detection sensitivity adjustor controls an increase 
of the detection sensitivity when the attachment level such as 
the dirt or the water drops to the lens calculated in the attach 
ment level calculator is high. 

4. The in-vehicle image recognizer according to claim 1, 
wherein the detection sensitivity adjustor corrects at least one 
threshold among a threshold for detecting a pixel having a 
brightness difference from one image obtained by the imag 
ing unit, a threshold for detecting a pixel having a brightness 
change in a time-series image obtained at different times by 
the imaging unit, and a threshold for determining matching 
when matching the detected pixels having the brightness 
change from the time-series image obtained at different times 
by the imaging unit. 

5. The in-vehicle image recognizer according to claim 1, 
wherein the detection sensitivity adjustor corrects at least one 
of the thresholds, and controls the increase of the detection 
sensitivity at nighttime compared to daytime when the attach 
ment level of the attached matter such as the dirt or the water 
drops to the lens and the white turbidity level of the lens are 
high. 

6. The in-vehicle image recognizer according to claim 1, 
wherein the image recognition application execution unit 
detects another vehicle close to the vehicle in a backward of 
the vehicle. 

7. The in-vehicle image recognizer according to claim 6. 
wherein the detection sensitivity adjustor controls the 
increase of the detection sensitivity when another vehicle is 
close to the vehicle at a predetermined positive relative speed 
in the case that the attachment level of the attached matter 
such as the dirt or the water drops to the lens and the white 
turbidity level of the lens are high. 

k k k k k 


