US 20150201193A1

a2y Patent Application Publication o) Pub. No.: US 2015/0201193 A1

a9 United States

Gu et al.

43) Pub. Date: Jul. 16, 2015

(54) ENCODING AND DECODING TECHNIQUES
FOR REMOTE SCREEN SHARING OF MEDIA
CONTENT USING VIDEO SOURCE AND
DISPLAY PARAMETERS

(735)

Inventors: Qunshan Gu, Hayward, CA (US); Wei

Jia, San Jose, CA (US)
(73) GOOGLE INC., Mountain View, CA
(US)

Assignee:

@
(22)

Appl. No.: 13/347,676

Filed: Jan. 10, 2012

Publication Classification

Int. Cl1.
HO4N 19/115
HO4N 19/152
HO4N 19/16
HO4N 19/172
HO4N 19/136
HO4N 19/196

(51)
(2006.01)
(2006.01)
(2006.01)
(2006.01)
(2006.01)
(2006.01)

300—\

(52) US.CL
CPC ... HO4N 19/115 (2014.11); HO4N 19/136
(2014.11); HO4N 19/196 (2014.11); HO4N
19/16 (2014.11); HO4N 19/172 (2014.11);
HO4N 19/152 (2014.11)
(57) ABSTRACT

Techniques for efficient coding of video content in relation to
screen sharing are presented. A coder management compo-
nent can detect native resolution and frame rate for video
content from a video source and an original display resolution
and frame rate associated with a local display window. The
coder management component can identify the smaller reso-
lution and smaller frame rate, and encode the video content
using the smaller resolution and smaller frame rate for trans-
mission to a remote device for display, e.g., in screen sharing.
The coder management component can detect the display
window size of the local display window and transmit the size
to a remote device. At the remote device, a decoder can
decode the video bitstream and reconstruct the video content
in accordance with the smaller resolution, and can render and
display the reconstructed video content in accordance with
the display window size.
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ENCODING AND DECODING TECHNIQUES
FOR REMOTE SCREEN SHARING OF MEDIA
CONTENT USING VIDEO SOURCE AND
DISPLAY PARAMETERS

TECHNICAL FIELD

[0001] This disclosure relates generally to processing of
media content, and more specifically to encoding and decod-
ing techniques for remote screen sharing of media content.

BACKGROUND

[0002] Theamount of data representing media information,
such as a video image, can be extremely large. Further, trans-
mitting digital video information over communication net-
works can consume large amounts of bandwidth. The cost of
transmitting data from one location to another can be a func-
tion of number of bits transmitted per second. Typically,
higher bit transfer rates can be associated with increased cost.
Higher bit rates also can progressively add to required storage
capacities of memory systems, which can thereby increase
storage cost. Thus, at a given quality level, it can be signifi-
cantly more cost effective to use a fewer number of bits, as
opposed to a larger number of bits, to transmit and/or store
digital video.

[0003] Ittherefore canbe desirable to compress media data
for recording, transmitting, or storing. For a typical compres-
sion scheme, achieving higher media quality can require
using a relatively higher number of bits, which, in turn, can
increase cost of transmission and storage. Moreover, while
lower bandwidth traffic can be desired, higher quality media
can be desired as well.

[0004] An encoder is a device capable of encoding (e.g.,
coding), and sometimes also decoding, digital media data. A
decoder is a device capable of decoding digital media data. A
codec is a device capable of coding and/or decoding digital
media data. The term codec is derived from a combination of
the terms code and decode, or the terms compress and decom-
press. A variety of codecs are commercially available. An
encoder or codec, by encoding the digital media data, can
reduce the number of bits required to transmit signals, which
thereby can reduce associated transmission costs.

[0005] Often video can be encoded and decoded for use in
video window sharing. Video window sharing can be a desir-
able part of a screen sharing application. A conventional
technique for screen sharing such video windows is to simply
code for the video screen from display/render buffers. When
avideo window is smaller, the conventional system will code
the video content at a lower resolution, and when the video
window is larger, the conventional system will code the video
content at a higher resolution, without taking into account the
video source. As a result, conventional video processing sys-
tems can be inefficient at both the local-video-window end
and remote-video-window end.

SUMMARY

[0006] The following presents a simplified summary of
various aspects of this disclosure in order to provide a basic
understanding of such aspects. This summary is not an exten-
sive overview of all contemplated aspects, and is neither
intended to identify key or critical elements nor delineate the
scope of such aspects. Its purpose is to present some concepts
of'this disclosure in a simplified form as a prelude to the more
detailed description that is presented later.
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[0007] Systems and methods described in this disclosure
relate to encoding of data (e.g., digital media data). This
disclosure includes a system to facilitate screen sharing video
content. The system comprises at least one memory that
stores computer executable components. The system also can
include at least one processor that executes the following
computer executable components stored in the at least one
memory: a coder component that encodes a video content
associated with a video source to generate an encoded video
bitstream for transmission to a remote device; and a coder
management component that detects a subset of original dis-
play parameters associated with a local display window that
displays the video content, detects a subset of video source
parameters associated with the video source, and manages
encoding of the video content based at least in part on the
subset of original display parameters and the subset of video
source parameters.

[0008] This disclosure also includes a method to facilitate
screen sharing of video content. The method comprises
employing at least one processor to facilitate execution of
code instructions retained in at least one memory device. The
at least one processor, in response to execution of the code
instructions, perform acts comprising: detecting a subset of
video source parameters associated with a video source that
provides video content and a subset of original display param-
eters associated with a local display window that displays the
video content; and controlling encoding of the video content,
based at least in part on the subset of video source parameters
and the subset of original display parameters, to generate an
encoded video bitstream for transmission to a remote device.

[0009] Also disclosed in this specification is a system
including means for identifying a subset of video source
parameters associated with a video source that provides video
content and a subset of original display parameters associated
with a local display window that displays the video content.
The system also includes means for managing encoding of
the video content, based at least in part on the subset of video
source parameters and the subset of original display param-
eters, to generate an encoded video bitstream, to facilitate
screen sharing of the video content on a display associated
with a remote device.

[0010] This disclosure also includes a method to facilitate
screen sharing of video content on a remote device. The
method comprises employing at least one processor to facili-
tate execution of code instructions retained in at least one
memory device. The at least one processor, in response to
execution of the code instructions, perform acts comprising:
decoding an encoded video bitstream, comprising informa-
tion associated with the video content, to facilitate recon-
structing the video content, comprising a sequence of video
images that are carried in the encoded video bitstream; iden-
tifying information relating to resolution and frame rate of the
video images associated with the encoded video bitstream,
wherein the resolution of the video images is smaller of a
video source resolution and an original display resolution,
and wherein the frame rate is smaller of a video source frame
rate and an original display frame rate; identifying informa-
tion relating to display window location and display window
size associated with the encoded video bitstream; rendering
reconstructed video content based at least in part on the reso-
Iution and the frame rate of the video images; and presenting
the reconstructed video content on a display associated with
the remote device in accordance with the display window size
and the display window location.
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[0011] The following description and the annexed draw-
ings set forth in detail certain illustrative aspects of this dis-
closure. These aspects are indicative, however, of but a few of
the various ways in which the principles of this disclosure
may be employed. This disclosure is intended to include all
such aspects and their equivalents. Other advantages and
distinctive features of this disclosure will become apparent
from the following detailed description of this disclosure
when considered in conjunction with the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] FIG. 1 illustrates a block diagram of an example
system that can efficiently encode digital media data in accor-
dance with various aspects and implementations described in
this disclosure.

[0013] FIG. 2 depicts a block diagram of an example sys-
tem that can encode and decode digital media data in accor-
dance with various aspects and implementations of this dis-
closure.

[0014] FIG. 3 depicts a block diagram of an example
encoder component in accordance with various aspects and
implementations of this disclosure.

[0015] FIG. 4 illustrates a block diagram of an example
decoder component in accordance with various aspects and
implementations of this disclosure.

[0016] FIG.5 depicts a flow diagram of an example method
for encoding a video bitstream, in accordance with various
aspects and implementations.

[0017] FIG. 6 presents a flow diagram of another example
method for encoding a video bitstream, in accordance with
various aspects and implementations.

[0018] FIG. 7 illustrates a flow diagram of an example
method for decoding an encoded video bitstream, in accor-
dance with various aspects and implementations.

[0019] FIG. 8 is a schematic block diagram illustrating a
suitable operating environment.

[0020] FIG. 9 is a schematic block diagram of a sample-
computing environment.

DETAILED DESCRIPTION

[0021] Various aspects of this disclosure are now described
with reference to the drawings, wherein like reference numer-
als are used to refer to like elements throughout. In the fol-
lowing description, for purposes of explanation, numerous
specific details are set forth in order to provide a thorough
understanding of one or more aspects. It should be under-
stood, however, that certain aspects of this disclosure may be
practiced without these specific details, or with other meth-
ods, components, materials, etc. In other instances, well-
known structures and devices are shown in block diagram
form to facilitate describing one or more aspects.

[0022] Video encoding typically can be used to compress
video, e.g., a sequence of video frames, for transmission
and/or storage. In some applications, video can be encoded
and decoded for use in video window sharing. Video window
sharing can be a desirable part of a screen sharing application.
A conventional technique for screen sharing such video win-
dows is to simply code for the video screen from display/
render buffers associated with the local viewing window.
When a local video window is smaller, the conventional sys-
tem will code the video content at a lower resolution, and
when the local video window is larger, the conventional sys-
tem will code the video content at a higher resolution, without

Jul. 16, 2015

taking into account the video source. This often can result in
unnecessarily using a significant amount of bits. As a result,
conventional video processing systems can be inefficient at
both the local-video-window end and the remote-video-win-
dow end.

[0023] For example, an original video source may have
video that has a low resolution. However, at the local video
window, the video may be displayed in full-screen mode.
Using the conventional technique for screen sharing, an
encoder will code a high resolution video stream due to the
video being displayed in full-screen mode on the local video
window, even though the video from the video source is low
resolution. This can result in the screen sharing being very
slow and/or having relatively low quality due, for example, to
processing cycle or bandwidth constraints due to the unnec-
essary coding of the video stream at a high resolution. In such
instances, it can be desirable (e.g., more efficient) for the
video to be coded for a low resolution to correspond with the
low resolution of the original video source, instead of coding
the video at the high resolution to correspond with the full-
screen display of the video on the local video window. This is
because coding the low resolution video for a higher resolu-
tion can be inefficient and can use an unnecessary amount of
bandwidth and other resources, since the video source was
low resolution and coding for a higher resolution will not be
able to improve the quality of the original video from the
source.

[0024] As another example, video content at the source
may be generated at a relatively high resolution and conven-
tionally would be coded at the high resolution, while, at the
local video window, the video stream may be displayed in a
smaller local video window, which can correspondingly have
a lower resolution. In this instance, it can be desirable to code
the video to correspond to the lower resolution associated
with the smaller local video window, instead of coding the
video based on the higher resolution of the source. This is
because the video is likely to be displayed at the far end using
a smaller remote video window that can correspond to the
smaller local video window at the near end. As a result,
coding of the video at the higher resolution for display on the
remote video window can be inefficient because the smaller
display size will not be able to provide the detail contained in
a higher resolution video.

[0025] To that end, techniques for efficient coding of video
content (e.g., in relation to video screen sharing) are pre-
sented. A coder management component can detect a resolu-
tion and frame rate for video content associated with a local
display window before encoding, and can detect the resolu-
tion and frame rate associated with the video source (e.g., a
local video file, streaming content, a video player, a capture
device, etc.). The video content can include a sequence of
video frames, for example. The coder management compo-
nent can identify the smaller (or lower) of the resolution
associated with the local display window and the resolution
associated with the video source, and the smaller (or lower) of
the frame rate associated with the local display window and
the frame rate associated with the video source. The coder
management component can control encoding of the video
content to encode the video content using the identified
smaller resolution and the identified smaller frame rate to
generate an encoded video bitstream of the video. At the near
end, the coder management component can scale the video
frame in accordance with the desired (e.g., smaller) resolu-
tion.
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[0026] The coder management component also can detect
or identify the display window location and size being used to
display the video on the local display window, wherein the
size can be the display resolution, for example, for presenta-
tion of the video content on the local display window during
a screen sharing session with a remote device. The coder
management component can facilitate transmission of the
display window location and size with the encoded video
bitstream or in a separate data transmission to the remote
device so that the decoder located at the remote device can
have information to allow the decoder to know the display
window size and location associated with the video content,
so the remote display window can display the video content
(e.g., reconstructed video content) to correspond with the
display window size and location being used for the local
display window at the near end.

[0027] At the far end (e.g., remote end), a decoder compo-
nent can receive the encoded video bitstream (e.g., from the
encoder component). The video images of the video content
(e.g., the sequence of video frames) can be carried in the
encoded video bitstream. The decoder component can decode
the encoded video bitstream to reconstruct the video content
(e.g., to reconstruct the video images carried in the encoded
video bitstream). In some implementations, the decoder com-
ponent can use a video or render buffer to store (e.g., tempo-
rarily store) the reconstructed video images and/or informa-
tion relating to the reconstructed video images. The video
buffer can facilitate reproducing the video content on a
remote display window in accordance with desired (e.g.,
identified smaller) resolution and desired (e.g., identified
smaller) frame rate. The decoder component also can obtain
the information relating to the display window size and loca-
tion associated with the encoded video bitstream. The
decoder can facilitate rendering and displaying of the recon-
structed video content to display the video content on the
remote display window of the remote display component in
accordance with the display window size and location as
contained in the information relating to the display window
size and location.

[0028] In accordance with various implementations, the
coder management component can detect the original reso-
Iution and frame rate associated with a local display window
(e.g., at the near end), depending in part on the video source.
In some implementations, if the local display window is gen-
erated through bitstream decoding (e.g., through a network or
when playing a local video file), the coder management com-
ponent can detect the source (e.g., native) resolution from the
bitstream and/or the near-end decoder component. In certain
implementations, if the local display window is generated
through a capture device (e.g., a camera or camcorder), a
capture buffer associated with the capture device can repre-
sent or contain information corresponding to the original
resolution of the video, and the buffer update rate can repre-
sent or correspond to the source (e.g., native) frame rate. The
coder management component can identify the resolution of
the video from the capture buffer and the frame rate from the
buffer update rate. The coder management component also
can detect the display/render resolution and frame rate from a
render buffer.

[0029] Referring now to the drawings, FIG. 1 illustrates a
block diagram of an example system 100 that can efficiently
encode digital media data in accordance with various aspects
and implementations described in this disclosure. The system
100 can include an encoder component 102 that can encode
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digital media data (e.g., digital video content, audio content,
still image, multimedia content, etc.) to produce encoded
digital media data as an output, for example, as an encoded
video bitstream. The encoder component 102 can encode or
compress the digital media data in accordance with a defined
encoding algorithm(s).

[0030] The encoder component 102 can include a coder
component 104 that can encode the digital media data in
accordance with the defined encoding algorithm(s). As part of
the encoding process, the coder component 104 can compress
the digital media data to facilitate reducing the amount of data
to be transmitted or stored. Reducing the amount of data to be
transmitted can facilitate transmitting data within bandwidth
constraints, for example. Based at least in part on the encod-
ing parameter settings, the coder component 104 can encode
the digital media data to have alower resolution or a relatively
higher resolution and/or to have a lower frame rate or a
relatively higher frame rate.

[0031] The encoder component 102 also can contain a
coder management component 106 that can be associated
with (e.g., communicatively connected to) the coder compo-
nent 104. The coder management component 106 can
dynamically and/or automatically control operations of the
coder component 104 and/or other components to control
encoding of digital media data in accordance with one or
more defined encoding criterion. The defined encoding algo-
rithm(s) can correspond, at least in part, to the one or more
defined encoding criterion. The one or more defined encoding
criterion can relate to, for example, the resolution of the video
content from the video source 108, the resolution of the local
display window 110 (e.g., before encoding), frame rate asso-
ciated with the video source 108, frame rate associated with
the local display window 110, window location and window
size associated with the local display window 110 (e.g., when
presenting the video content during a screen sharing session),
type of video application, type of content, etc. The defined
encoding criterion can be predefined, or can be identified,
defined and/or implemented in real time by the coder man-
agement component 106.

[0032] In some implementations, the coder management
component 106 can control operations of the coder compo-
nent 104 relating to content intended to be displayed via video
window sharing, for example, via use of a display-screen-
sharing application. When coding digital media data (e.g., a
video bitstream of video content, multimedia content, etc.),
for example, in relation to video window sharing, the coder
management component 106 can dynamically and/or auto-
matically control encoding of digital media data based at least
in part on detected parameters associated with the local dis-
play window 110 and the video source 108 (e.g., a local video
file, streaming content, a video player, a capture device, etc.),
in accordance with the one or more defined encoding crite-
rion.

[0033] In accordance with various implementations, the
coder management component 106 can detect an original
resolution and original frame rate associated with a local
display window 110 (e.g., at the near end) in relation to
display of the content from the video source 108. The coder
management component 106 can detect the original video
source resolution and original frame rate for the digital media
data associated with the local display window 110 (e.g. before
encoding), based at least in part on the video source 108. For
example, if the local display window 110 is generated through
bitstream decoding (e.g., a local or near-end decoder (not
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shown) associated with the local display window 110), the
coder management component 106 can detect the resolution
(e.g., native resolution) associated with the video content
(e.g., obtained from the video source 108) from the bitstream
and/or the local decoder. As another example, a capture
device can be the video source 108. If the local display win-
dow 110 is generated using the capture device (e.g., camera or
camcorder), the coder management component 106 can
detect the original resolution from a capture buffer (not
shown), which can represent the original resolution for the
video bitstream, and can detect the original frame rate from
the buffer update rate, which can represent the frame rate
(e.g., native frame rate), associated with the video content. In
some implementations, the coder management component
106 can detect the display/render resolution and frame rate
from a render buffer.

[0034] The coder management component 106 also can
detect the display resolution and frame rate associated with
the local display window 110 (e.g., at the near end as the
content is being displayed on the local display window during
avideo screen sharing session). The coder management com-
ponent 106 can identify the smaller (e.g., lower) of the reso-
Iution associated with the local display window 110 and the
resolution (e.g., source or native resolution) of the video
source 108. The coder management component 106 can iden-
tify the smaller (e.g., lower) of the frame rate associated with
the local display window 110 and the frame rate associated
with the video source 108. The coder management compo-
nent 106 can control the coder component 104 to have the
coder component 104 encode the content to generate an
encoded video bitstream using the identified smaller resolu-
tion and the identified smaller frame rate.

[0035] Inone embodiment, the coder management compo-
nent 106 also can detect the display window location and
window size associated with the local display window 110 in
relation to displaying the content (e.g., as part of a video
screen sharing session), wherein the size can be or correspond
to the display resolution of the local display window 110 at
the near end. The coder management component 106 can
control transmission of information relating to the detected
display window location and display window size to commu-
nicate such information with the encoded video bitstream or
via a separate data transmission. For instance, the coder man-
agement component 106 can facilitate transmission of the
encoded video bitstream and the information relating to the
detected display window location and display window size
(e.g., as a single integrated bitstream or as separate bit-
streams) to a remote device via a same communication chan-
nel to facilitate desired display of the video content on a
display component 112 at the far end. In some implementa-
tions, the coder management component 106 can facilitate
transmission of the encoded video bitstream via a first com-
munication channel and transmission of the information
relating to the detected display window location and display
window size to the remote device via a second communica-
tion channel.

[0036] The remote end (e.g., remote device that can include
a remote decoder component (not shown in FIG. 1; e.g., as
depicted in FIG. 2) and display component (e.g., display
component 112 in FIG. 1, display component 212 in FIG. 2))
can receive the information relating to the display window
location and display window size. This received information
can allow the remote end to know or obtain the display win-
dow size and location associated with the encoded video
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bitstream. As more fully disclosed in this disclosure (e.g., in
relation to FIG. 2), the remote decoder component can decode
the encoded video bitstream and/or other information, such as
information relating to the display window location and/or
display window size, to reconstruct the video content. Based
atleast in part on the encoding of the bitstream by the encoder
component 102, the video content associated with the
decoded bitstream can previously have been scaled by the
coder management component 106 so the resolution and
frame rate used for encoding the bitstream respectively can
correspond to the identified smaller resolution and the iden-
tified smaller frame rate. The remote decoder component also
can render the reconstructed video content to display the
reconstructed video content on the display component 112
using the desired window size and in the desired window
location on the display screen, in accordance with the
received information relating to the display window location
and/or display window size.

[0037] FIG. 2 depicts a block diagram of an example sys-
tem 200 that can that can encode and decode digital media
data in accordance with various aspects and implementations
of'this disclosure. The system 200 contains an encoder com-
ponent 202 that can encode data (e.g., digital media data)
associated with content (e.g., video content), as more fully
disclosed in this disclosure. The encoder component 202 can
include a coder component 204 that can encode the data
associated with the content to generate an encoded video
bitstream in accordance with the defined encoding algorithm
(s). The encoder component 202 can contain a coder manage-
ment component 206 that can be associated with (e.g., com-
municatively connected to) the coder component 204. The
coder management component 206 can control encoding of
the data (e.g., video content obtained from a video source
208) in accordance with one or more defined encoding crite-
rion, which can be applied using the defined encoding algo-
rithm(s), as more fully disclosed in this disclosure. For
instance, the coder management component 206 can commu-
nicate control information and/or other information to the
coder component 204 to facilitate controlling the encoding of
digital media data by the coder component 204. For example,
the coder management component 206 can communicate
encoding parameters, resolution parameters, frame rate
parameters, display window location parameters, and/or dis-
play window size parameters to the coder component 204 to
facilitate controlling encoding of digital media data by the
coder component 204.

[0038] Thecoder management component 206 can be asso-
ciated with a local display window 210 via a communication
connection (e.g., wireless or wireline communication chan-
nel), where the local display window 210 can be at a near end
in relation to video sharing, and can display video content
from a video source 208. When the encoder component 202 is
preparing to encode data associated with video content pro-
vided inthe local display window 210, the coder management
component 206 can obtain, detect (e.g., sense), or identify the
resolution and frame rate associated with the local display
window 210.

[0039] The coder management component 206 also can
obtain, detect, or identify the resolution and frame rate asso-
ciated with the video content obtained from the video source
208. The coder management component 206 can analyze the
display resolution and frame rate associated with the local
display window 210, and the resolution and frame rate asso-
ciated with the video content from the video source 208.
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Based at least in pant on the results of this analysis, the coder
management component 206 can identify and select a desired
resolution and desired frame rate to use when encoding the
video content for use when screen sharing the content on a
display component 212 on a remote device 214, in accor-
dance with one or more defined encoding criterion, as more
fully disclosed in this disclosure.

[0040] In some implementations, based at least in part on
the results of the analysis, the coder management component
206 can identify the smaller of the resolution associated with
local display window 210 and the resolution associated with
the video source 208. The coder management component 206
also can identify the smaller of the frame rate associated with
the local display window 210 and the frame rate associated
with the video source 208. The coder management compo-
nent 206 can control the coder component 204 to have the
coder component 204 encode the digital media data to gen-
erate an encoded video bitstream using the identified smaller
resolution and the identified smaller frame rate.

[0041] The coder management component 206 also can
obtain, detect, or identify the display window location and
display window size of the local display window 210. The
coder management component 206 can communicate the
information relating to the display window location and size
with the encoded video bitstream to the remote device 214
(e.g., computer, cellular phone (e.g., smart phone), electronic
pad, or other type of computing or communication device)
that can include or be associated with the display component
212.

[0042] In some implementations, the remote device 214
can contain or be associated with a decoder component 216
that can receive the encoded video bitstream and the infor-
mation relating to the display window location and size from
the encoder component 202. The video images or frames of
the video content can be carried in the encoded video bit-
stream. In some implementations, the encoder component
202 can scale the video images or frames of the video content
(e.g., video frame sequence), based at least in part on the
identified smaller resolution, prior to encoding the video con-
tent.

[0043] The decoder component 216 can decode the
encoded video bitstream to reconstruct the video content
(e.g., the video images or frames), in accordance with a
defined decoding algorithm, which can correspond, at least in
part, to the defined encoding algorithm used to encode the
video bitstream. The decoder component 216 can store (e.g.,
temporarily store) the reconstructed video images and/or
related information (e.g., information relating to the display
window location and size to be used for displaying the video
content) in a video or render buffer.

[0044] As part of the decoding process, the decoder com-
ponent 216 can detect the display or render resolution (e.g.,
the identified smaller resolution) and frame rate (e.g., the
identified smaller frame rate) from information contained in
the encoded video bitstream. For instance, the decoder com-
ponent 216 can detect the display or render resolution and
frame rate from information contained in the video or render
buffer, which can receive such data from the video bitstream.
The decoder component 216 also can identify the display
window location and size, which are display parameters to be
used for display of the video content, from the received infor-
mation relating to the display window location and size. The
decoder component 216 can reconstruct the video informa-
tion associated with the video images to correspond to the
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resolution-related information (e.g., information relating to
the identified smaller resolution) contained in the video or
render buffer. The decoder component 216 also can recon-
struct the video information associated with the video images
for render in a display window having a desired size in a
desired display window location of the display component
212, in accordance with the information relating to the dis-
play window size and location.

[0045] The decoder component 216 can communicate
(e.g., transmit) the reconstructed video content to the display
component 212. The display component 212 can display the
reconstructed video content, having the desired display size
(e.g., corresponding to the desired display window size), in
the desired display window location on the display screen of
the display component 212.

[0046] In some implementations, the encoder component
202 can communicate the encoded video bitstream and/or the
information relating to the display window location and size
associated with the video content to facilitate storing such
data in a data store or on computer-readable storage media. If
the decoder component 216 has access to the data store or
computer-readable storage media, the decoder component
216 can retrieve the encoded video bitstream and/or the infor-
mation relating to the display window location and size asso-
ciated with the video content from the data store or computer-
readable storage media. The decoder component 216 can
process (e.g., decode, analyze, etc.) the encoded video bit-
stream and/or the information relating to the display window
location and size associated with the video content, as more
fully disclosed in this disclosure.

[0047] By taking into account the respective resolutions
and frame rates of the video source 208 and local display
window 210), and selecting the resolution and frame rate that
is more efficient in relation to the application (e.g., screen
sharing application), implementations of this disclosure can
more efficiently encode and decode digital media data, as
compared to conventional systems and methods for encoding
and decoding. Further, certain implementations of this dis-
closure also can improve transmission, display, and/or stor-
age of video content, as compared to conventional systems
and methods.

[0048] FIG. 3 illustrates a diagram of an example encoder
component 300 in accordance with various aspects and
implementations of this disclosure. The encoder component
300 can include a coder component 302 that can encode
digital media data associated with video content to generate
an encoded video bitstream in accordance with the defined
encoding algorithm(s), as more fully disclosed in this disclo-
sure.

[0049] The encoder component 300 can contain a commu-
nicator component 304 that can be used to communicate (e.g.,
transmit, receive) information, including digital media data
associated with video content, an encoded video bitstream,
information relating to the encoded video bitstream (e.g.,
information relating to display resolution, frame rate, display
location, etc.), information that can facilitate encoding or
decoding data associated with video content, etc. The com-
municator component 304 can communicate the information
via one or more communication channels, which can include
one or more wireless or wireline communication channel(s).
[0050] The encoder component 300 also can contain a
coder management component 306 that can be associated
with (e.g., communicatively connected to) the coder compo-
nent 302 and communicator component 304. The coder man-
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agement component 306 can control encoding of the data in
accordance with one or more defined encoding criterion,
which can be applied using the defined encoding algorithm
(s).

[0051] The coder management component 306 can include
an aggregator component 308, an analyzer component 310, a
detector component 312, a selector component 314, and an
adjuster component 316.

[0052] The aggregator component 308 can aggregate data
received (e.g., obtained) from various entities (e.g., video
source, remote device) or components (e.g., local display
window, display component associated with the remote
device, coder component 302, communicator component
304, processor 320, data store 322, etc.). The aggregator
component 308 can correlate respective items of data based at
least in part on type of data, source of the data, time or date the
data was generated or received, encoding state of the data, a
video frame to which the data relates, etc., to facilitate analy-
sis of the data (e.g., by an analyzer component 310).

[0053] The analyzer component 310 that can analyze data
relating to encoding data. In some implementations, the ana-
lyzer component 310 can analyze data relating to identifying
and selecting a resolution and frame rate to use when encod-
ing video content. The data can include, for example, respec-
tive video parameters associated with the video content, the
video source, or the local display window at the near end. The
video parameters can include, for example, resolution of the
video content associated with the video source, frame rate of
the video content associated with the source, display resolu-
tion associated with the local display window, frame rate
associated with the local display window, display window
location and/or size associated with the local display window,
etc. The analyzer component 310 can generate analysis
results, based at least in part on the data analysis, to facilitate
enabling the coder management component 306 to efficiently
manage encoding of the video content.

[0054] The detector component 312 can detect, sense, or
otherwise obtain information relating to encoding video con-
tent. The information can include video parameters, informa-
tion associated with the video parameters (e.g., metadata),
video image or frame data, etc.

[0055] The selector component 314 can select items of
information (e.g., video parameters, video image or frame
data, metadata, a defined encoding algorithm or criterion,
etc.) for use by the coder management component 306 or
encoder component 300 to facilitate encoding of video con-
tent.

[0056] The adjuster component 316 can adjust or modify
data associated with the video content to facilitate scaling of
the video content when the video content is being encoded,
based at least in part on the respective video parameters, in
accordance with one or more defined encoding criterion. For
example, the adjuster component 316 can modity digital
video data during encoding of such data based at least in part
the smaller of the resolution associated with the video source
and the resolution associated with the local display window,
and/or the smaller of the frame rate associated with the video
source and the frame rate associated with the local display
window.

[0057] In accordance with various implementations, the
coder component 302 can include a compressor component
318 that can encode or compress data associated with video
content in accordance with a defined compression or encod-
ing algorithm. The compressor component 318 also canuse a
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specified quantization value that can correspond to the com-
pression level to be used during the encoding of the video
content (e.g., raw video frame).

[0058] In some implementations, the encoder component
300 also can include a processor component 320 that can
operate in conjunction with the other components (e.g., coder
component 302, communicator component 304, coder man-
agement component 306, etc.) to facilitate performing the
various functions of the encoder component 300. The proces-
sor component 320 can employ one or more processors,
microprocessors, or controllers that can process data to facili-
tate performing operations, including encoding of video con-
tent, associated with the encoder component 300. The pro-
cessor component 320 also can control data flow between the
encoder component 300 and other components (e.g., video
source, remote device, decoder component, display compo-
nent, local display window, etc.) associated with the encoder
component 300.

[0059] The encoder component 300 also can include a data
store 322 that can store data structures (e.g., user data, meta-
data), instructions, procedures, and/or code structure(s) (e.g.,
modules, objects, hashes, classes) to facilitate performing or
controlling operations associated with the encoder compo-
nent 300. The data store 322 also can store information relat-
ing to encoding data or information relating to other opera-
tions of the encoder component 300 to facilitate encoding
video content, or performing or controlling other operations,
associated with the encoder component 300. In an aspect, the
processor component 320 can be coupled (e.g., through a
memory bus) to the data store 322 in order to store and
retrieve information desired to operate and/or confer func-
tionality, at least in part, to the components of the encoder
component 300 (e.g., coder component 302, communicator
component 304, coder management component 306, etc.),
and/or substantially any other operational aspects of the
encoder component 300.

[0060] The arrangement of the various components in the
encoder component 300 is exemplary. In some implementa-
tions, the arrangement of components can be different than
that shown for the encoder component 300. For example, in
accordance with various implementations, one or more of the
aggregator component 308, analyzer component 310, detec-
tor component 312, selector component 314, and/or adjuster
component 316 can be structured as separate components
from the coder management component 306. The coder man-
agement component 306 and/or other components (e.g.,
coder component 302) of the encoder component 300 can use
or operate in conjunction with various components of the
encoder component 300.

[0061] FIG. 4 depicts a block diagram of an example
decoder component 400 in accordance with various aspects
and implementations of this disclosure. The decoder compo-
nent 400 can include a communicator component 402 that can
be used to communicate (e.g., transmit, receive) information,
including information relating to video content. The informa-
tion can include, for example, an encoded video bitstream,
information relating to the display window location and size
associated with the video content, information relating to a
display component or remote device associated with the
decoder component 400, etc. The communicator component
402 can communicate information via one or more commu-
nication channels, which can include a wireless or wireline
communication channel(s).
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[0062] The decoder component 400 can contain an aggre-
gator component 404, an analyzer component 406, a detector
component 408, and a selector component 410.

[0063] The aggregator component 404 can aggregate data
received (e.g., obtained) from various entities (e.g., proces-
sor, data store, encoder component, display component,
remote device, etc.). The aggregator component 404 can cor-
relate respective items of data based at least in part on type of
data, source of the data, time or date the data was generated or
received, encoding state of the data, a video frame to which
the data relates, etc., to facilitate analyzing the data.

[0064] The analyzer component 406 can analyze data relat-
ing to decoding video content. The data can include, for
example, information relating to video parameters associated
with an encoded video bitstream, information relating to the
display window location and size associated with the display
component, or other information relating to the remote
device), to generate analysis results. The decoder component
400 can use the analysis results to facilitate decoding the
encoded video bitstream and reconstructing the video content
for presentation (e.g., display) of the video content on the
display component.

[0065] The detector component 408 can detect, sense, or
otherwise obtain information relating to decoding an encoded
video bitstream, or presenting decoded or reconstructed
video content associated with the bitstream. The information
can include media data (e.g., encoded digital media data),
video parameters, information associated with the video
parameters (e.g., metadata), etc.

[0066] The selector component 410 can select items of data
(e.g., video parameters, video image or frame data, metadata,
a defined decoding algorithm or criterion, etc.) for use by the
decoder component 400 to facilitate decoding the encoded
video bitstream, reconstruction of the video content from the
bitstream, and/or presentation of the reconstructed video con-
tent.

[0067] In accordance with various implementations, the
decoder component 400 can include a decompressor compo-
nent 412. The decompressor component 412 can decode or
decompress the encoded video bitstream associated with
video content in accordance with a defined decompression or
decoding algorithm. As part of the decoding process, the
decompressor component 412 can reconstruct the video con-
tent from the decoded data associated with the bitstream to
generate reconstructed video content for presentation on a
display, such as the destination display component.

[0068] The decoder component 400 also can contain a
decoder controller component 414 that can control decoding
of encoded data, such as an encoded video bitstream. The
decoder controller component 414 can operate in conjunction
with the decompressor component 412 to decompress
encoded data. In some implementations, the decoder control-
ler component 414 can control decoding of an encoded video
bitstream to facilitate reconstructing the video content (e.g.,
video images or frames) carried in the encoded video bit-
stream. The decoder controller component 414 can control
reconstructing the video content associated with the bitstream
to facilitate display of the video content in accordance with
the desired resolution and desired frame rate, based at least in
part on the information associated with the video images. The
decoder controller component 414 also can render the video
content for display of the content in the desired location and
with the desired size on the display component, in accordance
with the associated information relating to display window
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location and size, which can be received with the bitstream
via a same communication channel or can be received via a
separate communication channel.

[0069] The decoder component 400 can include a video
buffer component 416 that can contain one or more video
buffers that can be used to facilitate decoding the encoded
video bitstream and reconstructing the video content. The
video buffer component 416 can store information (e.g.,
reconstructed video content or other information relating
thereto) in or retrieve information from the video buffer(s).
[0070] The decoder component 400 also can contain a ren-
der buffer component 418 that can include one or more render
buffers that can store or provide information that can facilitate
rendering decoded video content for presentation on a display
(e.g., destination display component). For example, the ren-
der bufter component 418 can contain information relating to
the display frame rate and/or the display or render resolution
to use during decoding of the encoded video bitstream. The
decoder controller component 414 can use this information to
facilitate reconstructing the video images of the video content
so the images can be presented on the destination display
component to correspond with the display of the video
images in the local display window at the near end.

[0071] In some implementations, the decoder component
400 also can include a processor component 420 that can
operate in conjunction with the other components (e.g., com-
municator component 402, aggregator component 404, ana-
lyzer component 406, etc.) to facilitate performing the vari-
ous functions of the decoder component 400. The processor
component 420 can employ one or more processors, micro-
processors, or controllers that can process data to facilitate
performing operations, including decoding and/or recon-
structing of video content, associated with the decoder com-
ponent 400 The processor component 420 also can control
data flow between the decoder component 400 and other
components (e.g., encoder component, destination display
component, etc.) associated with the decoder component 400.
[0072] The decoder component 400 also can include a data
store 422 that can store data structures (e.g., user data, meta-
data), instructions, procedures, and/or code structure(s) (e.g.,
modules, objects, hashes, classes), to facilitate performing or
controlling operations associated with the decoder compo-
nent 400. The data store 422 also can store information relat-
ing to decoding data or information relating to other opera-
tions of the decoder component 400, to facilitate decoding or
reconstructing video content, or performing or controlling
operations, associated with the decoder component 400. In an
aspect, the processor component 420 can be coupled (e.g.,
through a memory bus) to the data store 422 in order to store
and retrieve information desired to operate and/or confer
functionality, at least in part, to the components of the decoder
component 400 (e.g., communicator component 302, aggre-
gator component 404, analyzer component 406, etc.), and/or
substantially any other operational aspects of the decoder
component 400.

[0073] The aforementioned systems and/or devices have
been described with respect to interaction between several
components. It should be appreciated that such systems and
components can include those components or sub-compo-
nents specified therein, some of the specified components or
sub-components, and/or additional components. Sub-compo-
nents could also be implemented as components communi-
catively coupled to other components rather than included
within parent components. Further yet, one or more compo-
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nents and/or sub-components may be combined into a single
component providing aggregate functionality. The compo-
nents may also interact with one or more other components
not specifically described in this disclosure for the sake of
brevity, but known by those of skill in the art.

[0074] In view of the example systems, components, and
devices described above, example methods that can be imple-
mented in accordance with this disclosure can be further
appreciated with reference to flowcharts in FIGS. 5-7. For
purposes of simplicity of explanation, various methods dis-
closed in this disclosure are presented and described as a
series of acts; however, it is to be understood and appreciated
that this disclosure is not limited by the order of acts, as some
acts may occur in different order and/or concurrently with
other acts from that shown and described in this disclosure. It
is noted that not all illustrated acts may be required to imple-
ment a described method in accordance with this disclosure.
In addition, for example, one or more methods disclosed in
this specification could alternatively be represented as a series
of interrelated states or events, such as in a state diagram.
Moreover, interaction diagram(s) or call flow(s) represent
several of the example methods disclosed in this specification
in accordance with the described subject matter; particularly
in instances when disparate entities, or functional elements,
enact disparate portions of one or more of the several meth-
ods. Furthermore, two or more of the disclosed example
methods can be implemented in combination, to accomplish
one or more features or advantages described in this disclo-
sure.

[0075] With reference first to FIG. 5, illustrated is a flow
diagram of an example method 500 for encoding a video
bitstream, in accordance with various aspects and implemen-
tations. At 502, a subset of video display parameters (e.g.,
source of native video display parameters) for the video bit-
stream can be detected (e.g., using a coder management com-
ponent). The subset of original video parameters can include,
for example, the resolution and frame rate of the video content
associated with a video source.

[0076] At 504, a subset of video display parameters asso-
ciated with a local display window, which can display the
video content at the near end, can be detected (e.g., using the
coder management component). The subset of display video
display parameters can include, for example, the display win-
dow resolution and display frame rate associated with the
local display window at the near end.

[0077] At 506, encoding of the video bitstream can be
controlled, based at least in part on the subset of video display
parameters associated with the video source and the subset of
video display parameters associated with the local display
window, to facilitate generating an encoded video bitstream
(e.g., using the coder management component). In some
implementations, the coder management component can
identify and select the smaller (e.g., lower) of the resolution
associated with the video source and the resolution associated
with the local display window. The coder management com-
ponent also can identify and select the smaller of the frame
rate associated with the video source and the display frame
rate associated with the local display window. The coder
management component can control encoding of the video
bitstream, at least in part, by encoding the video bitstream
using the identified smaller resolution and the identified
smaller frame rate.

[0078] Referring next to FIG. 6, depicted is a flow diagram
of another example a method 600 for encoding a video bit-
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stream, in accordance with various aspects and implementa-
tions. At 602, a resolution and frame rate associated with a
video source can be detected (e.g., using the coder manage-
ment component). The resolution and frame rate can be asso-
ciated with a video source in relation to presentation of video
content, for example, by a local display window at a near end
and a remote display window (e.g., as part of a display com-
ponent) located at a far end when using an application for
screen sharing. At 604, a display resolution and a display
frame rate, which can be associated with the local display
window for display of the video content at the near end, can be
detected (e.g., using the coder management component).

[0079] At 606, the smaller of the resolution associated with
a video source and the resolution associated with the local
display window can be identified (e.g., by the coder manage-
ment component). At 608, the smaller of the frame rate asso-
ciated with a video source and the display frame rate associ-
ated with the local display window can be identified (e.g.,
using the coder management component).

[0080] At 610, a display window location and a display
window size associated with the local display window can be
detected (e.g., using the coder management component). At
612, the video bitstream of the video content can be encoded,
in accordance with the smaller of the video resolution asso-
ciated with a video source and the display resolution associ-
ated with the local display window, and the smaller of the
frame rate associated with a video source and the display
frame rate associated with the local display window, to gen-
erate an encoded video bitstream. The coder management
component can control coding of the video bitstream, for
example, by controlling the coder component to have the
coder component encode the video bitstream to generate the
encoded video bitstream, based at least in part on the one or
more defined encoding criterion (e.g., in accordance with the
defined encoding algorithm(s)).

[0081] At 614, information relating to the display window
location and the display window size associated with the local
display window and/or encoded video bitstream can be trans-
mitted (e.g., using the encoder component) to the remote
device associated with the remote display component. At 616,
the encoded video bitstream can be transmitted (e.g., using
the encoder component) to the remote device.

[0082] In some implementations, the encoder component
can transmit the information relating to the display window
location and the display window size, and the encoded video
bitstream, via a same communication channel to the remote
device. In some implementations, the encoder component can
combine (e.g., integrate) the encoded video bitstream with the
information relating to the display window location and size
to generate a combined bitstream. The encoder component
can transmit the combined bitstream to the remote device
(e.g., the decoder component at the remote device). In yet
other implementations, the encoder component can transmit
the encoded video bitstream to the remote device via a first
data communication using acommunication channel, and can
transmit the information relating to the display window loca-
tion and size to the remote device via a second data commu-
nication using a second communication channel. In still other
implementations, the encoder component can transmit the
encoded video bitstream to the remote device via a first com-
munication channel, and can transmit the information relat-
ing to the display window location and size via a second
communication channel to the remote device.
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[0083] FIG. 7 presents a flow chart of an example method
700 for decoding an encoded video bitstream, in accordance
with various aspects and implementations. At 702, an
encoded video bitstream can be received (e.g., by a decoder
component). The encoded video bitstream can be carrying
video content that include a sequence of video images (e.g.,
video frames). At 704, information relating to the display
window location and the display window size (e.g., display
resolution), associated with the encoded video bitstream, can
be received (e.g., by the decoder component). In some imple-
mentations, the decoder component can receive the informa-
tion relating to the display window location and size with the
encoded video bitstream via the same communication chan-
nel. In other implementations, the decoder component can
receive the information relating to the display window loca-
tion and size via a different communication channel than the
communication channel used to receive the encoded video
bitstream.

[0084] At 706, the encoded video bitstream can be decoded
to, in part, obtain information relating to video images asso-
ciated with the encoded video bitstream. The decoder com-
ponent can decode the encoded video bitstream to reconstruct
the video content associated with the video bitstream (e.g.,
generate reconstructed video content). When the decoder
component decodes the video bitstream, the decoder compo-
nent can identify and obtain information relating to the video
images carried in the video bitstream. The information can
include, for example, information relating to display resolu-
tion and frame rate associated with the video images. The
decoder component can use this information to facilitate
reconstructing the video images so that the video images can
be displayed on the destination display component to corre-
spond with the display of the video images in the local video
window at the near end.

[0085] At 708, information relating to the desired display
resolution and desired display frame rate can be identified
from information contained in the encoded video bitstream.
During decoding, the decoder component can identify the
desired display resolution (e.g., identified smaller display
resolution) and desired display frame rate (e.g., identified
smaller frame rate), which can be contained in or associated
with the encoded video bitstream. The desired resolution can
be the resolution identified by the encoder component as
being the smaller of the resolution associated with the video
source and the resolution associated with the local display
window at the near end. The desired frame rate can be the
frame rate identified by the encoder component as being the
smaller of the frame rate associated with the video source and
the frame rate associated with the local display window at the
near end.

[0086] At710,thevideo content can be reconstructed based
at least in part on the desired resolution and desired frame
rate. The decoder component can reconstruct the video con-
tent to generate reconstructed video content based at least in
part on the desired resolution and desired frame rate obtained
from decoding the encoded video bitstream.

[0087] At 712, the information relating to the display win-
dow location and the display window size can be identified
(e.g., using the decoder component). At 714, the recon-
structed video content can be rendered for display at the
desired window size in the desired display window location
of the display component to facilitate presentation of the
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reconstructed video content in the desired display window
location, with the desired window size, on the display com-
ponent.

[0088] At 716, the reconstructed video content can be pro-
vided for presentation (e.g., display), e.g., in a display win-
dow of the display component. For example, the decoder
component can provide (e.g., transmit) the reconstructed
video content to the display component. The display compo-
nent can present the reconstructed video content, which can
have the identified resolution and frame rate (e.g., identified
smaller resolution and smaller frame rate), in a display win-
dow having the identified size and location, which can corre-
spond to how the video content is being displayed at the near
end.

[0089] In order to provide a context for the various aspects
of the disclosed subject matter, FIGS. 8 and 9 as well as the
following discussion are intended to provide a brief, general
description of a suitable environment in which the various
aspects of the disclosed subject matter may be implemented.
With reference to FIG. 8, a suitable environment 800 for
implementing various aspects of this disclosure includes a
computer 812. The computer 812 includes a processing unit
814, a system memory 816, and a system bus 818. The system
bus 818 couples system components including, but not lim-
ited to, the system memory 816 to the processing unit 814.
The processing unit 814 can be any of various available
processors. Dual microprocessors and other multiprocessor
architectures also can be employed as the processing unit 814.
[0090] The system bus 818 can be any of several types of
bus structure(s) including the memory bus or memory con-
troller, a peripheral bus or external bus, and/or a local bus
using any variety of available bus architectures including, but
not limited to, Industrial Standard Architecture (ISA), Micro-
Channel Architecture (MSA), Extended ISA (EISA), Intelli-
gent Drive Electronics (IDE), VESA Local Bus (VLB),
Peripheral Component Interconnect (PCI), Card Bus, Univer-
sal Serial Bus (USB), Advanced Graphics Port (AGP), Per-
sonal Computer Memory Card International Association bus
(PCMCIA), Firewire (IEEE 1394), and Small Computer Sys-
tems Interface (SCSI).

[0091] The system memory 816 includes volatile memory
820 and nonvolatile memory 822. The basic input/output
system (BIOS), containing the basic routines to transfer infor-
mation between elements within the computer 812, such as
during start-up, is stored in nonvolatile memory 822. By way
of illustration, and not limitation, nonvolatile memory 822
can include read only memory (ROM), programmable ROM
(PROM), electrically programmable ROM (EPROM), elec-
trically erasable programmable ROM (EEPROM), flash
memory, or nonvolatile random access memory (RAM) (e.g.,
ferroelectric RAM (FeRAM). Volatile memory 820 includes
random access memory (RAM), which acts as external cache
memory. By way of illustration and not limitation, RAM is
available in many forms such as static RAM (SRAM),
dynamic RAM (DRAM), synchronous DRAM (SDRAM),
double data rate SDRAM (DDR SDRAM), enhanced
SDRAM (ESDRAM), Synchlink DRAM (SLDRAM), direct
Rambus RAM (DRRAM), direct Rambus dynamic RAM
(DRDRAM), and Rambus dynamic RAM.

[0092] Computer 812 also includes removable/non-remov-
able, volatile/non-volatile computer storage media. FIG. 8
illustrates, for example, a disk storage 824. Disk storage 824
includes, but is not limited to, devices like a magnetic disk
drive, floppy disk drive, tape drive, Jaz drive, Zip drive,
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LS-100 drive, flash memory card, or memory stick. The disk
storage 824 also can include storage media separately or in
combination with other storage media including, but not lim-
ited to, an optical disk drive such as a compact disk ROM
device (CD-ROM), CD recordable drive (CD-R Drive), CD
rewritable drive (CD-RW Drive) or a digital versatile disk
ROM drive (DVD-ROM). To facilitate connection of the disk
storage devices 824 to the system bus 818, a removable or
non-removable interface is typically used, such as interface
826.

[0093] FIG. 8 also depicts software that acts as an interme-
diary between users and the basic computer resources
described in the suitable operating environment 800. Such
software includes, for example, an operating system 828.
Operating system 828, which can be stored on disk storage
824, acts to control and allocate resources of the computer
system 812. System applications 830 take advantage of the
management of resources by operating system 828 through
program modules 832 and program data 834, e.g., stored
either in system memory 816 or on disk storage 824. Itisto be
appreciated that this disclosure can be implemented with
various operating systems or combinations of operating sys-
tems.

[0094] A user enters commands or information into the
computer 812 through input device(s) 836. Input devices 836
include, but are not limited to, a pointing device such as a
mouse, trackball, stylus, touch pad, keyboard, microphone,
joystick, game pad, satellite dish, scanner, TV tuner card,
digital camera, digital video camera, web camera, and the
like. These and other input devices connect to the processing
unit 814 through the system bus 818 via interface port(s) 838.
Interface port(s) 838 include, for example, a serial port, a
parallel port, a game port, and a universal serial bus (USB).
Output device(s) 840 use some of the same type of ports as
input device(s) 836. Thus, for example, a USB port may be
used to provide input to computer 812, and to output infor-
mation from computer 812 to an output device 840. Output
adapter 842 is provided to illustrate that there are some output
devices 840 like monitors, speakers, and printers, among
other output devices 840, which require special adapters. The
output adapters 842 include, by way of illustration and not
limitation, video and sound cards that provide a means of
connection between the output device 840 and the system bus
818. It should be noted that other devices and/or systems of
devices provide both input and output capabilities such as
remote computer(s) 844.

[0095] Computer 812 can operate in a networked environ-
ment using logical connections to one or more remote com-
puters, such as remote computer(s) 844. The remote comput-
er(s) 844 can be a personal computer, a server, a router, a
network PC, a workstation, a microprocessor based appli-
ance, a peer device or other common network node and the
like, and typically includes many or all of the elements
described relative to computer 812. For purposes of brevity,
only a memory storage device 846 is illustrated with remote
computer(s) 844. Remote computer(s) 844 is logically con-
nected to computer 812 through a network interface 848 and
then physically connected via communication connection
850. Network interface 848 encompasses wire and/or wire-
less communication networks such as local-area networks
(LAN), wide-area networks (WAN), cellular networks, etc.
LAN technologies include Fiber Distributed Data Interface
(FDDI), Copper Distributed Data Interface (CDDI), Ethernet,
Token Ring and the like. WAN technologies include, but are
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not limited to, point-to-point links, circuit switching net-
works like Integrated Services Digital Networks (ISDN) and
variations thereon, packet switching networks, and Digital
Subscriber Lines (DSL).

[0096] Communication connection(s) 850 refers to the
hardware/software employed to connect the network inter-
face 848 to the bus 818. While communication connection
850 is shown for illustrative clarity inside computer 812, it
can also be external to computer 812. The hardware/software
necessary for connection to the network interface 848
includes, for exemplary purposes only, internal and external
technologies such as, modems including regular telephone
grade modems, cable modems and DSL. modems, ISDN
adapters, and Ethernet cards.

[0097] In accordance with various aspects and implemen-
tations, the computer (e.g., 812) can be used to perform
desired computing or processing operations, including opera-
tions to encode or decode data, as more fully disclosed in this
specification. In certain implementations, the computer 812
can include a codec component 805, which can include an
encoder component and/or a decoder component, to encode
and/or decode data, as more fully disclosed in this specifica-
tion.

[0098] FIG. 9 is a schematic block diagram of a sample-
computing environment 900 with which the subject matter of
this disclosure can interact. The system 900 includes one or
more client(s) 910. The client(s) 910 can be hardware and/or
software (e.g., threads, processes, computing devices). The
system 900 also includes one or more server(s) 930. Thus,
system 900 can correspond to a two-tier client server model or
amulti-tier model (e.g., client, middle tier server, data server),
amongst other models. The server(s) 930 can also be hard-
ware and/or software (e.g., threads, processes, computing
devices). The servers 930 can house threads to perform trans-
formations by employing this disclosure, for example. One
possible communication between a client 910 and a server
930 may be in the form of a data packet transmitted between
two or more computer processes.

[0099] The system 900 includes a communication frame-
work 950 that can be employed to facilitate communications
between the client(s) 910 and the server(s) 930. The client(s)
910 are operatively connected to one or more client data
store(s) 920 that can be employed to store information local to
the client(s) 910. Similarly, the server(s) 930 are operatively
connected to one or more server data store(s) 940 that can be
employed to store information local to the servers 930.
[0100] It is to be appreciated and understood that compo-
nents (e.g., encoder component, coder component, coder
management component, decoder component, etc.), as
described with regard to a particular system or method, can
include the same or similar functionality as respective com-
ponents (e.g., respectively named components or similarly
named components) as described with regard to other sys-
tems or methods disclosed in this specification.

[0101] It is to be noted that aspects or features of this
disclosure can be exploited in substantially any wireless tele-
communication or radio technology, e.g., Wi-Fi; Bluetooth;
Worldwide Interoperability for Microwave Access
(WiMAX); Enhanced General Packet Radio Service (En-
hanced GPRS); Third Generation Partnership Project (3GPP)
Long Term Evolution (LTE); Third Generation Partnership
Project 2 (3GPP2) Ultra Mobile Broadband (UMB); 3GPP
Universal Mobile Telecommunication System (UMTS);
High Speed Packet Access (HSPA); High Speed Downlink
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Packet Access (HSDPA); High Speed Uplink Packet Access
(HSUPA); GSM (Global System for Mobile Communica-
tions) EDGE (Enhanced Data Rates for GSM Evolution)
Radio Access Network (GERAN); UMTS Terrestrial Radio
Access Network (UTRAN); LTE Advanced (LTE-A); etc.
Additionally, some or all of the aspects described in this
disclosure can be exploited in legacy telecommunication
technologies, e.g., GSM. In addition, mobile as well non-
mobile networks (e.g., the Internet, data service network such
as internet protocol television (IPTV), etc.) can exploit
aspects or features described in this disclosure.

[0102] While the subject matter has been described above
in the general context of computer-executable instructions of
a computer program that runs on a computer and/or comput-
ers, those skilled in the art will recognize that this disclosure
also can or may be implemented in combination with other
program modules. Generally, program modules include rou-
tines, programs, components, data structures, etc. that per-
form particular tasks and/or implement particular abstract
data types. Moreover, those skilled in the art will appreciate
that the inventive methods may be practiced with other com-
puter system configurations, including single-processor or
multiprocessor computer systems, mini-computing devices,
mainframe computers, as well as personal computers, hand-
held computing devices (e.g., PDA, phone), microprocessor-
based or programmable consumer or industrial electronics,
and the like. The illustrated aspects may also be practiced in
distributed computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. However, some, if not all aspects
of'this disclosure can be practiced on stand-alone computers.
In a distributed computing environment, program modules
may be located in both local and remote memory storage

devices.
[0103] As used in this application, the terms “component,”
“system,” “platform,” “interface,” and the like, can refer to
and/or can include a computer-related entity or an entity
related to an operational machine with one or more specific
functionalities. The entities disclosed in this specification can
be either hardware, a combination of hardware and software,
software, or software in execution. For example, a component
may be, but is not limited to being, a process running on a
processor, a processor, an object, an executable, a thread of
execution, a program, and/or a computer. By way of illustra-
tion, both an application running on a server and the server
can be a component. One or more components may reside
within a process and/or thread of execution and a component
may be localized on one computer and/or distributed between
two or more computers.

[0104] In another example, respective components can
execute from various computer-readable media having vari-
ous data structures stored thereon. The components may com-
municate via local and/or remote processes such as in accor-
dance with a signal having one or more data packets (e.g., data
from one component interacting with another component in a
local system, distributed system, and/or across a network
such as the Internet with other systems via the signal). As
another example, a component can be an apparatus with spe-
cific functionality provided by mechanical parts operated by
electric or electronic circuitry, which is operated by a soft-
ware or firmware application executed by a processor. In such
a case, the processor can be internal or external to the appa-
ratus and can execute at least a part of the software or firm-
ware application. As yet another example, a component can
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be an apparatus that provides specific functionality through
electronic components without mechanical parts, wherein the
electronic components can include a processor or other
means to execute software or firmware that confers at least in
part the functionality of the electronic components. In an
aspect, acomponent can emulate an electronic component via
a virtual machine, e.g., within a cloud computing system. In
another aspect, a component can be configured to perform
one or more respective acts described in this disclosure. In
another aspect, a component performs one or more respective
acts described in this disclosure.

[0105] In addition, the term “or” is intended to mean an
inclusive “or” rather than an exclusive “or.” That is, unless
specified otherwise, or clear from context, “X employs A or
B” is intended to mean any of the natural inclusive permuta-
tions. That is, if X employs A; X employs B; or X employs
both A and B, then “X employs A or B” is satisfied under any
of'the foregoing instances. Moreover, articles “a” and “an” as
used in the subject specification and annexed drawings should
generally be construed to mean “one or more” unless speci-
fied otherwise or clear from context to be directed to a singu-
lar form.

[0106] Asused in this disclosure, the terms “example’ and/
or “exemplary” are utilized to mean serving as an example,
instance, or illustration. For the avoidance of doubt, the sub-
ject matter disclosed in this specification is not limited by
such examples. In addition, any aspect or design described in
this disclosure as an “example” and/or “exemplary” is not
necessarily to be construed as preferred or advantageous over
other aspects or designs, nor is it meant to preclude equivalent
exemplary structures and techniques known to those of ordi-
nary skill in the art.

[0107] Various aspects or features described in this disclo-
sure can be implemented as a method, apparatus, system, or
article of manufacture using standard programming or engi-
neering techniques. In addition, various aspects or features
disclosed in this disclosure can be realized through program
modules that implement at least one or more of the methods
disclosed herein, the program modules being stored in a
memory and executed by at least a processor. Other combi-
nations of hardware and software or hardware and firmware
can enable or implement aspects described in this disclosure,
including a disclosed method(s). The term “article of manu-
facture” as used in this disclosure can encompass a computer
program accessible from any computer-readable device, car-
rier, or storage media. For example, computer-readable stor-
age media can include but are not limited to magnetic storage
devices (e.g., hard disk, floppy disk, magnetic strips . . . ),
optical discs (e.g., compact disc (CD), digital versatile disc
(DVD), blu-ray disc (BD) . . .), smart cards, and flash memory
devices (e.g., card, stick, key drive . . . ), or the like.

[0108] As it is employed in the subject specification, the
term “processor” can refer to substantially any computing
processing unit or device comprising, but not limited to,
single-core processors; single-processors with software mul-
tithread execution capability; multi-core processors; multi-
core processors with software multithread execution capabil-
ity; multi-core processors with hardware multithread
technology; parallel platforms; and parallel platforms with
distributed shared memory. Additionally, a processor can
refer to an integrated circuit, an application specific inte-
grated circuit (ASIC), a digital signal processor (DSP), a field
programmable gate array (FPGA), a programmable logic
controller (PLC), a complex programmable logic device
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(CPLD), a discrete gate or transistor logic, discrete hardware
components, or any combination thereof designed to perform
the functions described in this disclosure. Further, processors
can exploit nano-scale architectures such as, but not limited
to, molecular and quantum-dot based transistors, switches
and gates, in order to optimize space usage or enhance per-
formance of user equipment. A processor may also be imple-
mented as a combination of computing processing units.

[0109] In this disclosure, terms such as “store,” “storage,”
“data store,” data storage,” “database,” and substantially any
other information storage component relevant to operation
and functionality of a component are utilized to refer to
“memory components,” entities embodied in a “memory,” or
components comprising a memory. It is to be appreciated that
memory and/or memory components described in this disclo-
sure can be either volatile memory or nonvolatile memory, or
can include both volatile and nonvolatile memory.

[0110] By way of illustration, and not limitation, nonvola-
tile memory can include read only memory (ROM), program-
mable ROM (PROM), electrically programmable ROM
(EPROM), electrically erasable ROM (EEPROM), flash
memory, or nonvolatile random access memory (RAM) (e.g.,
ferroelectric RAM (FeRAM). Volatile memory can include
RAM, which can act as external cache memory, for example.
By way of'illustration and not limitation, RAM is available in
many forms such as synchronous RAM (SRAM), dynamic
RAM (DRAM), synchronous DRAM (SDRAM), double
data rate SDRAM (DDR SDRAM), enhanced SDRAM (ES-
DRAM), Synchlink DRAM (SLDRAM), direct Rambus
RAM (DRRAM), direct Rambus dynamic RAM
(DRDRAM), and Rambus dynamic RAM (RDRAM). Addi-
tionally, the disclosed memory components of systems or
methods in this disclosure are intended to include, without
being limited to including, these and any other suitable types
of memory.

[0111] It is to be appreciated and understood that compo-
nents (e.g., encoder component, codec, estimator component,
coder component, resource controller component, etc.), as
described with regard to a particular system or method, can
include the same or similar functionality as respective com-
ponents (e.g., respectively named components or similarly
named components) as described with regard to other sys-
tems or methods disclosed in this specification.

[0112] What has been described above includes examples
of systems and methods that provide advantages of this dis-
closure. It is, of course, not possible to describe every con-
ceivable combination of components or methods for purposes
of describing this disclosure, but one of ordinary skill in the
art may recognize that many further combinations and per-
mutations of this disclosure are possible. Furthermore, to the
extent that the terms “includes,” “has,” “possesses,” and the
like are used in the detailed description, claims, appendices
and drawings such terms are intended to be inclusive in a
manner similar to the term “comprising” as “comprising” is
interpreted when employed as a transitional word in a claim.

29 <

1. A system to facilitate screen sharing video content, the
system comprising:
at least one memory that stores computer executable com-
ponents; and

at least one processor that executes the following computer
executable components stored in the at least one
memory:
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a coder component configured to:
receive captured video content associated with a video
source, and
encode the captured video content to generate an
encoded video bitstream for transmission to a remote
device; and
a coder management component configured to:
receive a plurality of parameters associated with a
display of the remote device,
determine a video display resolution, from the plural-
ity of parameters, associated with a display window
that displays the video content on the display of the
remote device,
determine a video source resolution associated with
the video source from a plurality of video source
parameters,
control scaling of the captured video content using the
smaller of the video source resolution and the video
display resolution, and
control encoding of the scaled captured video content
by the coder.

2. The system of claim 1, wherein the plurality of param-
eters associated with the display of the remote device includes
at least one of the video display resolution or video display
frame rate.

3. The system of claim 1, wherein the plurality of video
source parameters includes at least one of the video source
resolution or a video source frame rate.

4-5. (canceled)

6. The system of claim 1, wherein the coder management
component is further configured to:

determine a video display frame rate, from the plurality of

parameters, associated with the display window that
displays the video content on the display of the remote
device;

determine a video source frame rate associated with the

video source from the plurality of video source param-
eters; and

encode the video bitstream based on the smaller of the

video display frame rate and the video source frame rate.

7. The system of claim 1, wherein, when the display win-
dow that displays the video content on the display of the
remote device is generated through decoding, by a decoder
component associated with a video bitstream from the video
source, the coder management component detects the video
source resolution associated with the video source from one
of the video bitstream or the decoder component.

8. The system of claim 1, wherein

the coder management component detects the video source

resolution, based on a capture buffer when the local
display window is generated by a capture device,
wherein the capture buffer is indicative of the video
source resolution; and

the coder management component detects the video source

frame rate based on a buffer update rate associated with
the capture buffer.

9. The system of claim 1, wherein the coder management
component detects a display window size associated with the
local display window, and transmits information relating to
the display window size before or simultaneously with trans-
mission of the encoded video bitstream.

10. The system of claim 9, wherein the coder management
component detects a display window location associated with
the local display window, and transmits information relating
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to the display window location before or simultaneously with
transmission of the encoded video bitstream.

11. The system of claim 9, wherein the coder management
component transmits the information relating to the display
window size via a first communication channel that is also
being used to transmit the encoded video bitstream.

12. The system of claim 9, wherein the coder management
component combines the information relating to the display
window size with the encoded video bitstream to generate a
single encoded video bitstream, and transmit the single
encoded video bitstream to the remote device associated with
the display component.

13. The system of claim 9, wherein the coder management
component transmits the encoded video bitstream via a first
communication channel and transmits the information relat-
ing to the display window size via a second communication
channel.

14. A method to facilitate screen sharing of video content,
the method comprising:

employing at least one processor to facilitate execution of

code instructions retained in at least one memory device,

the at least one processor, in response to execution of the

code instructions, perform acts comprising:

receive captured video content associated with a video
source;

determine a video source resolution associated with a
video source that provides the captured video content;

determine a video display resolution associated with a
display window that displays the video content on a
display of a remote device;

scale the captured video content using the smaller of the
video source resolution and the video display resolu-
tion; and

control encoding of the scaled captured video content to
generate an encoded video bitstream for transmission
to the remote device.

15. The method of claim 14, further comprising:

determining a video source frame rate associated with the

video source; and

determining display frame rate associated with the display

window.

16. The method of claim 15, further comprising:

encoding the video content based on the smaller of the

video source frame rate and the display frame rate.
17. The method of claim 16, further comprising:
detecting a display window size associated with the display
window in relation to displaying the video content; and

transmitting information relating to the display window
size before or concurrently with transmission of the
encoded video bitstream.

18. The method of claim 17, further comprising:

detecting a display window location associated with the

display window in relation to displaying the video con-
tent; and

transmitting information relating to the display window

location before or concurrently with transmission of the
encoded video bitstream.
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19. The method of claim 18, further comprising:
transmitting the information relating to the display window
location and the display window size via a first commu-
nication channel being used to transmit the encoded
video bitstream.
20. The method of claim 18, further comprising:
transmitting the encoded video bitstream via a first com-
munication channel; and
transmitting the information relating to the display window
location and the display window size via a second com-
munication channel.
21. A system, comprising:
means forreceiving captured video content associated with
a video source;
means for determining a video source resolution associated
with a video source that provides video content; and
means for determining a video display resolution associ-
ated with a display window that displays the video con-
tent on a display of a remote device;
means for scaling the captured video content using the
smaller of the video source resolution and the video
display resolution; and
means for managing encoding of the scaled captured video
content to generate an encoded video bitstream to facili-
tate screen sharing of the video content on a display
associated with the remote device.
22. A method to facilitate screen sharing of video content
on a remote device, the method comprising:
employing at least one processor to facilitate execution of
code instructions retained in at least one memory device,
the at least one processor, in response to execution of the
code instructions, perform acts comprising:
decoding an encoded video bitstream, including infor-
mation associated with the video content, to facilitate
reconstructing the video content, including a
sequence of video images that are carried in the
encoded video bitstream;
identifying information relating to resolution and frame
rate of the video images associated with the encoded
video bitstream, wherein the resolution of the video
images is the smaller of a video source resolution and
avideo display resolution, and wherein the frame rate
is the smaller of a video source frame rate and a video
display frame rate associated with a display window
that displays the video content on a display of the
remote device;
identifying information relating to display window loca-
tion and display window size associated with the
encoded video bitstream;
rendering reconstructed video content based on the reso-
lution and the frame rate of the video images; and
presenting the reconstructed video content on a display
associated with the remote device in accordance with
the display window size and the display window loca-
tion.



