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USER INTERFACE FOR PROVIDING A 
MEDICAL BEST PRACTICE 

RECOMMENDATION BASED ON A 
USER - ENTERED MEDICAL OBSERVATION 

OF A PATIENT 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

[ 0001 ] The present invention relates to a computer pro 
gram product , system , and method for a user interface for 
determining real - time changes to content entered into the 
user interface to provide to a classifier program and rules 
engine to generate results for the content 

a 
2. Description of the Related Art 

[ 0002 ] Natural Language Processing ( NLP ) algorithms are 
used to classify information provided by a user via a 
computer user interface . In the medical field , NLP algo 
rithms are used to process medical information from patient 
records or from clinician free form narration ( audio or text ) 
to extract clinical facts from the processed content . These 
extracted clinical facts may then be used to determine the 
completeness and accuracy of the gathered information and 
to alert the clinician of conditions to further explore and 
develop , to provide alerts , and to determine alternative 
hypothesis of diagnosis for the extracted facts . In this way , 
patient health records and doctor entered free form narration 
may be processed to provide diagnosis of patient conditions . 
[ 0003 ] There is a need in the art for improved techniques 
for extracting information from a user interface in which 
user observations and findings are entered to process to 
determine results , actions and best practices for the extracted 
information . 

a 

uniquely identifies the second content . A determination is 
made as to whether the first fingerprint differs from the 
second fingerprint , wherein the second content is provided 
to the classifier program in response to determining that the 
first fingerprint is different from the second fingerprint . 
[ 0006 ] In a further embodiment , the user input field com 
prises a first user input field . Determining that the first 
content is completed comprises detecting user input into a 
second input field in the user interface . 
[ 0007 ] In a further embodiment , the first and the second 
content comprise user entered findings . The classifier pro 
gram classifies the user entered findings as a machine 
classification . The first and second machine determined 
propositions each comprise at least one of reference mate 
rial , calculations , summary of information from other 
sources , best practices , related to the machine classification . 
[ 0008 ] In a further embodiment , the user input field com 
prises a first user input field . The first and the second content 
comprises user entered observations . User input is received 
indicating a user classification of the user entered observa 
tions in a second user input field . The classifier program 
additionally receives the user classification in the second 
user input field with the user entered observations in the first 
user input field to process to determine the first and the 
second machine classifications to provide to the rules 
engine . 
[ 0009 ] In a further embodiment , the user entered obser 
vations comprise medical observations of a patient , the user 
classification comprises a user diagnosis of the user entered 
observations , the first and the second machine classifications 
comprise clinical diagnoses based on at least one of the user 
entered medical observations and the user diagnosis , and the 
first and second machine determined propositions from the 
rules engine comprise first and second medical best practices 
based on applying a series of rules of the rules engine to the 
clinical diagnosis from the classifier program . The term 
“ best practices ” may refer to best practice recommendations , 
best recommendations , and other types of preferred or 
relevant recommendations or actions , etc. , to take based on 
an observed condition or diagnosis . 
[ 0010 ] In a further embodiment , an action user interface is 
rendered with the second machine determined proposition 
and an acceptance control to allow a user to accept or reject 
the second machine determined proposition . The second 
machine determined proposition is rendered in the user 
interface with the second content in response to receiving , 
via the acceptance control in the action user interface , 
indication that the user accepted the second machine deter 
mined proposition . 
[ 0011 ] In a further embodiment , the second machine deter 
mined proposition is rendered in the user interface with the 
second content and indication that the second machine 
proposition was not accepted in response to receiving rejec 
tion of the rendered second machine determined proposition 
through the action user interface . 
[ 0012 ] In a further embodiment , at least one of a preferred 
classification and a preferred proposition is received from 
the user rejecting the second machine determined proposi 
tion with the acceptance control . A message is sent with the 
at least one of the preferred classification and the preferred 
proposition to an interface program managing access to the 
classifier program and the rules engine . Including the pre 
ferred classification in the rules engine trains the classifica 
tion program to produce the preferred classification based on 

SUMMARY 

a 

a 

[ 0004 ] An embodiment may comprise a computer pro 
gram product , system , and method for determining real - time 
changes to content entered into a user interface to provide to 
a classifier program and rules engine to generate results for 
the content . First content from a user in a user input field is 
rendered in a user interface . A determination is made that 
entry of the first content is completed . In response to 
determining that the entry of the first content is completed , 
the first content is provided to a classification program to 
classify the first content into a first machine classification to 
provide to a rules engine to apply a series of rules to 
determine a first machine determined proposition for the first 
machine classification . The first machine determined propo 
sition is rendered in the user interface . A determination is 
made of second content in the user input field from the user 
that differs from the first content for which the first machine 
determined proposition is rendered . The second content is 
provided to the classification program to classify the first 
content into a second machine classification to provide to the 
rules engine to apply the series of rules to determine a 
second machine determined proposition for the second 
machine classification . The second machine determined 
proposition is rendered in the user interface with the second 
content . 
[ 0005 ] In a further embodiment , a first fingerprint is gen 
erated from the first content that uniquely identifies the first 
content . A second fingerprint from the second content that 

a a 

a 
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the second content used to produce the second machine 
determined proposition . Including the preferred proposition 
and the preferred classification programs the rules engine to 
associate the preferred proposition with the preferred clas 
sification . Including the preferred proposition with no pre 
ferred classification programs the rules engine to associate 
the preferred proposition with the second machine classifi 
cation used to determine the second machine determined 
proposition . 
[ 0013 ] In a further embodiment , content entered into the 
user input field is written into a log file . Content from the 
user input field is saved in the log file as previously entered 
content . The log file is periodically processed by determin 
ing whether the content from the user input field written to 
the log file matches the previously entered content . The 
determining the second content differs from the first content 
comprises determining that the content from the user input 
field in the log file matches the previously entered content . 
Indication is made of the content from the user input field in 
the log file as the previously entered content . The content 
from the user input field in the log file is sent to the 
classification program in response to the content in the log 
file not matching the previously entered content to obtain a 
new result from the rules engine to provide real time 
updating of the new result in the user interface . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0014 ] FIG . 1 illustrates an embodiment of a computing 
environment . 
[ 0015 ] FIG . 2a illustrates an embodiment of a user inter 
face into which user findings are entered and results based 
on the findings are rendered . 
[ 0016 ] FIG . 2b illustrates an embodiment of a user inter 
face in which machine generated best practices are rendered 
to a user . 

[ 0017 ] FIG . 3 illustrates an embodiment of a log file . 
[ 0018 ] FIG . 4 illustrates an embodiment of user content 
information used to generate information in the user inter 
face . 
[ 0019 ] FIG . 5 illustrates an embodiment of operations to 
generate a report through the user interface . 
[ 0020 ] FIG . 6 illustrates an embodiment of operations to 
periodically process a log file to determine content to 
transmit to a classifier program . 
[ 0021 ] FIG . 7 illustrates an embodiment of operations for 
a classifier program and rules engine to generate results from 
findings entered in the user interface . 
[ 0022 ] FIG . 8 illustrates an embodiment of operations to 
process results from the rules engine to render in the user 
interface . 
[ 0023 ] FIG . 9 illustrates an embodiment of operations 
performed to retrain the classifier program and / or rules 
engine based on a message rejecting a machine proposition . 
[ 0024 ] FIG . 10 illustrates a computing environment in 
which the components of FIG . 1 may be implemented 

recommendations , reference material , calculations , sum 
mary of information from other sources ; best practices based 
on the findings , etc. For instance , a doctor or clinician may 
be entering observations and possibly a diagnosis of a 
condition , such as by observing the patient , lab test results , 
and medical images , and the clinician or doctor may want to 
be immediately informed of the relevant best practices based 
on the observed findings . Further , the clinician or doctor 
may want to see changes to the recommendations based on 
changes the clinician or doctor makes to the findings entered 
into a medical report rendered in a user interface to provide 
real - time feedback on such changes . Further , other types of 
professionals wanting to obtain recommended actions or 
best practices for observed findings , such as engineers 
analyzing a physical structure , device , manufacturing pro 
cess , etc. , or repair technicians may want to be informed 
real - time of the actions or best practices to take based on 
real - time entry of findings and observations and modifica 
tions to the findings . 
[ 0026 ] Described embodiments provide improvements to 
the computer technology for determining real - time entry or 
changes to inputted content , such as user entered observa 
tions and classifications , entered into a user interface to 
process and present to a program , such as a machine learning 
classifier program and rules engine , to provide for real - time 
feedback when making changes to the inputted observations . 
In described embodiments , when first content , such as user 
inputted observations , is entered in the user interface , a 
determination is made when entry of the first content is 
completed . In response to entry of the first content , the first 
content is provided to a classification program to classify the 
first content into a first machine classification to provide to 
a rules engine to apply a series of rules to determine a first 
machine determined proposition for the first machine clas 
sification . The first machine determined proposition is ren 
dered in the user interface . A determination is then made of 
second content in a user input field from the user , such as 
user entered observations , that differs from the first content 
for which the first machine determined proposition is ren 
dered . The second content is provided to the classification 
program to classify the second content into a second 
machine classification to provide to the rules engine to apply 
the series of rules to determine a second machine determined 
proposition for the second machine classification . The sec 
ond machine determined proposition is rendered in the user 
interface with the second content . 
[ 0027 ] Further embodiments provide improvements to 
computer technology to determine changes to the user 
entered content , such as observations and classifications , 
entered into the user interface to provide to the classifier 
program to provide real time - feedback on actions to take 
based on the user entered findings . Content entered in to the 
user input field is written into a log file and content from the 
user input field in the log file is saved as previously entered 
content . To provide for real time feedback and real - time 
machine determined propositions based on changes to the 
user content entered into the user input field , the log file is 
periodically processed to determine whether the content 
from the user input field written to the log file matches the 
previously entered content . The determining that current 
entered content differs from the previously entered and 
processed content comprises determining that the content 
from the user input field in the log file matches the previ 
ously entered content . Content from the user input field in 

DETAILED DESCRIPTION 

[ 0025 ] Described embodiments provide improvements to 
computer technology to provide real - time machine propo 
sitions for user content , including observations and user 
classification of the observations , entered into a user inter 
face via an input device , such as a keyboard or voice - to - text 
device , where the machine propositions may include actions , 
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the log file is indicated as the previously entered content . 
The content from the user input field in the log file is sent to 
the classification program in response to the content in the 
log file not matching the previously entered content to obtain 
a new result from the rules engine to provide real time 
updating of the new result in the user interface . 
[ 0028 ] In certain embodiments , the user entered observa 
tions may apply to processing user entered medical obser 
vations of patient data , observation of the patient conditions 
and attributes , digital images , and physical samples , such as 
biopsies and bodily fluid samples , to provide real - time 
feedback of best practices and recommendations to the user 
entered medical observations . Upon determining changes in 
the user entered findings , such as observations and classi 
fications , the new inputted observations may be sent to a 
classifier program to determine from the user entered medi 
cal observations a predefined machine classification , such as 
a clinical diagnosis or recognized condition , to provide to a 
rules engine . The rules engine determines medical best 
practices based on applying a series of rules from the rules 
engine to the machine classification . The best practices 
and / or reference material , recommendations , calculations , 
summary of information from other sources , actions and 
other relevant information may then be immediately 
returned to render in the user interface to provide immediate 
feedback , such as for best practices and changes to best 
practices for user entered observations . 
[ 0029 ] FIG . 1 illustrates an embodiment of a computing 
environment in which embodiments are implemented . A 
computing device 100 includes a processor 102 , a main 
memory 104 , and a storage 106. The main memory 104 
includes various program components including an operat 
ing system 108 , a report user interface 200 , a report gen 
erator 110 to generate the report user interface 200 , and input 
drivers 112 to interact with components connected on a bus 
114. The memory 104 further includes a log file 300 in 
which content entered in the report user interface 200 is 
written , user content information 400 having information on 
content a user has entered in the report user interface 200 , 
and a report 116 that may be generated from the content 
entered in the report user interface 200. The report user 
interface 200 may be continually displayed waiting to take 
action in response to user input . 
[ 0030 ] The bus interface 114 may connect the processor 
102 , main memory 104 , a communication transceiver 118 to 
communicate ( via wireless communication or a wired con 
nection ) with external devices , including a network , such as 
the Internet , a cellular network , etc .; a microphone 120 to 
transmit and receive sound for the personal computing 
device 100 ; a display screen 122 to render display output to 
a user of the personal computing device 100 ; a speaker 124 
to generate sound output to the user ; and input controls 126 
such as buttons and other software or mechanical buttons , 
including a keyboard , to receive user input . The components 
connected on the bus 114 may communicate over one or 
more bus interfaces 114 and other electronic interfaces . 
[ 0031 ] The computing device 100 may communicate with 
a server 128 over a network 130 to transmit user content or 
findings and observations entered into the report user inter 
face 200 to a classifier program 132 in the server 128 that 
processes the received user content to generate a classifica 
tion based on the user entered observation . For instance , if 
the user observations comprise observations and findings 
with respect to a medical examination , medical images ( e.g. , 

X - Ray or magnetic resonance imaging digital image ( MRI ) ) , 
the classifier program 132 may produce machine classifica 
tion , such as a diagnosis or description , of the user entered 
findings . In this way , the classifier program 132 presents 
relevant information based on user entered descriptions , 
such as a specified pathology . The classifier program 132 
may implement a machine learning technique such as deci 
sion tree learning , association rule learning , neural network , 
inductive programming logic , support vector machines , 
Bayesian network , etc. , to determine a classification based 
on content entered by the user in the report user interface 
200 , such as medical observations and findings . 
[ 0032 ] In one embodiment , the classifier program 132 may 
comprise a machine learning program that is trained using a 
training set comprising previously generated reports that 
have been classified with a ground truth classification , and 
the classifier program 132 is trained to produce the ground 
truth classifications provided for the training set of reports . 
For instance , if the training set comprises doctor entered 
findings , such as findings based on an Mill reading , then the 
provided ground truths would be doctor determined classi 
fications or clinical diagnosis based on those findings . The 
classifier program 132 would then be trained with those 
findings to produce the clinical diagnosis assigned to those 
findings and observations . The rules engine 134 would then 
take that machine classification , such as a clinical diagnosis , 
and determine a proposition , such as a result , action or best 
practices based on the classification using a decision tree or 
table that associates specific courses of action or results with 
the classification outputted from the classifier program 132 . 
For instance , if the output of the classifier program 132 
comprises a clinical diagnosis , then the rules engine 134 
would determine the best practices to treat a clinical diag 
nosis outputted from the classifier program 132 , such as a 
drug therapy , surgical treatment , further testing , further 
follow - up visit , etc. In this way , the rules engine 134 may 
provide a proposition , such as an action or best practices , 
reference material , calculations , summary of information 
from other systems , etc. , for each possible classified diag 
nosis output from the classifier program 132 . 
[ 0033 ] In one embodiment , the findings may comprise a 
size of an observed condition on a patient , such as a size of 
an abdominal aortic aneurysms ( AAA ) , observed features , 
such as size , shape , etc. , of an incidental thyroid nodule , 
ovarian cyst , non - incidental thyroid nodule , enlarged thy 
roid , simple ovarian cyst , etc. The rules engine 134 may 
specify particular best practices given different sizes of the 
AAA , such as recommended follow - ups after so many years 
or a follow - up and an additional vascular consultation . In 
certain embodiments , the content is provided to the classifier 
program 132 in response to the radiologist adding text to the 
impressions section 206 . 
[ 0034 ] The server 128 may also include a rules engine 134 
providing a decision tree of rules to map received predefined 
machine classifications outputted from the classifier pro 
gram 132 to produce a machine determined proposition 
based on the outputted machine classification , such as a 
result or action to take based on the classification . For 
instance , if the machine classification from the classifier program 132 comprises a clinical diagnosis recognized by 
the rules engine 134 , then the rules engine 134 may map that 
recognized clinical diagnosis to a best practices course of 
action to address that clinical diagnosis , such drug therapy , 
surgery , further testing , follow - up visit , etc. The server 128 

a 
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program 132 . 

may further include a client interface 136 to interface and 
manage communications with client systems to receive 
application calls from the report generator 110 operating in 
multiple client computing devices 100 , such as at different 
facilities , companies or places of business . In alternative 
embodiments , the client interface 136 may receive applica 
tion calls from another component . An advantage of having 
the rules engine 134 separate from the classifier program 
132 is that the rules engine 134 may be independently 
updated to provide new results , actions or best practices for 
the classified condition or diagnosis outputted from the 
classifier 
[ 0035 ] The network 130 may comprise one or more net 
works including Local Area Networks ( LAN ) , Storage Area 
Networks ( SAN ) , Wide Area Network ( WAN ) , peer - to - peer 
network , wireless network , the Internet , etc. 
[ 0036 ] The computing device 100 may store program 
components and corresponding data , such as 108 , 110 , 112 , 
116 , 200 , 300 in a non - volatile storage 106 , which may 
comprise one or more storage devices known in the art , such 
as a solid state storage device ( SSD ) comprised of solid state 
electronics , NAND storage cells , EEPROM ( Electrically 
Erasable Programmable Read - Only Memory ) , flash 
memory , flash disk , Random Access Memory ( RAM ) drive , 
storage - class memory ( SCM ) , Phase Change Memory 
( PCM ) , resistive random access memory ( RRAM ) , spin 
transfer torque memory ( STM - RAM ) , conductive bridging 
RAM ( CBRAM ) , magnetic hard disk drive , optical disk , 
tape , etc. The storage devices may further be configured into 
an array of devices , such as Just a Bunch of Disks ( JBOD ) , 
Direct Access Storage Device ( DASD ) , Redundant Array of 
Independent Disks ( RAID ) array , virtualization device , etc. 
Further , the storage devices may comprise heterogeneous 
storage devices from different vendors or from the same 
vendor . 
[ 0037 ] The memory 104 may comprise a suitable volatile 
or non - volatile memory devices , including those described 
above . 
[ 0038 ] Generally , program modules , such as the program 
components 108 , 110 , 112 , 200 , 132 , 134 , 136 may comprise 
routines , programs , objects , components , logic , data struc 
tures , and so on that perform particular tasks or implement 
particular abstract data types . The program components and 
hardware devices of the computing device 100 and server 
128 of FIG . 1 may be implemented in one or more computer 
systems , where if they are implemented in multiple com 
puter systems , then the computer systems may communicate 
over a network . 
[ 0039 ] The program components 108 , 110 , 112 , 200 may 
be accessed by the processor 102 from the memory 104 to 
execute . Alternatively , some or all of the program compo 
nents 108 , 110 , 112 , 200 , 132 , 134 , 136 may be implemented 
in separate hardware devices , such as Application Specific 
Integrated Circuit ( ASIC ) hardware devices . 
[ 0040 ] The functions described as performed by the pro 
grams 108 , 110 , 112 , 200 , 132 , 134 , 136 may be imple 
mented as program code in fewer program modules than 
shown or implemented as program code throughout a greater 
number of program modules than shown . 
[ 0041 ] FIG . 1 shows the classifier program 132 and rules 
engine 134 implemented in a server 128 over a network 130 . 
In an alternative embodiment , the classifier program 132 and 
rules engine 134 may be implemented in the computing 
device 100 including the report generator 110 and user 

interface 200. In further embodiments , the server 128 may 
comprise a cloud server providing cloud services for clas 
sifying user input with the classifier program 132 and 
determining a course of action or best practices for the 
classification of the classifier program 132 . 
[ 0042 ] FIG . 2a illustrates an embodiment of a user inter 
face 200 in which a user may input data , and includes a 
observations section 202 in which a user may enter obser 
vations about an entity being diagnosed , such as a person , 
device , natural phenomena . The user may describe obser 
vations from an image or video , direct observation of a 
phenomena , etc. The user may further enter impressions 
206 , such as classifications and conclusions , in an impres 
sions section 208 providing a classification of the observa 
tions , such as a condition , medical diagnosis , natural phe 
nomena , state of a device , etc. The impressions section 208 
may further render an action , solution , best practices , etc. 
210 produced by the classifier program 132 and rules engine 
134. The classifier program 132 may receive the user entered 
observations 302 and optionally the user classification 304 , 
such as a diagnosis or conclusion of observations the user 
inters in field 206 of the user interface 200 , and classify into 
a machine classification , such as a clinical diagnosis , cat 
egory , etc. , which is then provided to the rules engine 134 to 
determine a machine proposition , e.g. , result , action , rec 
ommendation , best practices , etc. 210 to render in the user 
interface 200 concerning the user machine classified find 
ings . 
[ 0043 ] In certain embodiments , the report user interface 
200 may be continually displayed waiting to take action in 
response to user input into the impressions section 208 
providing the classification . 
[ 0044 ] FIG . 2b illustrates an embodiment of an alert user 
interface 220 , which may be displayed as a dialog box or 
pop - up alert , rendered on top of the user interface 200 , that 
alerts the user of a machine determined proposition 222 
based on the user entered content and findings 204 and 206 , 
which may comprise a machine determined best practices 
from the rules engine 134 based on the user entered obser 
vations and classification , or diagnosis , of the observations . 
The user may select an accept selection control 224 to cause 
the machine determined best practices 222 to be entered into 
field 210 of the user interface 200 to accept the machine 
generated best practices from the rules engine 134. The user 
may also select a reject selection control 226 to reject the 
machine determined best practices . The user may enter the 
machine determined best practices 22 into the report user 
interface 200 by voice command , copy and paste from the 
field 222 in the alert user interface 220 into the best practices 
field 210 of the user interface 200 , or click a button , such as 
224 and 226 to cause the automatic insertion of the best 
practices recommendation in the field 222 of the alert user 
interface 220 into the user interface 200 , such as into field 
210 . 
[ 0045 ] The user interface 200 provides improvements to 
computer technology for rendering machine generated 
results , such as from a machine learning classifier program 
132 and rules engine 134 , by , in real - time , providing user 
entered observations 204 to the classifier program 132 and 
rules engine 134 to allow immediate computation of new 
machine propositions based on user entered findings , which 
include new observations 204 and user entered classifica 
tions 206 , to immediately display in real - time the machine 
propositions 210 , such as recommended actions , best prac 
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tices , actions , calculations , reference material , summarized 
information from other sources , etc. , in the user interface 
200 as they are being entered in the observations 202 
section . Further , at some point the observations 204 , user 
entered classifications 206 , and machine propositions 210 
may be saved as a report 116 for later use . In further 
embodiments , other types of content and findings , in addi 
tion to or different from observations and classifications , 
may be entered in the user interface . 
[ 0046 ] FIG . 3 illustrates an embodiment of a log file 300 
to which content entered in the user interface 200 is written , 
including observations 302 entered in the observations sec 
tion 202 of the user interface 200 , such as exams and other 
patient related information ; impressions 304 comprising the 
user entered classifications 206 entered in the impressions 
section 208 ; and the machine propositions 306 from the 
rules engine 134 from processing the machine classification 
produced by the classifier program 132 , which is rendered as 
a machine determined proposition 210 , e.g. , best practices , 
etc. 210 in the impressions section 208 . 
[ 0047 ] FIG . 4 illustrates an embodiment of user content 
information 400 generated by the report generator 110 to 
determine when to transmit the observations 302 to the 
classifier program 132 , and includes a previous user content 
fingerprint 402 comprising a unique fingerprint / hash code 
calculated from a previous state of the user entered impres 
sions 304 and a current user content fingerprint 404 com 
prising a unique fingerprint / hash code calculated from a 
current state of the user entered impressions 304. The 
fingerprints 402 and 404 may be calculated using a finger 
printing algorithm to generate a unique code based on input , 
such as a fingerprinting method , or hash code generating 
algorithm . 
[ 0048 ] FIG . 5 illustrates an embodiment of operations 
performed by the report generator 110 to render the report 
user interface 200 , rendered on the display screen 122 , to 
generate a report 116. Upon initiating ( at block 500 ) an 
operation to generate a report 116 as part of a start of a report 
generations session , the report generator 110 receives ( at 
block 502 ) user input via input controls 126 , such 
keyboard mouse , touchscreen , or microphone 120 to renders 
in the report user interface 200. The report generator 110 
continually writes ( at block 504 ) user input entered into the 
observations 202 and impressions 208 sections into obser 
vations 302 and impressions ( e.g. , classifications ) 304 fields , 
respectively , of the log file 300. In this way , the log file 300 
is updated in real time with new information the user enters 
into the observations 202 and impressions 208 sections . 
[ 0049 ] FIG . 6 illustrates an embodiment of operations 
performed by the report generator 110 to periodically pro 
cess the log file 300 to implement real - time updating of the 
machine determined propositions 210 rendered in the user 
interface 200. The report generator 110 may periodically 
process the log file 300 after a time period , such as a fraction 
of a second or in response to the writing to the log file 300 , 
etc. Upon processing ( at block 600 ) the log file 300 , the 
report generator 110 processes ( at block 602 ) the content of 
the observations field 302 to generate a content fingerprint / 
hash code comprising a unique identifier of the user entered 
findings . If ( at block 604 ) this is the first processing of the 
log file 300 for a report generation sessions , then the report 
generator 110 determines ( at block 606 ) whether the user 
entered information in the impressions field 304 , which may 
in certain embodiments signal that the user has completed 

entering the observations 302. In further implementations , 
the report generator 110 may continuously provide feedback 
entered through the user interface 200 without waiting for 
the user to input content into the impressions section 208 . 
Other tests may be used to determine that the entering of the 
observations 304 has completed , such as selection of a 
button or user interface element . If ( at block 606 ) a deter 
mination is made the user completed entering observations 
304 , then the content fingerprint calculated from the current 
observations 302 is stored ( at block 608 ) as the current user 
content fingerprint 404. The user entered findings , such as 
observations 302 and impressions 304 are transmitted ( at 
block 610 ) to the classifier program 132 . 
[ 0050 ] If ( at block 604 ) this is not the first processing of 
the log file during a report generation session to generate a 
report , then the current user content fingerprint 404 is 
indicated ( at block 614 ) as the previous user content finger 
print 402 and the generated content fingerprint is stored ( at 
block 614 ) as the new current user content fingerprint 404 . 
If ( at block 616 ) the current 404 and previous 402 user 
content fingerprints do not match , then the user entered 
observations 304 has changed since last checked and the 
report generator 110 transmits the new user entered obser 
vations 302 to the classifier program 132 to generate new 
results . If ( at block 616 ) the fingerprints 402 and 404 are not 
different , then control ends as there are no new impressions 
304 to determine if there are new results , actions or best 
practices to render . 
[ 0051 ] The embodiment of FIG . 6 provides improved 
computer technology to provide an immediate and real - time 
determination if new user observations 204 have been 
entered in the user interface 200 to provide for real - time 
updating of the results by immediately sending any changed 
user entered impressions 304 to the classifier program 132 
and rules engine 134 to process . Any new results from the 
rules engine 134 may be displayed in the alert user interface 
220 ( FIG . 2B ) in the determined proposition field 222 , 
which the user may then cause to be inputted into the report 
200. This allows for the immediate updating of the machine 
determined propositions 210 rendered in the alert user 
interface 220 based on new user entered findings , such as 
observations and / or impressions / classifications . 
[ 0052 ] FIG . 7 illustrates an embodiment of operations 
performed by the classifier program 132 and the rules engine 
134 to process observations 304 from the user to generate 
results . Upon receiving ( at block 700 ) information from the 
user impressions 304 and other information , such as entered 
in observations 204 , a classification of the observations 302 , 
metadata , etc. , the classifier program 132 classifies ( at block 
702 ) the entered information , e.g. , impressions 304 , etc. , 
into a predefined machine classification , such as a clinical 
diagnosis or recognized condition . In additional embodi 
ments , further information may be inputted into the classifier 
program 132 , such as the user impressions 206 , or user 
classification , and additional information from other 
sources . For instance , for medical diagnostics , in addition to 
receiving the user observations 204 and impressions 206 , the 
classifier program 132 may receive medical lab results , 
information from other reports or sources , etc. , all that may 
assist the classifier program 132 to produce a more accurate 
machine classification of the user entered findings , e.g. , 
observations 302 and / or impressions 304. The classifier 
program 132 sends ( at block 704 ) the determined machine 
classification to the rules engine 134 . 

a 
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[ 0053 ] Upon receiving the machine classification , the 
rules engine 134 applies ( at block 706 ) a decision tree of 
rules to the machine classification to determine a machine 
proposition , such as an action to take , best practices , etc. , for 
the provided classification . The determined result is returned 
( at block 708 ) to report generator 110 to render the result in 
the alert user interface 220 in field 222 to allow the user to 
add the determined result to the report . The report generator 
110 or another program component may generate and man 
age the alert user interface 220 . 
[ 0054 ] With the embodiment of FIG . 7 , user entered 
findings , such as observations and / or impressions , entered in 
real time are sent to the classifier program 132 and the rules 
engine 134 to provide immediate machine propositions , e.g. , 
actions , best practices , etc. to return to the report generator 
110 to immediately render the results in the alert user 
interface 220 , such as field 222. This enables to the user to 
see in real - time the changes in the results , actions or best 
practices resulting from entering new findings , and deter 
mine whether to have them entered into the report being 
generated . 
[ 0055 ] FIG . 8 illustrates an embodiment of operations 
performed by the report generator 110 to process results 
received from the rules engine 134. Upon receiving ( at block 
800 ) a result , recommendation or action from the rules 
engine 134 in response to the sent observations 302 , the 
report generator 110 determines ( at block 802 ) whether the 
received machine proposition matches the machine propo 
sition 306 saved in the log file currently rendered in field 210 
of the user interface 200. If ( at block 802 ) there is a match , 
then the machine proposition has not changed due to the 
change in the findings , e.g. , observations and impressions , 
and control ends . If ( at block 802 ) there is not a match , 
meaning the machine proposition or suggested action has 
changed since the previous findings , then the report genera 
tor 110 displays ( at block 804 ) a dialog box , such as the alert 
notification dialog box 220 in FIG . 2b , showing the received 
machine determined recommendations 222 and graphical 
controls 224 , 226 to allow the user to accept or reject , 
respectively , the new result in the dialog box 220. If ( at 
block 806 ) the user has indicated to accept the received 
machine proposition , by select the accept graphical control 
224 , then the report generator 110 renders ( at block 808 ) the 
received machine proposition in the field 210 in the user 
interface , e.g. , in impressions field 208 and refresh the user 
interface display 200 with the new machine proposition . In 
further embodiments , the user can also copy / paste or use a 
provided macro to move the machine proposition anywhere 
into the report . 
[ 0056 ] The new machine proposition is written ( at block 
810 ) to the machine proposition field 306 in the log file 300 . 
If ( at block 806 ) the user rejects the received machine 
proposition , such as by selecting the reject graphical control 
226 , then the received machine proposition is indicated in a 
field of the user interface 220 , such as the action field 210 
that the user , and indication is also made that the user , such 
as radiologist , disagreed with the machine proposition , such 
as actions , recommendations , reference material , calcula 
tions , summary of information from other sources ; best 
practices based on the findings , etc. A user interface is then 
rendered ( at block 814 ) to allow the user to specify a preferred proposition , e.g. , best practices , and / or a preferred 
classification based on the current content in the user inter 
face 200 , as well as additional user feedback or comments . 

Upon receiving the user input , the report generator 110 sends 
( at block 816 ) a message to the client interface 136 at the 
server 128 with information on the rejected machine propo 
sition , preferred proposition / preferred classification , the 
content ( observations , impressions , etc. ) that was previously 
sent to generate the rejected machine determined proposi 
tion , and any other feedback . 
[ 0057 ] With the embodiment of FIG . 8 , machine deter 
mined propositions are provided real time in response to the 
recently sent findings . In response , the report generator 110 
renders an alert notification dialog 200 to allow the user to 
review the results , such as machine determined propositions , 
actions to take , best practices for medical diagnosis , etc. , and 
then determine whether to accept the machine proposition to 
include into the report or user interface 200 being generated . 
Further , described embodiments provide improved tech 
niques for allowing the user to provide input on the rejected 
machine proposition to improve the calculations and opera 
tions of the classifier program 132 and rules engine 134 by 
providing a user preferred classification and / or preferred 
proposition based on the current content rendered in the user 
interface 200 to the server 128 to retrain the rules engine 134 
and / or classifier program 132 to further optimize operations 
and results . Further , the rejected machine propositions may 
be entered into the log file 300 . 
[ 0058 ] FIG . 9 illustrates an embodiment of operations 
performed by the client interface 136 , classifier program 132 
and / or rules engine 134 to process a message sent from the 
report generator 110 where the user rejects the provided 
machine proposition . Upon receiving ( at block 900 ) the 
message , including information on the rejected machine 
proposition , preferred proposition / preferred classification , 
the content ( observations , impressions , etc. ) that was previ 
ously sent to generate the rejected machine proposition , and 
any other feedback , if ( at block 902 ) a preferred classifica 
tion was provided , then the machine learning algorithm of 
the classifier program 132 is trained ( at block 904 ) to output 
the preferred classification as the machine classification 
based on the previously sent content that resulted in the 
rejected machine proposition . If ( at block 906 ) a preferred 
proposition is provided , then the rules engine 134 is updated 
( at block 908 ) to output the preferred proposition as the 
machine proposition for the preferred classification , which 
the classifier program 132 has been retrained to produce for 
the given current content . The rules engine 134 may further 
be updated ( at block 910 ) to not associate the rejected 
machine proposition with the machine classification used to 
produce the rejected machine proposition , so as not to 
produce again the machine proposition that the user rejected 
given the current content , findings , impressions , observa 
tions , etc. in the user interface 200 . 
[ 0059 ] If ( at block 902 ) a preferred classification was not 
provided and if ( at block 912 ) a preferred proposition was 
provided , then the rules engine 134 is updated ( at block 914 ) 
to output the preferred proposition as the machine proposi 
tion for the machine classifier used to produce the rejected 
machine proposition , so that the user suggested preferred 
proposition will be produced instead of the user rejected 
machine proposition for that machine classifier . From the no 
branch of block 912 , block 914 or 910 , any additional 
comments provided with the message are forward to a server 
administrator to consider for improving the performance of 
the classifier program 132 and / or rules engine 134 . 
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[ 0060 ] The embodiment of FIG . 9 provides improved 
computer technology for retraining the classifier program 
132 and / or rules engine 134 to produce user preferred output 
when the user rejects a machine proposition previously sent 
to allow continual improvement of the machine propositions 
produced for given content , such as improved actions , best 
practices , etc. 
[ 0061 ] The present invention may be a system , a method , 
and / or a computer program product . The computer program 
product may include a computer readable storage medium 
( or media ) having computer readable program instructions 
thereon for causing a processor to carry out aspects of the 
present invention . 
[ 0062 ] The computer program product comprises a com 
puter readable storage medium implemented using standard 
programming and / or engineering techniques to produce 
software , firmware , hardware , or any combination thereof . 
The described operations may be implemented as code or 
logic maintained in a " computer readable storage medium ” . 
The term " code ” and “ program code ” as used herein refers 
to software program code , hardware logic , firmware , micro 
code , etc. The computer readable storage medium , as that 
term is used herein , includes a tangible element , including at 
least one of electronic circuitry , storage materials , a casing , 
a housing , a coating , hardware , and other suitable materials . 
A computer readable storage medium may comprise , but is 
not limited to , a magnetic storage medium ( e.g. , hard disk 
drives , floppy disks , tape , etc. ) , optical storage ( CD - ROMs , 
DVDs , optical disks , etc. ) , volatile and non - volatile memory 
devices ( e.g. , EEPROMs , ROMs , PROMs , RAMS , DRAMS , 
SRAMs , Flash Memory , firmware , programmable logic , 
etc. ) , Solid State Devices ( SSD ) , computer encoded and 
readable punch cards , etc. The computer readable storage 
medium may further comprise a hardware device imple 
menting firmware , microcode , etc. , such as in an integrated 
circuit chip , a programmable logic device , a Programmable 
Gate Array ( PGA ) , field - programmable gate array ( FPGA ) , 
Application Specific Integrated Circuit ( ASIC ) , etc. A com 
puter readable storage medium is not comprised solely of 
transmission signals and includes physical and tangible 
components . Those skilled in the art will recognize that 
many modifications may be made to this configuration 
without departing from the scope of the present invention , 
and that the article of manufacture may comprise suitable 
information bearing medium known in the art . 
[ 0063 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer readable program instruc 
tions . 
[ 0064 ] These computer readable program instructions may 
be provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 

computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
[ 0065 ] The computer readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0066 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
functions noted in the block may occur out of the order noted 
in the figures . For example , two blocks shown in succession 
may , in fact , be executed substantially concurrently , or the 
blocks may sometimes be executed in the reverse order , 
depending upon the functionality involved . It will also be 
noted that each block of the block diagrams and / or flowchart 
illustration , and combinations of blocks in the block dia 
grams and / or flowchart illustration , can be implemented by 
special purpose hardware - based systems that perform the 
specified functions or acts or carry out combinations of 
special purpose hardware and computer instructions . 
[ 0067 ] The computational components of FIG . 1 , includ 
ing the computer device 100 and the server 128 , may be 
implemented in one or more computer systems , having a 
computer architecture as shown in FIG . 10 , and including a 
processor 1002 ( e.g. , one or more microprocessors and 
cores ) , a memory 1004 ( e.g. , a volatile memory device ) , and 
storage 1006 ( e.g. , a non - volatile storage , such as magnetic 
disk drives , solid state devices ( SSDs ) , optical disk drives , 
a tape drive , etc. ) . The storage 1006 may comprise an 
internal storage device or an attached or network accessible 
storage . Programs , including an operating system 1008 and 
applications 1010 stored in the storage 1006 are loaded into 
the memory 1004 and executed by the processor 1002. The 
applications 1010 may include the report user interface 200 , 
report generator 110 , input drivers 112 , classifier program 
132 , rules engine 134 , and client interface 136 and other 
program components described above . The architecture 
1000 further includes a network card 1012 to enable com 
munication with the network 16. An input device 1014 is 
used to provide user input to the processor 1002 , and may 
include a keyboard , mouse , pen - stylus , microphone , touch 
sensitive display screen , or any other activation or input 
mechanism known in the art . An output device 1016 , such as 
a display monitor , printer , storage , etc. , is capable of ren 
dering information transmitted from a graphics card or other 
component . The output device 1016 may render the GUIS 
described with respect to figures and the input device 1014 
may be used to interact with the graphical controls and 

2 
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elements in the GUIs described above . The architecture 
1000 may be implemented in any number of computing 
devices , such as a server , mainframe , desktop computer , 
laptop computer , hand held computer , tablet computer , per 
sonal digital assistant ( PDA ) , telephony device , cell phone , 
etc. 
[ 0068 ] The terms “ an embodiment ” , “ embodiment ” , 
“ embodiments ” , “ the embodiment ” , “ the embodiments ” , 
" one or more embodiments ” , " some embodiments ” , and 
" one embodiment ” mean “ one or more ( but not all ) embodi 
ments of the present invention ( s ) ” unless expressly specified 
otherwise . 
[ 0069 ] The terms “ including " , " comprising ” , “ having " 
and variations thereof mean “ including but not limited to ” , 
unless expressly specified otherwise . 
[ 0070 ] The enumerated listing of items does not imply that 
any or all of the items are mutually exclusive , unless 
expressly specified otherwise . 
[ 0071 ] The terms “ a ” , “ an ” and “ the ” mean “ one or more ” , 
unless expressly specified otherwise . 
[ 0072 ] Devices that are in communication with each other 
need not be in continuous communication with each other , 
unless expressly specified otherwise . In addition , devices 
that are in communication with each other may communi 
cate directly or indirectly through one or more intermediar 
ies . 
[ 0073 ] A description of an embodiment with several com 
ponents in communication with each other does not imply 
that all such components are required . On the contrary a 
variety of optional components are described to illustrate the 
wide variety of possible embodiments of the present inven 
tion . 
[ 0074 ] When a single device or article is described herein , 
it will be readily apparent that more than one device / article 
( whether or not they cooperate ) may be used in place of a 
single device / article . Similarly , where more than one device 
or article is described herein ( whether or not they cooperate ) , 
it will be readily apparent that a single device / article may 
used in place of the more than one device or article or a 
different number of devices / articles may be used instead of 
the shown number of devices or programs . The functionality 
and / or the features of a device may be alternatively embod 
ied by one or more other devices which are not explicitly 
described as having such functionality / features . Thus , other 
embodiments of the present invention need not include the 
device itself . 
[ 0075 ] The foregoing description of various embodiments 
of the invention has been presented for the purposes of 
illustration and description . It is not intended to be exhaus 
tive or to limit the invention to the precise form disclosed . 
Many modifications and variations are possible in light of 
the above teaching . It is intended that the scope of the 
invention be limited not by this detailed description , but 
rather by the claims appended hereto . The above specifica 
tion , examples and data provide a complete description of 
the manufacture and use of the composition of the invention . 
Since many embodiments of the invention can be made 
without departing from the spirit and scope of the invention , 
the invention resides in the claims herein after appended . 

1-22 . ( canceled ) 
23. A computer program product for processing a user 

entered medical observation in a user interface to obtain a 
medical best practice recommendation , the computer pro 
gram product comprising a computer readable storage 

medium having computer readable program code thereon 
that is executable to perform operations , the operations 
comprising : 

receiving a medical observation of a patient entered by a 
user in a user interface ; 

providing the received medical observation for processing 
in order to determine a best practice recommendation 
associated with the medical observation ; 

rendering , simultaneously with the user interface , an alert 
user interface comprising the determined medical best 
practice recommendation , the alert user interface fur 
ther comprising an accept selection control for the 
medical best practice recommendation ; 

receiving user selection of the accept selection control ; 
and 

rendering the determined medical best practice recom 
mendation , rendered in the alert user interface , in the 
user interface in response to receiving the user selection 
of the accept selection control . 

24. The computer program product of claim 23 , wherein 
providing the received medical observation for processing in 
order to determine the best practice recommendation asso 
ciated with the medical observation comprises providing , 
without additional input from the user , the received medical 
observation for processing in response to the user entering 
the medical observation in the user interface . 

25. The computer program product of claim 23 , wherein 
the alert user interface comprises a pop - up alert . 

26. The computer program product of claim 23 , wherein 
the alert user interface rendered on top of the user 
interface . 

27. The computer program product of claim 23 , wherein 
the alert user interface comprises a pop - up alert that is 
rendered on top of the user interface . 

28. The computer program product of claim 23 , wherein : 
the alert user interface comprises a medical reference 

citation associated with the medical best practice rec 
ommendation ; and 

the operations further comprise rendering the medical 
reference citation together with the medical best prac 
tice recommendation and the medical observation in 
the user interface in response to receiving the user 
selection of the accept selection control . 

29. The computer program product of claim 23 , wherein 
the alert user interface further comprises a reject selection 
control , and the operations further comprise : 

receiving user selection of the reject selection control ; and 
rejecting the determined medical best practice recommen 

dation , rendered in the alert user interface , in response 
to receiving the user selection of the reject selection 
control . 

30. The computer program product of claim 23 , wherein 
the alert user interface comprises a pop - up alert that is 
rendered on top of the user interface , the alert user interface 
further comprises a reject selection control , and the alert user 
interface further comprises a medical reference citation 
associated with the medical best practice recommendation , 
and the operations further comprise : 

receiving user selection of the reject selection control ; and 
rejecting the determined medical best practice recommen 

dation , rendered in the alert user interface , in response 
to receiving the user selection of the reject selection 
control . 

be 
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31. Apparatus for providing a medical best practice rec 
ommendation for a user entered medical observation , com 
prising : 

at least one processor ; and 
at least one computer readable storage medium , wherein 

the at least one computer readable storage medium 
comprises computer program instructions executable 
by the at least one processor to perform operations , the 
operations comprising : 
receiving a medical observation of a patient entered by 

a user in a user interface ; 
providing the received medical observation for pro 

cessing in order to determine a best practice recom 
mendation associated with the medical observation ; 

rendering , simultaneously with the user interface , an 
alert user interface comprising the determined medi 
cal best practice recommendation , the alert user 
interface further comprising an accept selection con 
trol for the medical best practice recommendation ; 

receiving user selection of the accept selection control ; 
and 

rendering the determined medical best practice recom 
mendation , rendered in the alert user interface , in the 
user interface in response to receiving the user 
selection of the accept selection control . 

32. The apparatus of claim 31 , wherein providing the 
received medical observation for processing in order to 
determine the best practice recommendation associated with 
the medical observation comprises providing , without addi 
tional input from the user , the received medical observation 
for processing in response to the user entering the medical 
observation in the user interface . 

33. The apparatus of claim 31 , wherein the alert user 
interface comprises a pop - up alert . 

34. The apparatus of claim 31 , wherein the alert user 
interface is rendered on top of the user interface . 

35. The apparatus of claim 31 , wherein the alert user 
interface comprises a pop - up alert that is rendered on top of 
the user interface . 

36. The apparatus of claim 31 , wherein : 
the alert user interface comprises a medical reference 

citation associated with the medical best practice rec 
ommendation ; and 

the operations further comprise rendering the medical 
reference citation in the user interface together with the 
medical best practice recommendation and the medical 
observation in response to receiving the user selection 
of the accept selection control . 

37. The apparatus of claim 31 , wherein the alert user 
interface further comprises a reject selection control , and the 
operations further comprise : 

receiving user selection of the reject selection control ; and 
rejecting the determined medical best practice recommen 

dation , rendered in the alert user interface , in response 
to receiving the user selection of the reject selection 
control . 

38. The apparatus of claim 31 , wherein the alert user 
interface comprises a pop - up alert that is rendered on top of 
the user interface , the alert user interface further comprises 
a reject selection control , and the alert user interface further 
comprises a medical reference citation associated with the 
medical best practice recommendation , and the operations 
further comprise : 

receiving user selection of the reject selection control ; and 
rejecting the determined medical best practice recommen 

dation , rendered in the alert user interface , in response 
to receiving the user selection of the reject selection 
control . 

39. A computer implemented method for processing a 
user entered medical observation in a user interface to obtain 
a medical best practice recommendation , comprising per 
forming with one or more computers : 

receiving a medical observation of a patient entered by a 
user in a user interface ; 

providing the received medical observation for processing 
in order to determine a best practice recommendation 
associated with the medical observation ; 

rendering , simultaneously with the user interface , an alert 
user interface comprising the determined medical best 
practice recommendation , the alert user interface fur 
ther comprising an accept selection control for the 
medical best practice recommendation ; 

receiving user selection of the accept selection control ; 
and 

rendering the determined medical best practice recom 
mendation , rendered in the alert user interface , in the 
user interface in response to receiving the user selection 
of the accept selection control . 

40. The computer implemented method of claim 39 , 
wherein providing the received medical observation for 
processing in order to determine the best practice recom 
mendation associated with the medical observation com 
prises providing , without additional input from the user , the 
received medical observation for processing in response to 
the user entering the medical observation in the user inter 
face . 

41. The computer implemented method of claim 39 , 
wherein rendering the alert user interface comprises render 
ing the alert user interface comprising a pop - up alert . 

42. The computer implemented method of claim 39 , 
wherein rendering the alert user interface comprises render 
ing the alert user interface on top of the user interface . 

43. The computer implemented method of claim 39 , 
wherein rendering the alert user interface comprises render 
ing the alert user interface comprising a pop - up alert on top 
of the user interface . 

44. The computer implemented method of claim 39 , 
wherein : 

rendering the alert user interface comprises rendering the 
alert user interface comprising a medical reference 
citation associated with the medical best practice rec 
ommendation ; and 

the computer implemented method further comprises per 
forming with one or more computers rendering the 
medical reference citation together with the medical 
best practice recommendation and the medical obser 
vation in the user interface in response to receiving the 
user selection of the accept selection control . 

45. The computer implemented method of claim 39 , 
wherein rendering the alert user interface comprises render 
ing the alert user interface further comprising a reject 
selection control , and wherein the computer implemented 
method further comprises performing with the one or more 
computers : 

2 
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receiving user selection of the reject selection control ; and 
rejecting the determined medical best practice recommen 

dation , rendered in the alert user interface , in response 
to receiving the user selection of the reject selection 
control . 

46. The computer implemented method of claim 39 , 
wherein rendering the alert user interface comprises render 
ing , on top of the user interface , the alert user interface 
comprising a pop - up alert , a reject selection control , and a 
medical reference citation associated with the medical best 
practice recommendation , and wherein the computer imple 
mented method further comprises performing with the one 
or more computers : 

receiving user selection of the reject selection control ; and 
rejecting the determined medical best practice recommen 

dation , rendered in the alert user interface , in response 
to receiving the user selection of the reject selection 
control . 

* 


