US 20190188458A1

a2y Patent Application Publication o) Pub. No.: US 2019/0188458 A1

a9y United States

KANG et al.

(54) METHOD AND DEVICE FOR RECOGNIZING
FACTAL EXPRESSIONS

(71) Applicant: Industrial Technology Research
Institute, Hsinchu (TW)

(72) Inventors: Hao-Ping KANG, Taipei City (TW);
Jia-Hua WU, Tainan City (TW);
Yao-Chin YANG, Hsinchu County
(TW); Chih-Chung KAOQO, Pingtung
County (TW)

(21)  Appl. No.: 15/848,744

(22) Filed: Dec. 20, 2017
(30) Foreign Application Priority Data
Dec. 15,2017  (TW) .o 106144166
Publication Classification
(51) Imt. ClL
GO6K 9/00 (2006.01)
GO6T 7/00 (2006.01)

100

120

43) Pub. Date: Jun. 20, 2019
(52) U.S. CL
CPC .... GO6K 9/00302 (2013.01); GO6K 9/00288

(2013.01); GO6T 2207/30201 (2013.01); GO6T
2207/20081 (2013.01); GO6T 7/97 (2017.01)

(57) ABSTRACT

A method for recognizing face expressions is provided. The
method includes: recognizing expression categories of
expressions in a plurality of face images and obtaining
recognition results between each expression category and
another expression category; obtaining similarities between
each expression category and another expression category
according to the recognition results; classifying the expres-
sion categories into a plurality of expression groups accord-
ing to the similarities; training a first recognition model to
classify the expressions in the face images into the expres-
sion groups; and training a second recognition model for
each of the expression groups to classify the face images in
each of the expression group into one of the expression
categories.
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200

v

Recognize expression categories of expressions
in the plurality of face images according to a

planar recognition model and obtain — S205

recognition results between each expression
category and another expression category

v

Calculate similarities between each expression
category and another expression category |~—S210
according to the recognition results

v

Classify the expression categories into a
plurality of expression groups according to  |~S215
the similarities

v

Train a first recognition model to classify
the expressions in the face images into the  |—S220
expression groups
v

Respectively train a second recognition model

for each of the expression groups to classify
expressions of the face image in each of the }|—S225
expression groups into one of the expression

categories

End

FIG. 2
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METHOD AND DEVICE FOR RECOGNIZING
FACIAL EXPRESSIONS

TECHNICAL FIELD

[0001] The disclosure relates to a method and a device for
recognizing face expressions.

BACKGROUND

[0002] In life, people often express emotions through face
expressions. Face expressions are some of the most power-
ful, natural, and immediate ways for humans to communi-
cate their emotions and intentions. The face can express an
emotion sooner than people verbalize or even realize their
feelings. For example, different emotions are expressed
using various face regions, mainly the mouth, the eyes, and
the eyebrows.

[0003] Face recognition technology is widely used today.
For example, a physical store may utilize face expression
recognition technology to identify the expressions (e.g.,
happiness or disgust) of consumers when they browse
products or advertisements to obtain ratings gave by con-
sumers on the products or advertisements.

[0004] However, current expression recognizers typically
assign category labels to expression states, such as “anger”
or “sad,” relying on signal processing and pattern recogni-
tion techniques. A major challenge to such approaches is that
human expressive behavior is highly variable and depends
on a number of factors. These factors may include the
context and domain of the expressive behavior. Therefore,
categorical representations for expressions and simple pat-
tern recognition schemes may not accurately recognize face
expressions.

[0005] Thus, a method and a device for recognizing face
expressions are desired to improve the accuracy of face
expression recognition.

SUMMARY

[0006] The following summary is illustrative only and is
not intended to be limiting in any way. That is, the following
summary is provided to introduce concepts, highlights,
benefits and advantages of the novel and non-obvious tech-
niques described herein. Select, not all, implementations are
described further in the detailed description below. Thus, the
following summary is not intended to identify essential
features of the claimed subject matter, nor is it intended for
use in determining the scope of the claimed subject matter.
[0007] A method and a device for recognizing face expres-
sions are provided in the disclosure.

[0008] In an embodiment, a method for recognizing face
expressions is provided in the disclosure. The method com-
prises: recognizing expression categories of expressions in a
plurality of face images and obtaining recognition results
between each expression category and another expression
category; obtaining similarities between each expression
category and another expression category according to the
recognition results; classifying the expression categories
into a plurality of expression groups according to the simi-
larities; training a first recognition model to classify the
expressions in the face images into the expression groups;
and training a second recognition model for each of the
expression groups to classify the face images in each of the
expression groups into one of the expression categories.
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[0009] In some embodiments, the similarity between a
first expression category and a second expression category is
obtained according to a cross entropy between the first
expression category and the second expression category.
[0010] In some embodiments, the similarity is expressed
as follows:

S(p.q)=H(p,q)+H(q.p)

wherein S(p, q) is the similarity between an expression
category p and an expression category q, H(p, q) and H(q,
p) are the cross entropies between the expression category p
and the expression category ¢, and the cross entropy H(p, q)
is expressed as follows:

TP, FP,,
H(p,g)=—||1xIn +|0xIn .
TP, + FP,, TP, + FP,,

wherein TP, represents the number of expressions in the face
images of the expression category p which are correctly
recognized as the expression category p, and FP,  repre-
sents the number of expressions in the face images of the
expression category p which are incorrectly recognized as
the expression category q.

[0011] In some embodiments, the step of classifying the
expression categories into the expression groups according
to the similarities further comprises: merging two of the
expression categories with the highest similarity into an
expression group; obtaining the similarities between each
unmerged expression category and the expression group;
and merging one of the unmerged expression categories and
the expression group with the highest similarity or merging
two of the unmerged expression categories with the highest
similarity into another expression group.

[0012] In some embodiments, the step of classifying the
expression categories into the expression groups according
to the similarities further comprises: obtaining the similarity
between the expression group and the other expression
group; and merging the expression group and the other
expression group with the highest similarity.

[0013] In some embodiments, the similarities between
each of the unmerged expression categories and the expres-
sion group is obtained according to the cross entropies
between each of the unmerged expression categories and the
expression group.

[0014] In some embodiments, the method further com-
prises: receiving an input image including a face; and
recognizing an expression category of an expression in the
input image by using the first recognition model and the
second recognition model.

[0015] In some embodiments, the expression categories
comprise anger, disgust, fear, happiness, sadness, and sur-
prise.

[0016] In some embodiments, the first recognition model
and the second recognition model are based on a convolu-
tional neural network (CNN) model.

[0017] In an embodiment, a device for recognizing face
expressions is provided. The device comprises one or more
processors and one or more computer storage media for
storing one or more computer-readable instructions. The
processor is configured to drive the computer storage media
to execute the following tasks: recognizing expression cat-
egories of expressions in a plurality of face images and
obtaining recognition results between each expression cat-
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egory and another expression category; obtaining similari-
ties between each expression category and another expres-
sion category according to the recognition results;
classifying the expression categories into a plurality of
expression groups according to the similarities; training a
first recognition model to classify the expressions in the face
images into the expression groups; and training a second
recognition model for each of the expression groups to
classify the face images in each of the expression groups into
one of the expression categories.

BRIEF DESCRIPTION OF DRAWINGS

[0018] The accompanying drawings are included to pro-
vide a further understanding of the disclosure, and are
incorporated in and constitute a part of the present disclo-
sure. The drawings illustrate implementations of the disclo-
sure and, together with the description, serve to explain the
principles of the disclosure. It should be appreciated that the
drawings are not necessarily to scale as some components
may be shown out of proportion to the size in actual
implementation in order to clearly illustrate the concept of
the present disclosure.

[0019] FIG. 1 shows a schematic diagram of a system for
recognizing face expressions according to one embodiment
of the present disclosure.

[0020] FIG. 2 is a flowchart illustrating a method for
recognizing face expressions according to an embodiment of
the present disclosure.

[0021] FIG. 3 is a flowchart illustrating that the recogni-
tion device classifies the expression categories into a plu-
rality of expression groups according to the similarities in
accordance with an embodiment of the present disclosure.
[0022] FIG. 4 illustrates a convolutional neural network
according to an embodiment of the present disclosure.
[0023] FIG. 5 is a schematic diagram illustrating a first
recognition model trained by the convolutional neural net-
work according to an embodiment of the present disclosure.
[0024] FIG. 6 is a schematic diagram illustrating a second
recognition model trained by the convolutional neural net-
work according to an embodiment of the present disclosure.
[0025] FIGS. 7A to 7F are tables of experimental data
recognizing face images according to an embodiment of the
disclosure.

[0026] FIG. 8 illustrates an exemplary operating environ-
ment for implementing embodiments of the present disclo-
sure.

DETAILED DESCRIPTION

[0027] Various aspects of the disclosure are described
more fully below with reference to the accompanying draw-
ings. This disclosure may, however, be embodied in many
different forms and should not be construed as limited to any
specific structure or function presented throughout this dis-
closure. Rather, these aspects are provided so that this
disclosure will be thorough and complete, and will fully
convey the scope of the disclosure to those skilled in the art.
Based on the teachings herein one skilled in the art should
appreciate that the scope of the disclosure is intended to
cover any aspect of the disclosure disclosed herein, whether
implemented independently of or combined with any other
aspect of the disclosure. For example, an apparatus may be
implemented or a method may be practiced using number of
the aspects set forth herein. In addition, the scope of the
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disclosure is intended to cover such an apparatus or method
which is practiced using other structure, functionality, or
structure and functionality in addition to or other than the
various aspects of the disclosure set forth herein. It should
be understood that any aspect of the disclosure disclosed
herein may be embodied by one or more elements of a claim.

[0028] The word “exemplary” is used herein to mean
“serving as an example, instance, or illustration.” Any aspect
described herein as “exemplary” is not necessarily to be
construed as preferred or advantageous over other aspects.
Furthermore, like numerals refer to like elements throughout
the several views, and the articles “a” and “the” includes
plural references, unless otherwise specified in the descrip-
tion.

[0029] It should be understood that when an element is
referred to as being “connected” or “coupled” to another
element, it may be directly connected or coupled to the other
element or intervening elements may be present. In contrast,
when an element is referred to as being “directly connected”
or “directly coupled” to another element, there are no
intervening elements present. Other words used to describe
the relationship between elements should be interpreted in a
like fashion. (e.g., “between” versus “directly between”,
“adjacent” versus “directly adjacent™, etc.).

[0030] FIG. 1 shows a schematic diagram of a system 100
for recognizing face expressions according to one embodi-
ment of the present disclosure. The system 100 for recog-
nizing face expressions may include a recognition device
110 and an electronic device 130 connected to the network
120.

[0031] The recognition device 110 may include an input
device 112, wherein the input device 112 is configured to
receive input data from a variety of sources. For example,
the recognition device 110 may receive image data from the
network 120 or receive images transmitted by the electronic
device 130. The recognition device 110 may receive training
images including faces, and may further be trained as a
recognizer configured to recognize a face according to the
training images.

[0032] The recognition device 110 may include a proces-
sor 114, a convolutional neural network (CNN) 116 and a
memory 118 which may store program 1182. In addition, the
images may be stored in the memory 118 or stored in the
convolutional neural network 116. In one embodiment, the
convolutional neural network 116 may be implemented in
the processor 114. In another embodiment, the recognition
device 110 may be used with components, systems, sub-
systems, and/or devices other than those that are depicted
herein.

[0033] The types of recognition device 110 range from
small handheld devices, such as mobile telephones and
handheld computers to large mainframe systems, such as
mainframe computers. Examples of handheld computers
include personal digital assistants (PDAs) and notebooks.
The electronic device 130 can be connected to the recogni-
tion device 110 by using a network 120. The network 120
can include, but is not limited to, one or more local area
networks (LANs), and/or wide area networks (WANSs).

[0034] It should be understood that the recognition device
110 and the electronic device 130 shown in FIG. 1 is an
example of one suitable system 100 architecture recognizing
face expressions. Each of the components shown in FIG. 1
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may be implemented via any type of computing device, such
as the computing device 800 described with reference to
FIG. 8, for example.

[0035] FIG. 2 is a flowchart illustrating a method 200 for
recognizing face expressions according to an embodiment of
the present disclosure. The method can be implemented in
the processor of the recognition device 110 as shown in FIG.
1

[0036] Before the start of the flowchart, the user may first
input a plurality of face images for training to the recogni-
tion device. In step S205, the recognition device recognizes
expression categories of expressions in the plurality of face
images according to a planar recognition model and obtains
recognition results between each expression category and
another expression category, wherein the expression catego-
ries comprise anger, disgust, fear, happiness, sadness, and
surprise. As used herein, the term “planar recognition
model” refers to a model which is trained to directly classify
face images into expression categories.

[0037] Next, in step S210, the recognition device calcu-
lates similarities between each expression category and
another expression category according to the recognition
results, wherein the similarity between a first expression
category and a second expression category is calculated
according to a cross entropy between the first expression
category and the second expression category.

[0038] Specifically, the similarity S(p, q) between an
expression category p and an expression category q may be
expressed as follows:

S(p.g)=H(p,q)+H(q,p)

wherein H(p, q) and H(q, p) are the cross entropies between
the expression category p and the expression category q, and
the cross entropy H(p, q) is expressed as follows:

TP, FP,
7 ]+(0><1n7p"7 ]]

Hp, ) = —[[1 xtnee?
(P @) (( *"7p, ¥ FP,, P, + FP,,

wherein TP, represents the number of expressions in the face
images of the expression category p which are correctly
recognized as the expression category p, and FP,  repre-
sents the number of expressions in the face images of the
expression category p which are incorrectly recognized as
the expression category q. In the embodiment, the larger the
value of the similarity S(p, q), the more similar the expres-
sion category p is to the expression type q.

[0039] In step S215, the recognition device classifies the
expression categories into a plurality of expression groups
according to the similarities. Next, in step S220, the recog-
nition device trains a first recognition model to classify the
expressions in the face images into the expression groups. In
step S225, the recognition device respectively trains a sec-
ond recognition model for each of the expression groups to
classify expressions of the face image in each of the expres-
sion groups into one of the expression categories.

[0040] Therefore, the recognition device can train a first
recognition model and a plurality of second recognition
models through the method 200 in FIG. 2, wherein the
number of second recognition models corresponds to the
number of expression groups. When the recognition device
receives an input image including a face, the recognition
device can recognize the expression category of the expres-
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sion in the input image by using the first recognition model
and the second recognition models.

[0041] The following may explain in detail how the rec-
ognition device classifies the expression categories into a
plurality of expression groups according to the similarities in
step S215. FIG. 3 is a flowchart 300 illustrating that the
recognition device classifies the expression categories into a
plurality of expression groups according to the similarities in
accordance with an embodiment of the present disclosure.

[0042] In step S305, the recognition device merges two of
the expression categories with the highest similarity into an
expression group according to the similarities obtained in
step S210. Next, in step S310, the recognition device deter-
mines whether a sum of the number of unmerged expression
categories and the number of expression groups is less than
a predetermined value (for example, 4). When the recogni-
tion device determines that the sum of the number of
unmerged expression categories and the number of expres-
sion groups is less than the predetermined value (“Yes” in
step S310), the flow is ended.

[0043] When the recognition device determines that the
sum of the number of unmerged expression categories and
the number of expression groups is not less than the prede-
termined value (“No” in step S310), in step S315, the
recognition device obtains the similarities between each
unmerged expression category and each of the expression
groups and the similarities between the expression groups.
The calculation of the similarities between each of the
unmerged expression category and each of the expression
groups and the similarities between the expression groups in
the present embodiment first calculates the cross entropies
between each of the unmerged expression category and each
of'the expression groups and the cross entropies between the
expression groups, and then adds the cross entropies to
obtain the similarities. Next, in step S320, the recognition
device continues to merge two of the unmerged expression
categories with the highest similarity, merge one of the
unmerged expression categories and one of the expression
groups with the highest similarity, or merge two of the
expression groups with the highest similarity into a new
expression group. The steps S310, S315 and S320 are
repeated until the sum is less than the predetermined value.
In another embodiment, the determination condition in step
S310 may also be determining whether the calculated simi-
larities are lower than a predetermined threshold. When each
of the similarities is lower than the predetermined threshold,
the flow is ended. When each of the similarities is not lower
than the predetermined threshold, the iterative operation is
continued.

[0044] In an embodiment, the first recognition model
trained in step S220 and the second recognition models
trained in step S225 by the recognition device are based on
a convolutional neural network (CNN) model.

[0045] It should be noted that, the term “training”, as used
herein, is used to recognize an object used to train a
recognition model. Therefore, a training image refers to an
image used to train the recognition model. Also, the training
image may correspond to a classification of a target image.
[0046] For example, FIG. 4 illustrates a convolutional
neural network 400 according to an embodiment of the
present disclosure.

[0047] As shown in FIG. 4, the convolutional neural
network 400 takes training input 402 (e.g., face images or
face images belonging to an expression group) and through
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a series of applied layers, generates output 412. In particular,
the convolutional neural network 400 utilizes a plurality of
convolution layers 404, a plurality of Re—1Iu layers 406, a
plurality of pooling layers 408, and a plurality of fully
connected layers 410. Utilizing these layers, the convolu-
tional neural network 400 generates the output 412.

[0048] In other words, these layers can generate models
for a variety of computer vision tasks such as image clas-
sification and detection. As shown in FIG. 5, these layers in
the convolutional neural network 500 may help to train a
first recognition model 510 to classify expressions in face
images into a plurality of expression groups (expression
group A, expression group B, . . ., expression group N).
Similarly, as shown in FIG. 6, these layers in the convolu-
tional neural network 600 may also train a second recogni-
tion model for each of the expression groups (expression
group A, expression group B, . . ., expression group N) to
classify expressions of the face images in the respective face
expression group into one of the expression categories. For
example, the second recognition model 610A is trained to
classify each of the expressions of the face images in the
expression group A into one of the expression categories,
that is, each expression is classified into expression category
A,, expression category A, . . ., Or expression category A,,.
Similarly, the second recognition model 610B is trained to
classify each of the expressions of the face images in the
expression group B into one of the expression categories,
that is, each expression is classified into expression category
B,, expression category B,, . . ., or expression category B,,.
[0049] FIGS. 7A to 7F are tables of experimental data
recognizing face images according to an embodiment of the
disclosure, wherein the experimental data is generated by
using 10-fold cross validation based on the collected face
images which are used as training and test data. The number
of collected face images is 19367, the number of face images
used for testing is 1936, and the recognition device sets the
predetermined value as 4 in advance.

[0050] The recognizing device recognizes the expression
categories of the expressions in the face images based on a
planar recognition model and obtains the recognition results
between each expression category and another expression
category, as shown in the table of FIG. 7A. The values in the
table of FIG. 7A are the numbers of the expressions in the
face images of the expression category p recognized as the
expression category q.

[0051] Next, the recognition device may calculate the
cross entropy H(p, q) and H(q, p) between each expression
category and another expression category according to the
recognition results in the table of FIG. 7A, as shown in the
table of FIG. 7B. The recognition device then calculates the
similarity S(p, q) between each expression category and
another expression category according to the table of FIG.
7B. As shown in the table of FIG. 7C, two of the expression
categories with the highest similarity are anger and disgust.
Therefore, the recognition device merges the two expression
categories, anger and disgust, into one expression group.
The table of FIG. 7D shows that the numbers of tested face
images in each of the categories and the face expression
group after the two expression categories, anger and disgust,
are merged into one expression group.

[0052] Since the sum of the numbers of unmerged expres-
sions and the number of expression groups is 6 and the
recognition device determines that the sum is not less than
the predetermined value, 4, the recognition device obtains
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the recognition results between each of the unmerged
expression categories and the expression group according to
the planar recognition model again. Next, the recognition
device calculates the cross entropy H(p, q) and H(q, p)
between each of the unmerged expression categories and the
expression group according to the recognition results as
shown in the table of FIG. 7E. The recognition device then
calculates the similarities S(p, q) between each of the
unmerged expression categories and the expression group
according to the table of FIG. 7E, as shown in the table of
FIG. 7F. Obviously, the expression group including two
categories (anger and disgust) and the expression category
of fear have the highest two similarities. Therefore, the
recognition device may merge the expression group includ-
ing anger and disgust and the expression category of fear
into another face expression group.

[0053] Since the sum of the number of unmerged expres-
sions and the number of expression groups is 5, the recog-
nition device determines that it is not less than the prede-
termined value, 4, the recognition device executes the flow
described above again until the sum is less than the prede-
termined value, 4. The follow-up process is also described
above, so the details will be omitted.

[0054] As described above, the method and device for
recognizing face expressions recognition provided in the
disclosure use the cross entropy to calculate the similarity
between face expressions, and train two different recogni-
tion models to recognize the face images in two phases. The
first recognition model in the first phase groups similar
expression categories to avoid recognition interference
between expression categories with lower similarities. The
second recognition model in the second phase recognizes the
expressions in each expression group to focus on training the
ability to recognize the expressions with high similarities.
[0055] Having described embodiments of the present dis-
closure, an exemplary operating environment in which
embodiments of the present disclosure may be implemented
is described below. Referring to FIG. 8, an exemplary
operating environment for implementing embodiments of
the present disclosure is shown and generally known as a
computing device 800. The computing device 800 is merely
an example of a suitable computing environment and is not
intended to limit the scope of use or functionality of the
disclosure. Neither should the computing device 800 be
interpreted as having any dependency or requirement relat-
ing to any one or combination of components illustrated.
[0056] The disclosure may be realized by means of the
computer code or machine-useable instructions, including
computer-executable instructions such as program modules,
being executed by a computer or other machine, such as a
personal data assistant (PDA) or other handheld device.
Generally, program modules may include routines, pro-
grams, objects, components, data structures, etc., and refer
to code that performs particular tasks or implements par-
ticular abstract data types. The disclosure may be imple-
mented in a variety of system configurations, including
hand-held devices, consumer electronics, general-purpose
computers, more specialty computing devices, etc. The
disclosure may also be implemented in distributed comput-
ing environments where tasks are performed by remote-
processing devices that are linked by a communication
network.

[0057] With reference to FIG. 8, the computing device 800
may include a bus 810 that is directly or indirectly coupled
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to the following devices: one or more memories 812, one or
more processors 814, one or more display components 816,
one or more input/output (I/O) ports 818, one or more
input/output components 820, and an illustrative power
supply 822. The bus 810 may represent one or more kinds
of busses (such as an address bus, data bus, or any combi-
nation thereof). Although the various blocks of FIG. 8 are
shown with lines for the sake of clarity, and in reality, the
boundaries of the various components are not specific. For
example, the display component such as a display device
may be considered an /O component and the processor may
include a memory.

[0058] The computing device 800 typically includes a
variety of computer-readable media. The computer-readable
media can be any available media that can be accessed by
computing device 800 and includes both volatile and non-
volatile media, removable and non-removable media. By
way of example, but not limitation, computer-readable
media may comprise computer storage media and commu-
nication media. The computer storage media may include
volatile and nonvolatile, removable and non-removable
media implemented in any method or technology for storage
of information such as computer-readable instructions, data
structures, program modules or other data. The computer
storage media may include, but not limit to, random access
memory (RAM), read-only memory (ROM), electrically-
erasable programmable read-only memory (EEPROM),
flash memory or other memory technology, compact disc
read-only memory (CD-ROM), digital versatile disks
(DVD) or other optical disk storage, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic
storage devices, or any other medium which can be used to
store the desired information and which can be accessed by
the computing device 800. The computer storage media may
not comprise signal per se.

[0059] The communication media typically embodies
computer-readable instructions, data structures, program
modules or other data in a modulated data signal such as a
carrier wave or other transport mechanism and includes any
information delivery media. The term “modulated data sig-
nal” means a signal that has one or more of its characteristics
set or changed in such a manner as to encode information in
the signal. By way of example, but not limitation, commu-
nication media includes wired media such as a wired net-
work or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media or any
combination thereof.

[0060] The memory 812 may include computer-storage
media in the form of volatile and/or nonvolatile memory.
The memory may be removable, non-removable, or a com-
bination thereof. Exemplary hardware devices include solid-
state memory, hard drives, optical-disc drives, etc. The
computing device 800 includes one or more processors that
read data from various entities such as the memory 812 or
the I/O components 820. The presentation component(s) 816
present data indications to a user or other device. Exemplary
presentation components include a display device, speaker,
printing component, vibrating component, etc.

[0061] The I/O ports 818 allow the computing device 800
to be logically coupled to other devices including the I/O
components 820, some of which may be embedded. Illus-
trative components include a microphone, joystick, game
pad, satellite dish, scanner, printer, wireless device, etc. The
1/0 components 820 may provide a natural user interface
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(NUTI) that processes gestures, voice, or other physiological
inputs generated by a user. For example, inputs may be
transmitted to an appropriate network element for further
processing. A NUI may be implemented to realize speech
recognition, touch and stylus recognition, face recognition,
biometric recognition, gesture recognition both on screen
and adjacent to the screen, air gestures, head and eye
tracking, touch recognition associated with displays on the
computing device 800, or any combination of. The comput-
ing device 800 may be equipped with depth cameras, such
as stereoscopic camera systems, infrared camera systems,
RGB camera systems, any combination of thereof to realize
gesture detection and recognition. Furthermore, the comput-
ing device 800 may be equipped with accelerometers or
gyroscopes that enable detection of motion. The output of
the accelerometers or gyroscopes may be provided to the
display of the computing device 700 to carry out immersive
augmented reality or virtual reality.

[0062] Furthermore, the processor 814 in the computing
device 800 can execute the program code in the memory 812
to perform the above-described actions and steps or other
descriptions herein.

[0063] It should be understood that any specific order or
hierarchy of steps in any disclosed process is an example of
a sample approach. Based upon design preferences, it should
be understood that the specific order or hierarchy of steps in
the processes may be rearranged while remaining within the
scope of the present disclosure. The accompanying method
claims present elements of the various steps in a sample
order, and are not meant to be limited to the specific order
or hierarchy presented.

[0064] Use of ordinal terms such as “first,” “second,”
“third,” etc., in the claims to modify a claim element does
not by itself connote any priority, precedence, or order of
one claim element over another or the temporal order in
which acts of a method are performed, but are used merely
as labels to distinguish one claim element having a certain
name from another element having the same name (but for
use of the ordinal term) to distinguish the claim elements.

[0065] While the disclosure has been described by way of
example and in terms of the preferred embodiments, it
should be understood that the disclosure is not limited to the
disclosed embodiments. On the contrary, it is intended to
cover various modifications and similar arrangements (as
would be apparent to those skilled in the art). Therefore, the
scope of the appended claims should be accorded the
broadest interpretation so as to encompass all such modifi-
cations and similar arrangements.

2 <

What is claimed is:
1. A method for recognizing face expressions, comprising:

recognizing expression categories of expressions in a
plurality of face images and obtaining recognition
results between each expression category and another
expression category;

obtaining similarities between each expression category
and another expression category according to the rec-
ognition results;

classifying the expression categories into a plurality of
expression groups according to the similarities;

training a first recognition model to classify the expres-
sions in the face images into the expression groups; and
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training a second recognition model for each of the
expression groups to classify the face images in each of
the expression groups into one of the expression cat-
egories.

2. The method for recognizing face expressions as
claimed in claim 1, wherein the similarity between a first
expression category and a second expression category is
obtained according to a cross entropy between the first
expression category and the second expression category.

3. The method for recognizing face expressions as
claimed in claim 1, wherein the similarity is expressed as
follows:

S(p.g)=H(p,q)+H(q,p)

wherein S(p, q) is the similarity between an expression
category p and an expression category q, H(p, q) and
H(q, p) are the cross entropies between the expression
category p and the expression category q, and the cross
entropy H(p, q) is expressed as follows:

TP, FP,,
Hp, g =—-|[1xIh——[+|[0X D"
TP, + FPp,, TP, + FP,,

wherein TP, represents the number of expressions in the
face images of the expression category p which are
correctly recognized as the expression category p, and
FP, , represents the number of expressions in the face
images of the expression category p which are incor-
rectly recognized as the expression category q.

4. The method for recognizing face expressions as
claimed in claim 1, wherein the step of classifying the
expression categories into the expression groups according
to the similarities further comprises:

merging two of the expression categories with the highest

similarity into an expression group;

obtaining the similarities between each unmerged expres-

sion category and the expression group; and

merging one of the unmerged expression categories and

the expression group with the highest similarity or
merging two of the unmerged expression categories
with the highest similarity into another expression
group.

5. The method for recognizing face expressions as
claimed in claim 4, wherein the step of classifying the
expression categories into the expression groups according
to the similarities further comprises:

obtaining the similarity between the expression group and

the other expression group; and

merging the expression group and the other expression

group with the highest similarity.

6. The method for recognizing face expressions as
claimed in claim 4, wherein the similarities between each of
the unmerged expression categories and the expression
group is obtained according to the cross entropies between
each of the unmerged expression categories and the expres-
sion group.

7. The method for recognizing face expressions as
claimed in claim 4, further comprising:

receiving an input image including a face; and

recognizing an expression category of an expression in

the input image by using the first recognition model and
the second recognition model.
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8. The method for recognizing face expressions as
claimed in claim 1, wherein the expression categories com-
prise anger, disgust, fear, happiness, sadness, and surprise.

9. The method for recognizing face expressions as
claimed in claim 1, wherein the first recognition model and
the second recognition model are based on a convolutional
neural network (CNN) model.

10. A device for recognizing face expressions, compris-
ing:

one or more processors; and

one or more computer storage media for storing one or

more computer-readable instructions, wherein the pro-

cessor is configured to drive the computer storage

media to execute the following tasks:

recognizing expression categories of expressions in a
plurality of face images and obtaining recognition
results between each expression category and
another expression category;

obtaining similarities between each expression cat-
egory and another expression category according to
the recognition results;

classifying the expression categories into a plurality of
expression groups according to the similarities;

training a first recognition model to classify the expres-
sions in the face images into the expression groups;
and

training a second recognition model for each of the
expression groups to classify the face images in each
of the expression groups into one of the expression
categories.

11. The device for recognizing face expressions as
claimed in claim 10, wherein the similarity between a first
expression category and a second expression category is
obtained according to a cross entropy between the first
expression category and the second expression category.

12. The device for recognizing face expressions as
claimed in claim 10, wherein the similarity is expressed as
follows:

S(p.q)=H(p,q)+H(q.p)

wherein S(p, q) is the similarity between an expression
category p and an expression category q, H(p, q) and
H(q, p) are the cross entropies between the expression
category p and the expression category q, and the cross
entropy H(p, q) is expressed as follows:

TP, FP,,
H(p,g)=—||1xIn +|0xIn .
TP, + FP,, TP, + FPyg,

wherein TP, represents the number of expressions in the
face images of the expression category p which are
correctly recognized as the expression category p, and
FP, , represents the number of expressions in the face
images of the expression category p which are incor-
rectly recognized as the expression category q.

13. The device for recognizing face expressions as
claimed in claim 10, wherein the processor classifying the
expression categories into the expression groups according
to the similarities further execute the following tasks:

merging two of the expression categories with the highest

similarity into an expression group;

obtaining the similarities between each unmerged expres-

sion category and the expression group; and
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merging one of the unmerged expression categories and
the expression group with the highest similarity or
merging two of the unmerged expression categories
with the highest similarity into another expression
group.

14. The device for recognizing face expressions as
claimed in claim 13, wherein the processor classifying the
expression categories into the expression groups according
to the similarities further executes the following tasks:

obtaining the similarity between the expression group and

the other expression group; and

merging the expression group and the other expression

group with the highest similarity.

15. The device for recognizing face expressions as
claimed in claim 13, wherein the similarities between each
of the unmerged expression categories and the expression
group is obtained according to the cross entropies between
each of the unmerged expression categories and the expres-
sion group.
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16. The device for recognizing face expressions as
claimed in claim 13, the processor further execute the
following tasks:

receiving an input image including a face; and

recognizing an expression category of an expression in
the input image by using the first recognition model and
the second recognition model.

17. The device for recognizing face expressions as
claimed in claim 10, wherein the expression categories
comprise anger, disgust, fear, happiness, sadness, and sur-
prise.

18. The device for recognizing face expressions as
claimed in claim 10, wherein the first recognition model and

the second recognition model are based on a convolutional
neural network (CNN) model.
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