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METHODS OF PROVIDING ACCESS TO AO 
DEVICES 

0001. The present application is a continuation of U.S. 
patent application Ser. No. 14/603,934, filed Jan. 23, 2015 
(now U.S. Pat. No. 9.298,374), which is a continuation of 
U.S. patent application Ser. No. 14/024,126, filed Sep. 11, 
2013 (now U.S. Pat. No. 8,966,135), which is a continuation 
of U.S. patent application Ser. No. 12/481,312, filed Jun. 9. 
2009 (now U.S. Pat. No. 8,560,742), which claims priority 
under 35 U.S.C. S 119(a) to British Patent Application No. 
0810581.9, filed Jun. 10, 2008, and which claims the benefit 
under 35 U.S.C. S 119(e) of U.S. Provisional Application No. 
61/060.238, filed Jun. 10, 2008, each of which is hereby 
expressly incorporated by reference in its entirety. 
0002 The present invention relates to a method and appa 
ratus for providing computers with access to resources pro 
vided by one or more physical devices, such as storage 
devices. 
0003. It is often necessary to send data between devices in 
a computer system, for example it is often necessary to con 
nect a processing device to a plurality of input and output 
devices. Appropriate data communication is achieved by con 
necting the devices in Such away as to allow them to send data 
packets to each other over a physical link, which may be a 
wired link or a wireless link. 
0004. It is known in the art to use a switch to route data 
packets from an output of one device to inputs of one or more 
other devices. Such a Switch comprises one or more input 
ports arranged to allow the data packets to be received by the 
Switch, and a plurality of output ports arranged to allow the 
data to be transmitted from the Switch. 
0005. Many conventional computer systems do not share 
input/output (I/O) devices. That is, each computer has its own 
dedicated I/O devices. It is, however, advantageous to allow 
the sharing of I/O devices such that a plurality of computers 
can access one or more shared I/O devices. This allows an I/O 
device to appear to a computer system to be dedicated (i.e. 
local) to that computer system, while in reality it is shared 
between a plurality of computers. Sharing of I/O devices can 
lead to better resource utilisation, Scalability, ease of upgrade, 
and improved reliability. 
0006 Sharing of I/O devices can be implemented using 
what is known as I/O virtualization. I/O Virtualization allows 
resources (e.g. memory) associated with a particular physical 
device to be shared by a plurality of computers. One advan 
tage of I/O virtualization is that it allows an I/O device to 
appear to function as multiple devices, each of the multiple 
devices being associated with a particular computer. 
0007. One application of I/O virtualization allows I/O 
devices on a single computer to be shared by multiple oper 
ating systems running concurrently on that computer. 
Another application of I/O virtualization, known as multi 
root I/O virtualization, allows multiple independent comput 
ers to share a set of I/O devices. Such computers may be 
connected together by way of a computer network. 
0008. One particular application of I/O virtualization 
which creates particular challenges is the sharing of storage 
devices such as hard disk drives. 
0009. One common protocol for communicating with 
storage devices is the Small Computer Systems Interface 
(SCSI) protocol. In a system based upon the SCSI protocol, 
groups of physical storage devices (or groups of parts of 
physical storage devices) are grouped together to provide 
logical storage units, each of which is allocated a Logical Unit 
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Number (LUN). Each logical storage unit is an addressable 
block of storage created from one or more disks. Having 
defined logical storage units and allocated LUNs to those 
units, the LUNs can be used in commands defined using the 
SCSI command protocol to identify a logical storage unit. A 
SCSI device (such as a hostbus adapter) is arranged to receive 
a command specifying a LUN and to determine which part of 
which disk should be accessed in response to the received 
command. 
0010. It is known in the art to partition a particular storage 
device into a plurality of partitions and to allocate different 
partitions to different computers. Where the SCSI protocol is 
used, the use of logical storage units is known in providing 
shared access to storage resources. More specifically, particu 
lar computers are provided with access to one or more logical 
storage units which are identified using LUNs. Processing is 
then carried out to ensure that a computer accessing a par 
ticular logical storage unit has been allocated access to that 
logical storage unit, so as to ensure that computers are only 
able to access logical storage units to which they have been 
granted access. 
0011 While the use of logical storage units and their allo 
cation to different computers as described above allows par 
ticular storage to be shared between the different computers, 
the systems described above typically rely upon the SCSI 
device receiving commands specifying LUNs to ensure that 
the device from which a command has originated has been 
given access to the relevant logical storage unit. 
0012. Furthermore, it is often the case that a computer will 
need to be allocated a contiguous range of LUNs starting from 
a LUN of 0. It can be seen a contiguous range of LUNs 
starting at 0 can only be provided for each computer in a 
shared environment of the type described above, if LUNs 
used by each computer are mapped to global LUNs which are 
used by the SCSI device. The necessary translation is often 
carried out by the SCSI device managing access to the storage 
devices. 
0013 While providing functionality of the type described 
above within a SCSI device allows storage to be shared, it is 
disadvantageous in that the SCSI device must be configured 
to carry out the required processing. That is, a SCSI device 
which is not configured to carry out the required processing 
can not be used where different logical storage units are to be 
allocated to different computers. 
0014 Where a SCSI device is not configured to support 
sharing, an alternative solution is to provide translation 
between LUNs specific to a particular computer and global 
LUNs in software running on each of the computers. The use 
of Such software is however disadvantageous in that it 
requires special Software to be installed on each computer, 
and further requires processing to be carried out to ensure that 
a particular global LUN is only allocated to a particular com 
puter. 
0015 Thus, while various solutions have been proposed to 
allow the sharing of storage devices, each of these solutions 
has its own drawbacks and disadvantages. 
0016. It is an object of an embodiment of the present 
invention to obviate or mitigate one or more of the disadvan 
tages set out above. 
0017. According to a first aspect of the present invention, 
there is provided, a method of providing one or more com 
puting devices with access to a plurality of resources. The 
plurality of resources are provided by at least one physical 
device. The method comprises, at a first control element: 
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0018 receiving a data packet transmitted by one of said 
one or more computing devices; 
0019 determining whether said data packet comprises a 
command including a first logical identifier identifying one of 
said resources; and 
0020 if it is determined that said data packet comprises a 
command including a first logical identifier: obtaining a sec 
ond logical identifier, the second logical identifier being asso 
ciated with said first logical identifier and identifying said one 
of said resources; and 
0021 transmitting a request including said second logical 
identifier to a second control element, the second control 
element being arranged to identify a physical device associ 
ated with said second logical identifier and to forward said 
request to the identified physical device. 
0022 Aspects of the invention therefore allow one or more 
computing devices to access resources provided by at least 
one physical device. The at least one physical device may be 
managed by the second control element, which may take the 
form of a hostbus adapter. While the second control element 
may associate second logical identifiers with the resources, it 
can be seen that the first control element allows the or each 
computing device to associate first logical identifiers with the 
resources, the first logical identifiers being different from said 
second logical identifiers. 
0023 The first control element can provide various other 
functionality. In particular, it can be seen that the first control 
element is adapted to determine whether the data packet 
comprises a command including a first logical identifier iden 
tifying one of said resources. Processing of the data packet 
can be carried out in dependence upon this determination. 
That is, only if it is determined that the data packet comprises 
a command including a first logical identifier is a second 
logical identifier obtained. This greatly improves the versa 
tility and applicability of the first control element, in that the 
first control element is not restricted to only carrying out 
operations involving conversions between first and second 
logical identifiers, but can additionally be arranged to carry 
out other processing on data packets which are received 
which do not comprise commands including a first logical 
identifier. 

0024. The first control element may store data received 
from said at least one computing device. Such data can then 
be provided to a physical device in response to requests from 
said physical device. That is, the first control element may 
effectively act as a proxy in handling requests made by physi 
cal devices. Requests made by physical devices to a particular 
computing device can be redirected to the first control ele 
ment by a switching device and responded to by the first 
control element. 
0025. Some aspects of the invention have particular appli 
cability where the resources are storage resources, in particu 
lar logical storage units. Here the physical devices may take 
the form of a plurality of non-volatile storage devices (e.g. 
disks). The second control element may be arranged to define 
a relationship between the logical storage units and the non 
Volatile storage devices, and to allocate second logical iden 
tifiers to each of the logical storage units. 
0026. The first control element may be in communication 
with a switching device. The switching device may be 
arranged to determine whether the data packet satisfies a 
predetermined criterion, and to forward the data packet to the 
first control element if it is determined that the data packet 
satisfies the predetermined criterion. Data packets may be 
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forwarded to the first control element by the switching device 
regardless of how Such data packets are addressed. That is, the 
Switching device may redirect data packets satisfying said 
predetermined criterion to said first control element regard 
less of an address specified by a data packet. For example, 
data packets associated with particular types of transactions 
defined in a particular protocol may be directed to the first 
control element, while data packets associated with other 
types of transactions defined in the particular protocol may 
not be directed to the first control element as addressed. For 
example, if it is determined that the data packet does not 
satisfy the predetermined criterion, the data packet may be 
forwarded from said switching device to one of the physical 
devices, possibly via an intermediate device Such as the sec 
ond control element. 
0027. Where it is determined that the data packet com 
prises a command including a first logical identifier, the 
method may further comprise validating the first logical iden 
tifier with reference to the computing device that transmitted 
the data packet. The second logical identifier may be obtained 
only if the first logical identifier is determined to be valid. 
0028. The method may further comprise receiving data 
indicating a second logical identifier for each resource pro 
vided by said at least one physical device. Such data may be 
received from the second control element. Such data may be 
received in response to a request made to the second control 
element by the first control element. 
0029 Data indicating relationships between said second 
logical identifiers and first logical identifiers associated with 
the or each computing device may be received. For example, 
the first control element may be in communication with a 
computing device running software arranged to define rela 
tionships between said first logical identifiers and said second 
logical identifiers. Data defining relationships between said 
second logical identifiers and first logical identifiers associ 
ated with the or each computing devices may be stored at the 
first control element. 
0030 A plurality of computing devices may be provided 
with access to the plurality of resources and the first control 
element may receive respective data packets from each of the 
plurality of computing devices. 
0031. Obtaining a second logical identifier associated 
with said first logical identifier may be based upon an identity 
of a computing device from which a respective data packet is 
received. 
0032. The method may further comprise storing data 
defining a plurality of relationships between at least one first 
logical identifier and a plurality of second logical identifiers, 
wherein each of said plurality of relationships is associated 
with a respective computing device. 
0033. The data packets may be PCI data packets. 
0034 Commands including the first logical identifier may 
take any suitable form and can be SCSI commands, SAS 
commands or SATA commands. 
0035. The logical identifiers can similarly take any conve 
nient form. For example the logical identifiers can take the 
form of Logical Unit Numbers (LUNs) as defined in the SCSI 
protocol. 
0036. It will be appreciated that aspects of the present 
invention can be implemented in any convenient way includ 
ing by way of suitable hardware and/or software. For 
example, a Switching device arranged to implement the 
invention may be created using appropriate hardware com 
ponents. Alternatively, a programmable device may be pro 
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grammed to implement embodiments of the invention. The 
invention therefore also provides suitable computer programs 
for implementing aspects of the invention. Such computer 
programs can be carried on Suitable carrier media including 
tangible carrier media (e.g. hard disks, CD ROMs and so on) 
and intangible carrier media Such as communications signals. 
0037 Embodiments of the present invention will now be 
described, by way of example, with reference to the accom 
panying drawings in which: 
0038 FIG. 1 is a schematic illustration of two servers 
connected to three input/output (I/O) devices by way of a 
switch; 
0039 FIG. 2 is a schematic illustration showing the 
arrangement of FIG. 1 modified to provide a virtualization 
proxy controller (VPC); 
0040 FIG. 3 is a schematic illustration showing how data 
packets are transferred between a server, an I/O device and the 
VPC in the arrangement of FIG. 2; 
0041 FIG. 4 is flowchart showing processing carried out 

to initialize the virtualization proxy controller of FIGS. 2 and 
3: 
0042 FIG. 5 is a schematic illustration of an arrangement 
in which four servers are provided with access to twenty-two 
logical storage units; 
0043 FIG. 6 is a mapping table stored by the virtualization 
proxy controller of FIG. 5 and used in the mapping of iden 
tifiers associated with logical storage units in the arrangement 
of FIG. 5; 
0044 FIG. 7 is a flowchart showing processing carried out 
using the table of FIG. 6; 
0045 FIG. 8 is a schematic illustration showing the 
arrangement of FIG. 2 modified for use with Fibre Channel 
storage; and 
0046 FIG.9 is a flowchart showing processing carried out 

to initialize the virtualisation proxy controller of FIG. 8. 
0047 Referring first to FIG. 1, two servers 1, 2 are con 
nected to three input/output (I/O) devices 3, 4, 5 by way of a 
switch 6. The switch 6 is arranged to direct data packets 
between the servers 1, 2 and the I/O devices 3, 4, 5. The I/O 
devices 4, 5 can take any suitable form and may be, for 
example, network interface cards or graphics rendering 
devices. In the described embodiment the Switch 6 is a PCI 
Express switch and the I/O devices and servers communicate 
with one another by exchanging PCI Express data packets. 
0048. The I/O device 3 is a storage device which operates 
using the Small Computer Systems Interface (SCSI) proto 
col. The I/O device 3 comprises a hostbus adapter (HBA) 7. 
which controls access to six disks. It can be seen that two 
disks 8.9 makeup a first logical storage unit 10, while a single 
disk 11 makes up a second logical storage unit 12. Three disks 
13, 14, 15 make up a third logical storage unit 16. Each of 
logical storage units 10, 12, 16 is allocated a Logical Unit 
Number (LUN) by the hostbus adapter 7, and these allocated 
LUNs act as identifiers. The logical storage unit 10 has a LUN 
of 0, the logical storage unit 12 has a LUN of 1 and the 
logical storage unit 16 has a LUN of 2. 
0049. The I/O device 3 may take any appropriate form, for 
example, the disks may be locally installed disks or may be 
disks in a blade server associated with the switch 6. Alterna 
tively, the disks may be externally connected. Indeed, the 
disks of the storage device 3 need not necessarily be physi 
cally co-located. 
0050 Although the host bus adapter 7 is shown and 
described as part of the I/O device 3 for convenience, it should 
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be noted that the hostbus adapter 7 may be physically located 
with the switch 6, and maybe logically considered to be 
associated with the switch 6. 
0051. The hostbus adapter 7 is further configured to allo 
cate particular logical storage units to a particular one of the 
servers 1, 2. That is, different logical storage units provided 
by the storage device 3 are allocated to different ones of the 
servers 1, 2. For example, the server 1 may be provided with 
access to the logical storage unit 10, while the server 2 may be 
provided with access to the two logical storage units 12, 16. 
Given that the server 2 is such as to require that storage 
devices are allocated LUNs starting from a LUN value of 0 
(given constraints imposed by the operating system running 
on the server 2), the hostbus adapter 7 is further configured to 
carry out mapping operations, such that commands received 
from the server 2 indicating a LUN value of 0 are directed to 
the logical storage unit 12 having a LUN value of 1 as 
allocated by the hostbus adapter 7, and such that commands 
received from the server 2 having a LUN value of 1 are 
directed to the logical storage unit 16 having a LUN value of 
2 as allocated by the hostbus adapter 7. That is, the hostbus 
adapter 7 is arranged to carry out mapping operations 
between LUN values used by the hostbus adapter 7 to identify 
logical storage units, and LUN values used by the server 2. 
0.052 The host bus adapter 7 is further configured to 
ensure that accesses to a particular logical storage unit are 
made from a server having authorized access to that particular 
logical storage unit. 
0053. The arrangement shown in FIG. 1 allows the servers 
1, 2, to share the storage device 3, and more particularly to 
allow different logical storage units of the storage device 3 to 
be allocated to different servers. It can however be seen that 
such sharing is enabled by the hostbus adapter 7. That is, the 
hostbus adapter 7 must be configured to Support sharing of 
the storage device 3 by the servers 1, 2. 
0054 Referring to FIG. 2, it can again be seen that the 
servers 1, 2 are connected to three I/O devices 3, 4, 5 by way 
of a switch 6. However, in the arrangement of FIG. 2, it can be 
seen that the storage device 3 is provided with a host bus 
adapter (HBA) 7a. While the hostbus adapter 7a is arranged 
to configure the disks 8, 9, 11, 13, 14, 15 into the logical 
storage units 10, 12, 16, and to appropriately allocate LUNs to 
the logical storage units, the hostbus adapter 7a is not con 
figured to Support sharing of the storage device 3 by the 
servers 1, 2. 
0055. It can be seen that the arrangement of FIG. 2 further 
comprises a virtualization proxy controller (VPC) 17. The 
virtualization proxy controller 17 appears to the servers 1, 2 
as another I/O device. The virtualization proxy controller 17 
is arranged to provide various functionality which allows the 
I/O devices 3, 4, 5 to be effectively shared by the servers 1, 2. 
The virtualization proxy controller 17 is in communication 
with a micro controller 18 which in turn communicates with 
a management server 19, operation of which is described 
below. 
0056. As indicated above, the switch 6 is generally 
arranged to allow data packets to pass between the servers 1, 
2 and the I/O devices 3, 4, 5. Switching is generally based 
upon an address included within a data packet processed by 
the switch. Referring to FIG. 3, the switch 6 is again shown, 
as are the server 1, the I/O device 3 and the virtualization 
proxy controller 17. A path 20 shows the route taken by data 
packets which are passed between the server 1 and the I/O 
device 3. In order to allow sharing of the storage device 3. 
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Some data packets passing between the server 1 and the I/O 
device 3 are intercepted by the switch 6 and directed to the 
virtualization proxy controller 17 as indicated by a path 21. 
The virtualization proxy controller 17 also transmits data 
packets to the I/O device 3 along a path 22. 
0057 For example, in a preferred embodiment of the 
invention, data packets passed between the I/O device 3 and 
the server 1 are defined with reference to the PCI Express 
protocol. PCI Express data packets can, for present purposes, 
be considered to be part of either a control transaction or a 
data transaction. A transaction may involve a single data 
packet being passed from the I/O device 3 to the server 1 or 
Vice versa. Alternatively, a transaction may comprise two 
phases, such that a data packet is sent from the I/O device 3 to 
the server 1 in a first phase, and a reply is sent from the server 
1 to the I/O device 3 in a second phase. It will be appreciated 
that the directions of the first and second phases will vary 
depending upon the exact nature of the transaction. Data 
packets associated with control transactions are routed by the 
switch 6 to the virtualization proxy controller 17 (i.e. are 
routed along the paths 21, 22. Data packets associated with 
data transactions are routed directly between the I/O device 3 
and the server 1 (i.e. are routed along the path 20). 
0058 Transactions using the PCI Express protocol can 
generally be classified into one of five classes: 

0059 
0060 2. Status read commands sent by a server relating 
to resources of an I/O device; 

0061 3. I/O device commands reading command 
descriptors in server memory; 

0062 4. I/O device commands writing status descrip 
tors in server memory; and 

0063 5. I/O device commands reading/writing data 
buffers in server memory 

0.064 Transactions classified in classes 1 to 4 of the above 
list are considered to be control transactions, and data packets 
of such transactions are redirected to the virtualization proxy 
controller 17 as indicated above. Transactions classified in 
class 5 are considered to be data transactions and data packets 
of such transactions are not redirected to the virtualization 
proxy controller 30. It can be noted that data transactions 
make up the vast majority (approximately 90%) of transac 
tions between servers and I/O devices. 

0065. It can therefore be appreciated that the switch 6 is 
configured to monitor the type of transaction with which a 
particular data packet is associated, and to forward the par 
ticular data packet to the virtualization proxy controller 17 if 
it is associated with a predetermined class of transactions so 
that the virtualization proxy controller 17 can process the data 
packet to allow sharing of the I/O devices by the servers. This 
processing means that all data packets associated with par 
ticular types of transactions are redirected to the virtualiza 
tion proxy controller regardless of a destination specified 
within the data packets. 
0066. The virtualization proxy controller 17 is arranged to 
provide various functionality to allow the sharing of I/O 
devices connected to the switch 6. In particular the virtual 
ization proxy controller 17 can ensure that a particular server 
only accesses a particular logical storage unit of the storage 
device 3 to which it has been allocated, and can also allow the 
servers 1, 2 to refer to a particular logical storage unit using a 
LUN different to that used by the I/O device 3. This can be 

1. Commands sent from a server to an I/O device; 
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achieved regardless of whether the hostbus adapter 7a pro 
vided by the I/O device 3 is arranged to support sharing of the 
I/O device between servers. 

0067. Before describing operation of the virtualization 
proxy controller 17 in allowing sharing of the storage device 
3, initialization of the arrangement shown in FIG. 2 is 
described with reference to FIG. 4, particularly with refer 
ence to initialization carried out to allow the virtualization 
proxy controller 17 to support sharing of the storage device 3. 
0068 First, at step S1 all accesses by the servers 1, 2 to the 
I/O devices 3, 4, 5 are blocked. Various methods are known in 
the art for blocking the accesses of servers to I/O devices 
through a Switch, and these include techniques described in 
the Intelligent Platform Management Interface Specification 
v2.0 (Intel Corporation) and power strip control. Both 
example methods allow control over when the servers 1, 2 are 
powered, such that it can be ensured that the servers are not 
powered until after the switch 6 is configured. At step S2 the 
switch fabric is initialized. This initialization involves con 
figuring the port table, the VS Bridge Table and the VS Table, 
as specified in the Multi-Root I/O Virtualization and Sharing 
Specification, version 0.9, as specified by the PCI Special 
Interest Group. 
0069. The switch 6 then proceeds at step S3 to enumerate 
the connected devices, before the connected I/O devices 3, 4, 
5 are initialized at step S4. The initialization of the I/O devices 
3, 4, 5 will be device specific. 
(0070. At step S5, the virtualization proxy controller 17 
issues a Report LUN command defined using the SCSI 
protocol to all hostbus adapters of connected SCSI devices. 
In this case, given that the only connected SCSI device is the 
storage device 3, the Report LUN command is forwarded to 
the hostbus adapter 7a of the storage device 3. The hostbus 
adapter 7a provides a response to the Report LUN command 
which is received by the virtualization proxy controller at step 
S6, and the response comprises details of the logical storage 
units defined by the hostbus adapter 7a and their associated 
LUNs. That is, in the case of the arrangement shown in FIG. 
2, the hostbus adapter 7a indicates that three logical storage 
units 10, 12, 16 are managed by the hostbus adapter 7a and 
that these logical storage units have respective LUNs of 0. 
1 and 2. 

0071. It was described above that the virtualization proxy 
controller 17 has an associated microcontroller 18 which is in 
communication with a management server 19. The microcon 
troller 18 is arranged to configure the virtualization proxy 
controller 17 based upon input received from the manage 
ment server 19. More specifically, when the response to the 
Report LUN command is received at step S6, an adminis 
trator is able to view details of the logical storage units asso 
ciated with the storage device 3 using the management server 
19 and to allocate the logical storage units associated with the 
storage device 3 to the servers 1, 2 as is appropriate at step S7. 
At step S8 a LUN mapping table is established which indi 
cates which logical storage units are allocated to which of the 
servers 1, 2 and further indicates mappings between the 
LUNs used by the hostbus adapter 7a, and the LUNs used by 
each of the servers 1, 2. 
0072 More specifically, in the arrangement shown in FIG. 
2, the response to the Report LUN command identifies 
LUNs 0, 1 and 2. If the logical storage units associated 
with the LUNs 1 and 2 are allocated to the server 1 at step 
S7 and the logical storage unit associated with the LUN 0 is 
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allocated to the server 2 at step S7, the virtualization proxy 
controller can then establish a mapping table of the following 
form at step S8: 

TABLE 1. 

HBALUN SERVER 1 LUN SERVER 2 LUN 

O O 
1 O 
2 1 

0073. This table indicates that references by the Server 1 to 
LUN 0 should be mapped to references to LUN 1 used by the 
host bus adapter 7a. Similarly, references by the server 1 to 
the LUN 1 should be mapped to references to the LUN 2 used 
by the hostbus adapter 7a. References by the server 2 to the 
LUN 0 are mapped to references to the LUN 0 used by the 
hostbus adapter 7a. 
0074 FIG. 5 shows an arrangement in which four servers 
H0, H1, H2,H3 are provided with access to a storage device 
25 through a switch 26. It will be appreciated that other 
devices may be connected to the switch 26, but these are not 
shown in FIG.5 for the sake of clarity. The storage device 25 
provides twenty-two logical storage units, denoted in FIG. 5 
by their respective LUN in the range 0 to 21. The storage 
device 25 also comprises a host bus adapter 27 which is 
arranged to configure disk storage of the storage device 25 so 
as to provide the twenty-two logical storage units. The disk 
storage of the storage device 25 is not shown in FIG. 5 for the 
sake of clarity, but it will be appreciated that the twenty-two 
logical storage units may be provided by any number of 
individual disks. 

0075 FIG.5 further shows that the switch 26 is connected 
to a virtualization proxy controller 28 having the general form 
described above. 
0076 FIG. 6 shows a LUN mapping table for use by the 
virtualization proxy controller 28 in the arrangement of FIG. 
5. A column 30 indicates an index for each row of the table. 
Four pairs of columns 31, 32, 33, 34 respectively store data 
relating to a particular one of the servers H0, H1, H2,H3. A 
column 35 indicates a server LUN. The column 35 (and 
indeed the table) will include as many entries as the maximum 
number of LUNs which are used by a single server. In the 
present example it can be seen that the maximum number of 
LUNs allocated to a single server is eight (allocated to the 
server HO), and consequently the mapping table comprises 
eight rows. 
0077. When a LUN is provided by one of the servers H0, 
H1, H2, H3, the provided LUN is used to locate the appro 
priate row of the table by performing a lookup operation using 
the column 35. One of the pairs of columns 31, 32, 33, 34 is 
then identified using the identifier of the server providing the 
LUN. The identified row of the first column of the identified 
pair of columns provides a LUN which can be provided to the 
hostbus adapter 27 of the storage device 25. It can be seen that 
the second column of each pair of columns is a Valid Flag 
indicating whether the provided LUN is valid for the particu 
lar one of the servers H0, H1, H2,H3. For example, given that 
only four LUNs are associated with the server H2, the only 
valid LUNs which can be provided by the server H2 are 0, 1, 
2,3. If the server H2 provides a LUN of, for example, 6, it can 
be seen that the identified row of the table includes a value of 
0 in the relevant Valid Flag column, indicating that the 
server H2 cannot validly provide a LUN of 6. 
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0078. Operation of the virtualization proxy controller as 
outlined above is now described in further detail with refer 
ence to FIG. 7, and with reference to the arrangement of FIG. 
5 and the mapping table of FIG. 6. 
(0079. One of the servers H0, H1, H2, H3 makes a request 
to access the storage device 25. This request takes the form of 
PCI Express encapsulated SCSI command, given that the 
switch 26 to which the storage device 25 and the servers H0. 
H1, H2, H3 are connected is a PCI Express switch. At step 
S10 the PCI Express encapsulated SCSI command is received 
by the switch. At step S11 the switch determines that the 
received data packet is a command to an I/O device and 
forwards the data packet to the virtualization proxy controller 
28, given that, as described above, command data packets are 
forwarded to the virtualization proxy controller 28. At step 
S12 the virtualization proxy controller 28 decodes the com 
mand included in the data packet and determines whether the 
command is a SCSI command. If the command is not a SCSI 
command processing passes to step S14 where the virtualiza 
tion proxy controller 28 processes the received command. 
Such processing can take any Suitable form and may involve, 
for example, the virtualization proxy controller 28 storing 
data provided within the received data packet in storage asso 
ciated with the virtualization proxy controller 28 so as to be 
available for use in responding to requests received at the 
virtualization proxy controller from I/O devices, or alterna 
tively may involve the virtualization proxy controller 28 gen 
erating a response which is sent to the relevant server. 
0080. If it is determined at step S13 that the received data 
packet contains a SCSI command, processing passes from 
step S13 to step S15. Here the virtualization proxy controller 
decodes the command descriptor block (CDB) of the SCSI 
command. The first byte of the command descriptor block is 
an opcode indicating an operation represented by the SCSI 
command. 

I0081. It was described above that the virtualization proxy 
controller sends Report LUN commands to storage devices 
to obtain details of provided logical storage units. Servers 
similarly make Report LUN commands so as to obtain 
details of the logical storage units to which they have access. 
Given that LUNs used by servers differ from LUNs allocated 
by a storage device, a Report LUN command issued by a 
server is responded to by the virtualization proxy controller. 
I0082. As such, having decoded the command descriptor 
block of the SCSI command at step S15, processing passes to 
step S16 where a check is made to determine whether the 
received SCSI command is a Report LUN command. If this 
is the case, a response to the Report LUN command is 
generated at step S17 and provided to the server which issued 
the Report LUN command at step S18. 
I0083. If the check of step S16 indicates that the SCSI 
command is not a Report LUN command, processing passes 
to step S19. Here, the virtualization proxy controller accesses 
the LUN mapping table shown in FIG. 6. The correct entry of 
the table is identified, and it is determined whether the pro 
vided LUN is valid given the server from which it was 
received using the appropriate Valid Flag column. If the 
provided LUN is not valid, processing ends at step S21. 
I0084. If the provided LUN is valid, processing passes 
from step S20 to step S22 where the virtualization proxy 
controller 28 obtains the appropriate LUN to be provided to 
the hostbus adapter 27, and modifies the SCSI command so 
as to include that appropriate LUN. The modified SCSI com 
mand is then provided to the Switch 26, again encapsulated 
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within a PCI Express data packet. The switch 26 forwards the 
PCI express data packet including the encapsulated SCSI 
command to the I/O device 25 at step S23. 
0085. The preceding description has indicated that 
Report LUNSCSI commands are identified at steps S16 and 
processed in a particular way. It will be appreciated that in 
some embodiments, other SCSI commands are also identified 
by processing carried out by the virtualization proxy control 
ler so as to allow Such commands to be processed in a par 
ticular way. 
I0086. The preceding description has been concerned with 
sharing a storage device using the SCSI protocol. It will 
however be appreciated that the techniques described above 
could also be applied using any suitable protocol. Examples 
of suitable protocols include the Serial Attached SCSI (SAS) 
and Serial Advanced Technology Attachment (SATA) proto 
cols. It should be noted that where the SAS protocol is used, 
commands may be enclosed within direct SAS data packets. 
In Such a case, the virtualization proxy controller may be 
arranged to decode SAS data packets in accordance with the 
SAS protocol. 
I0087 SCSI commands may be embedded within PCI 
Express data packets using a proprietary message format. In 
Such a case the virtualization proxy controller may be adapted 
to decode the proprietary message format to access LUN 
information. 
0088. Further, the method described in the preceding 
description could be used to provide disk virtualization in a 
Fibre Channel environment by mapping Port identifiers in a 
similar manner to the mapping of LUNs described in the 
preceding description, as is now explained. 
0089. It is known to connect storage devices to servers 
over a Fibre Channel network. In general, each node (such as 
a server, or a hostbus adapter) in a Fibre Channel network has 
a unique identifier known as a World Wide Node Name 
(WWNN). Each physical port of a node, known as an N. Port, 
has a physical port identifier, known as a World Wide Port 
Name (WWPN) which is unique to that node. Through com 
bination of the WWNN and the WWPN, each N port in a 
Fibre Channel network can be uniquely addressed. 
0090. It is also known for Fibre Channel switches to use a 
mechanism referred to as Zoning to control access to storage 
resources. Typically, each N Port is assigned to one or more 
groups (or Zones) by the Fibre Channel switch. The switch 
may then control access to particular storage resources based 
on those groups. For example, certain groups may be autho 
rized to access certain storage resources, while other groups 
are only authorized to access other storage resources. Where 
access to a particular storage resource is only permitted for a 
particular group, only those nodes with an N. Port belonging 
to that group will be able to access that storage resource. 
0091. It is further known for Fibre Channel switches to use 
the N port Identifier virtualization (NPIV) facility, as speci 
fied in a part of the Fibre Channel standard (standard T11/02 
338v 1, as published by the T11 committee of the InterNa 
tional Committee for Information Technology Standards 
(INCITS), http://www.t11.org/ftp/t11/pub/fc/da/02-338v1. 
pdf), and supported by industry standard Fibre Channel host 
bus adapters. The NPIV facility allows a single physical 
N. Port to be allocated multiple virtual N. Port identifiers. 
Generally, the NPIV facility is used to provide multiple vir 
tual machines on a single server with access to the same 
physical N. Port. Each virtual machine on a server can be 
allocated its own virtual N. Port, referenced by a virtual port 
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offset (also known as a virtual port index). As such, each 
virtual machine has its own virtual port offset. Data packets 
originating from a particular virtual machine specify the Vir 
tual port offset assigned to that virtual machine. Upon receiv 
ing Such data packets, the host bus adapter translates the 
server visible virtual port offset to a corresponding virtual 
N. Port identifier. The NPIV feature extends the Zoning 
mechanism for use with virtual ports. Virtual ports can be 
assigned to groups such that access to storage resources can 
be controlled on the basis of which groups a particular virtual 
port belongs to. 
0092. The NPIV feature allows virtual ports to be provided 
to multiple virtual machines running on a single server. In a 
known system, an NPIV host bus adapter is dedicated to a 
particular server and allocates a consecutive sequence of Vir 
tual port offsets to virtual machines running on that server, 
typically in a range 0 to (n-1), where n is the number of virtual 
ports. Where a single NPIV host bus adapter is shared by 
multiple servers, in order to ensure that the server will operate 
correctly it is necessary to perform virtual port offset mapping 
in the manner described below. 

0093. For example, a server may request additional virtual 
ports at any time after the initial allocation of virtual ports (for 
example if a new virtual machine is initialised on the server). 
Given that each server expects to be allocated consecutive 
virtual port offsets, it is generally not possible to Support 
virtual ports for multiple servers on the same hostbus adapter 
as Subsequent requests for virtual ports may result in servers 
being assigned non-consecutive virtual port offsets. Mapping 
non-contiguous virtual port offset ranges allocated by the 
hostbus adapter to a new contiguous virtual port offset range 
seen by a server as described below ensures that the server 
will operate correctly without any changes to the server Soft 
Wa. 

0094. Embodiments of the present invention may be used 
to extend virtual port functionality to support multiple servers 
sharing a single hostbus adapter. 
0.095 Operation of the virtualization proxy controller for a 
Fibre Channel storage device is now described. 
(0096 FIG. 8 shows the arrangement of FIG. 2 modified in 
that the switch is connected to a storage device 3a. The 
storage device 3a is a Fibre Channel storage device. The host 
bus adapter 7b is a Fibre Channel host bus adapter and is 
connected via Fibre Channel connections to disks 8a,9a, 11a, 
13a, 14a, and 15a. For clarity, logical storage units are not 
shown in FIG. 8. 

0097. The initialization of an arrangement using a Fibre 
Channel storage environment is now described with reference 
to FIGS. 8 and 9. 

(0098 Referring to FIG. 9, steps S25 to S28 are as 
described with reference to steps S1 to S4 of FIG. 4. At step 
S29 an administrator specifies a number of virtual ports to be 
created via Software running on the management server 19. In 
response to the administrator's actions at the management 
server 19, the virtualization proxy controller 17 issues com 
mands to the host bus adapter 7b through the switch 6 to 
indicate to the hostbus adapter 7b the total number of virtual 
ports to be created. The maximum number of virtual ports that 
may be created is dependent upon the particular host bus 
adapter. The maximum number of virtual ports that may be 
Supported is two hundred and fifty-six as a virtual port iden 
tifier has eight bits reserved for addressing ports. However, 
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not all host bus adapters Support the maximum number of 
virtual ports and typically support in the region of sixty-four 
virtual ports. 
0099. After the host bus adapter 7b has configured the 
requested number of virtual ports, at step S30 the virtualiza 
tion proxy controller 17 receives a list of virtual port offsets 
defined by the hostbus adapter 7b. For example, if the host 
bus adapter 7b supports sixty-four virtual ports, the virtual 
ization proxy controller 17 receives a list of sixty-four virtual 
ports and their corresponding virtual port offsets defined by 
the hostbus adapter 7b. Processing then passes to step S31. 
0100. At step S31, an administrator, using software on the 
management server 19, may allocate a plurality of virtual 
ports to each of the servers 1, 2 as is appropriate. For each 
virtual port allocated to a server, the server will be provided 
with a corresponding virtual port offset. The virtual port 
offset allocated to the server through use of the virtualization 
proxy controller 17 and management server 19 is independent 
of the virtual port offset defined by the hostbus adapter for 
that virtual port. At step S32 the virtualization proxy control 
ler 17 establishes a virtual port offset mapping table, mapping 
the allocated host visible virtual port offsets to the virtual port 
offsets used by the hostbus adapter 7b. If a server 1, 2 requires 
additional virtual ports after the initial allocation, the virtu 
alisation proxy controller 17 may assign additional virtual 
port offsets following consecutively from the last virtual port 
offset assigned to that server. 
0101. After initialization, requests from a server 1, 2 
specifying a virtual port offset are identified by the switch 6 
and redirected to the virtualization proxy controller 17. The 
virtualization proxy controller 17 uses the specified virtual 
port offset as an index into the mapping table to map the 
virtual port offset specified by the server to a virtual port 
offset recognised by the hostbus adapter 7b. 
0102. It may be the case that the servers 1, 2 do not support 
multiple ports. Where this is the case, the present invention 
may still be used to share a single Fibre Channel host bus 
adapter among a plurality of servers. In this case, the hostbus 
adapter 7b is still configured by the virtualization proxy con 
troller 17 for use of virtual ports, but instead of allocating 
multiple virtual ports to individual servers, each server is 
assigned a single virtual port. 
0103. It will be appreciated that where the present inven 
tion is employed in a switched fabric Fibre Channel environ 
ment, it may be necessary for data packets returned from the 
Fibre Channel hostbus adapter to be redirected to the virtu 
alization proxy controller to be mapped to the host. A map 
ping of this type may be performed using a separate mapping 
table or could use the same mapping table but with a CAM 
(Contents Addressable Memory) access strategy. 
0104. It will be appreciated that the preceding description 
has explained that the virtualization proxy controller can be 
arranged to process commands defined using any Suitable 
command protocol. In some embodiments the virtualization 
proxy controller is provided in the form of a Field Program 
mable Gate Array, and is arranged to work only with com 
mands defined using a given command protocol or protocols. 
However, in other embodiments the virtualization proxy con 
troller may be provided using a programmable microcontrol 
ler so that the command protocols which can be decoded by 
the virtualization proxy controller can be easily configured. 
0105. It will be appreciated that the switching devices and 
virtualization proxy controllers described above can be pro 
vided in any convenient form. For example, while it has been 
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explained that Switching devices in Some embodiments are 
arranged to direct particular data packets to a virtualization 
proxy controller, Such Switching devices can conveniently be 
realized by appropriate programming of a conventional 
Switching device. 
0106 Similarly, the virtualization proxy controller can 
take any suitable form. While it was described with reference 
to FIG. 2 that the microcontroller 18 and the management 
server 19 were provided as components external to the virtu 
alization proxy controller 17, it will be appreciated that in 
alternative embodiments of the invention a single unit may 
provide the functionality described as being associated with 
two or more of the virtualization proxy controller the micro 
controller and the management server. 
0.107 The embodiments described herein have been based 
upon a single mapping table for all servers having access to a 
particular device. It will be appreciated that in alternative 
embodiments each server may be provided with a separate 
table. In such a case differing numbers of rows may be 
included in different tables, as determined, for example, by 
the number of logical storage units to which a particular 
server has access. 

0108. While it is the case that embodiments of the present 
invention have been described with reference to PCI Express, 
the present invention could equally be applied to other com 
munications technologies such as Infinband, RapidIO or 
Hypertransport. 
0109. It will be appreciated that the terms server, computer 
and computing device as used hereinare intended broadly and 
are intended to cover any processing device. While the 
described embodiments are based upon relatively small num 
bers of servers communicating with relatively small numbers 
of I/O devices, it will be appreciated that in many embodi 
ments a larger number of servers and/or I/O devices will be 
used. 
0110. It will be appreciated that all references to the SCSI 
protocol are merely exemplary. Any Suitable protocol can be 
used. It will be appreciated that features described above in 
relation to specific SCSI commands can similarly be applied 
to commands of other protocols. 
0111. Further modifications and applications of the 
present invention will be readily apparent to the appropriately 
skilled person from the teaching herein, without departing 
from the scope of the appended claims. 

1. A method of providing one or more computing devices 
with access to a plurality of resources, the plurality of 
resources being provided by at least one physical device, the 
method comprising, at a first control element: 

receiving a data packet transmitted by one of said one or 
more computing devices; 

determining whether said data packet comprises a com 
mand including a first logical identifier identifying one 
of said resources; and 

if it is determined that said data packet comprises a com 
mand including a first logical identifier: obtaining a sec 
ond logical identifier, the second logical identifier being 
associated with said first logical identifier and identify 
ing said one of said resources; and 

transmitting a request including said second logical iden 
tifier to a second control element, the second control 
element being arranged to identify a physical device 
associated with said second logical identifier and to for 
ward said request to the identified physical device. 
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2. A method according to claim 1, further comprising: 
determining, at a Switching device, whether said data 

packet satisfies a predetermined criterion, and forward 
ing said data packet to first control element if but only if 
it is determined that the data packet satisfies the prede 
termined criterion. 

3. A method according to claim 2, wherein said data packet 
is addressed to said physical device. 

4. A method according to claim 2, wherein said predeter 
mined criterion is based upon a type of transaction with which 
said data packet is associated. 

5. A method according to claim 2, wherein said predeter 
mined criterion is that said data packet includes a command. 

6. A method according to claim 2, further comprising: 
if it is determined that said data packet does not satisfy the 

predetermined criterion, forwarding said data packet 
from said Switching device to one of said physical 
devices. 

7. A method according to claim 1, wherein: 
if it is determined that said data packet comprises a com 
mand including a first logical identifier, the method fur 
ther comprises validating said first logical identifier with 
reference to the computing device that transmitted the 
data packet; and 

said second logical identifier is obtained only if said first 
logical identifier is valid. 

8. A method according to claim 1, wherein said plurality of 
resources comprise a plurality of logical storage units. 

9. A method according to claim8, wherein each of plurality 
of logical storage units comprises storage provided by one or 
more non-volatile storage devices. 

10. A method according to claim 1, wherein said plurality 
of resources comprise a plurality of Fibre Channel virtual 
ports. 

11. A method according to claim 1, further comprising, 
receiving data indicating a second logical identifier for 

each resource provided by said at least one physical 
device. 
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12. A method according to claim 11, wherein said data 
indicating second logical identifiers is received in response to 
a request from said first control element to said second control 
element. 

13. A method according to claim 1, further comprising: 
receiving data indicating relationships between said sec 

ond logical identifiers and first logical identifiers asso 
ciated with the or each computing device. 

14. A method according to claim 13, wherein said data 
indicating relationships between said second logical identifi 
ers and said first logical identifiers is based upon user input. 

15. A method according to claim 1, wherein a plurality of 
computing devices are provided with access to said plurality 
of resources and said first control element receives respective 
data packets from each of said plurality of computing devices. 

16. A method according to claim 15, wherein obtaining a 
second logical identifier associated with said first logical 
identifier is based upon an identity of a computing device 
from which a respective data packet is received. 

17. A method according to claim 1, further comprising: 
storing data at the first control element defining relation 

ships between said second logical identifiers and first 
logical identifiers associated with the or each computing 
devices. 

18. A method according to claim 1, further comprising: 
storing data defining a plurality of relationships between at 

least one first logical identifier and a plurality of second 
logical identifiers, wherein each of said plurality of rela 
tionships is associated with a respective computing 
device. 

19. A method according to claim 1, wherein said data 
packets are PCI data packets. 

20. A method according to claim 1, wherein said command 
including a first logical identifier is selected from the group 
consisting of a SCSI command a SAS command and a SATA 
command. 


