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Abstract 

An asset management system is disclosed that comprises a data storage arranged to 

store visual data indicative of a visual representation of an asset, the visual 

representation including visual representations of components of the asset, component 

data indicative of characteristics of components of the asset including operational data 

indicative of operation of the components, and spatial data including component 

location data indicative of location of the components relative to the asset. The system 

also includes a plurality of communication-enabled things disposed at the asset, each 

communication-enabled thing arranged to obtain operational data indicative of 

operation of at least one component of the asset and to communicate the operational 

data to the data storage, and a user interface arranged to facilitate access to the 

stored visual data, the user interface controllable by a user to display a visual 

representation of a selected portion of an asset. The system is arranged to facilitate 

addition by at least one user of at least one data point to the visual representation, 

each selected data point associated with defined operational data, and addition of a 

data point causes operational data associated with the data point to be available on 

the visual representation.
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ANASSETMANAGEMENTSYSTEM 

Field of the Invention 

5 The present invention relates to an asset management system, and in particular to an 

asset management system for managing an asset in a resources industry.  

Background of the Invention 

10 An organisation may have a complex asset that for example is disposed at a remote 

location. For example, in the resources industry it is common for an asset to exist at a 

difficult to access remote location, such as offshore. Such assets are also typically 

complex and extensive in size, to the extent that the asset includes a large number of 

components that contribute to operation of the asset, and correct operation of the 

15 components is important to achieve successful operation of the asset.  

Typically, an organisation carries out systematic analysis of operation of the asset 

including analysis of operation of asset components, and this is typically achieved by a 

management process that includes periodically deploying dedicated technicians to the 

20 asset to inspect specific components. However, transporting people to an asset is 

expensive, typically because the asset is at a location that is difficult to access.  

Summary of the Invention 

25 In the present specification, the term 'actor' means a person, system or device that is 

movable relative to the asset and is capable of interacting with an aspect of the asset 

management system. Example actors include a person, for example equipped with a 

mobile computing device, a robot, or any device or system capable of moving relative 

to the asset and interacting with the asset management system in any way.  

30 

In the present specification, the term 'robot' includes any autonomous or semi

autonomous device, system or vehicle, such as an unmanned aerial vehicle (UAV), a 

drone, an exoskeleton, an autonomous or semi-autonomous emergency response 

machine, an autonomous or semi-autonomous machine arranged to perform repetitive 

35 tasks, an autonomous or semi-autonomous roving vehicle arranged to autonomously
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move relative to the asset and carry out tasks as required, or a humanoid.  

In the present specification, the term 'thing' means a network-enabled device or 

system that is arranged to obtain and/or generate data and communicate the data.  

5 Example 'things' include sensors, cameras, microphones and PLC devices.  

Disclosed is an asset management system comprising: 

a data storage arranged to store: 

visual data indicative of a visual representation of an asset, the visual 

10 representation including visual representations of components of the asset; 

component data indicative of characteristics of components of the asset 

including operational data indicative of operation of the components; and 

spatial data including component location data indicative of location of 

the components relative to the asset in a first coordinate format according to a 

15 defined coordinate system; 

a plurality of communication-enabled things disposed at the asset, each 

communication-enabled thing arranged to obtain operational data indicative of 

operation of at least one component of the asset and to communicate the operational 

data to the data storage; and 

20 a user interface arranged to facilitate access to the stored visual data, the user 

interface controllable by a user to display a visual representation of a selected portion 

of an asset, and to display visual representations of adjacent portions of the asset by 

receiving navigation instructions from the user; 

wherein the user interface is arranged to facilitate display of component 

25 information adjacent a component as the user navigates through the visual 

representation of the asset, the component information derived from at least one 

communication-enabled thing associated with the component; and 

wherein the spatial data includes actor location data indicative of location of at 

least one actor disposed at the asset as the actor moves relative to the asset, the 

30 system arranged to obtain actor location data, and to store the actor location data in 

the first coordinate format.  

The user interface may be arranged to automatically display component information 

adjacent a component as the user navigates through the visual representation of the 

35 asset when the visual representation of the component is displayed by the user
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interface.  

The system may be arranged to facilitate display of component information adjacent a 

component as the user navigates through the visual representation and to display 

5 further component information in response to user input.  

The user interface may be arranged to display component information adjacent a 

component in response to user input when the visual representation of the component 

is displayed by the user interface.  

10 

At least some of the component information may be displayed adjacent a component is 

based on user defined criteria.  

The component data may include data indicative of the type of component.  

15 

The component data may include timing data associated with component operational 

data, the timing data indicative of the time at which operational data is obtained from a 

component.  

20 The displayed component information may include the timing data.  

The displayed component information may include maintenance information.  

The user interface may be arranged to display a time dependent visual representation 

25 of a portion of the asset and time dependent component information adjacent a 

component of the portion of the asset by facilitating selection of a time by a user.  

The visual representation of the asset may include a visual representation of an actor 

at a location corresponding to the location of the actor at the asset.  

30 

The component location data may include timing data indicative of the time at which a 

component is disposed at a location.  

The actor location data may include timing data indicative of the time at which an actor 

35 is disposed at a location.
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The actor may comprise a geolocation device arranged to produce the actor location 

data indicative of the location of the actor relative to the asset.  

5 The actor may comprise a mobile computing device, the mobile computing device 

including the geolocation device.  

The system may comprise a plurality of machine-readable markers disposed at 

distributed locations at the asset, wherein the actor includes a location device arranged 

10 to determine the location of the location device relative to the machine-readable 

markers and thereby the location of the actor relative to the asset. The machine

readable markers may include visual location markers or Bluetooth beacons.  

The geolocation device may be arranged to determine the location of the actor relative 

15 to the asset using simultaneous localisation and mapping (SLAM) techniques.  

The component data may include: 

data indicative of audio; 

data indicative of video; 

20 data indicative of at least one image; 

data indicative of vibration; 

data indicative of temperature; 

data indicative of electrical current; 

data indicative of flow rate; 

25 data indicative of pressure; 

data indicative of speed of movement; 

data indicative of control values; 

data indicative of equipment performance; 

data indicative of position or state of a part of a component; and/or 

30 data indicative of operational status (ON/OFF) of a component.  

The plurality of communication-enabled things may include any one or more of: 

a microphone; 

a sensor; 

35 a programmable logic controller (PLC) device.



5 

The plurality of communication-enabled things may include a still and/or video camera.  

The spatial data may include data indicative of the location shown in the field of view of 

the camera.  

5 

The user interface may be arranged to automatically play audio associated with a 

portion of the asset as the user navigates through the visual representation of the 

asset and the portion of the asset is displayed, the audio derived from at least one 

microphone.  

10 

Each thing may be incorporated into a component, connected to a component or 

disposed adjacent the component.  

The visual data may be indicative of a visual representation of an asset comprises 

15 image data indicative of images of the asset, virtual representations indicative of the 

asset, and/or point cloud data indicative of the asset. The virtual representations may 

be CAD representations.  

The user interface may use a second coordinate format different to the first coordinate 

20 format, and the system is arranged to convert location data between the first and 

second coordinate formats. The first coordinate format may conform to WGS 84 global 

reference system data.  

The data storage may be disposed at a cloud server.  

25 

The system may comprise a LoRaWAN and/or WiFi network at the asset and the 

operational data obtained from the communication-enabled things is communicated to 

the data storage using the LoRaWAN and/or the WiFi network.  

30 The system may comprise an edge server disposed between a wide area network and 

the communication-enabled things, the edge server arranged to process data obtained 

from the communication-enabled things and to communicate processed data to the 

data storage through the wide area network.  

35 The system may comprise at least one application programming interface (API)
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arranged to facilitate access to the system and/or the visual data and/or the component 

data from a remote location.  

The system may comprise an analysis engine arranged to automatically analyse the 

5 component data and carry out an action in response to the analysis. The analysis 

engine may carry out the analysis using machine learning (ML) and/or artificial 

intelligence (Al) techniques.  

The analysis engine may be arranged to instigate a maintenance action in response to 

10 the analysis.  

The analysis engine may be arranged to analyse performance of at least one 

component and to instigate an action when behaviour of the component is determined 

to deviate from defined normal behaviour.  

15 

The analysis engine may be arranged to predict a future reduction in performance of at 

least one component based on current or historical component data.  

The system may comprise a rules engine arranged to facilitate creation and execution 

20 of customised rules to carry out defined actions in response to defined conditions 

directly or indirectly dependent on the component data.  

The system may be arranged to carry out an action in response to location of an actor 

at the asset.  

25 

The system may be arranged to communicate information to the actor in response to 

location of the actor at the asset.  

The system may be arranged to communicate operational data to the actor in response 

30 location of the actor at the asset.  

The system may be arranged to update operational data associated with a thing in 

response to location of the actor at the asset.  

35 The system may be arranged to communicate warning information to the actor in
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response location of the actor at the asset.  

The system may be arranged to carry out an action based on proximity of the actor to a 

defined component of the asset.  

5 

The system may be arranged to allocate a task to the actor based on the location of 

the actor at the asset.  

The actor may include a robot.  

10 

The system may be arranged to cause the robot to carry out a defined action in 

response to defined criteria. The at least one defined action may be instigated by a 

machine learning (ML) or artificial intelligence (Al) algorithm, an outcome of a defined 

rule, and/or in response to an instruction from a user.  

15 

The system may be arranged to control the robot to capture visual data indicative of at 

least one defined portion of the asset.  

The system may be arranged to control the robot to carry out at least one maintenance 

20 action.  

The actor may comprise a person equipped with a mobile computing device and the 

system is arranged to communicate a defined action for the person to the mobile 

computing device in response to defined criteria.  

25 

The system may include a things manager usable to register a communication-enabled 

thing with the system.  

A communication-enabled thing may include a unique machine-readable identifier and 

30 the system facilitates capture of the machine-readable identifier in order to identify and 

register the communication-enabled thing with the system. The machine-readable 

identifier may be a QR code and may be captured using a portable computing device.  

The things manager may be arranged to facilitate reception of information indicative of: 

35 the location of the thing at the asset;
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the purpose of the thing; 

how the thing is mounted; 

an image of the thing when deployed; 

the component that the thing is associated with; 

5 the purpose of one or more sensors of the thing; 

the part of the component associated with each sensor of the thing; and/or 

configuration information associated with the thing.  

The system may comprise a workflow engine arranged to facilitate creation and/or 

10 execution of tasks and workflows to be carried out by a user.  

The workflow engine may be arranged to define and implement a virtual start of shift 

sequence of observations wherein an operator is automatically directed to sequentially 

inspect a visual representation and component data of a defined set of components 

15 and thereby virtually inspect the corresponding actual components of the asset.  

The system may comprise at least one user application arranged to facilitate access to 

the visual representations of the asset and the component data derived from the asset, 

to facilitate virtual operations in relation to the visual representations of the asset and 

20 the component data derived from the asset, to facilitate collaboration between users, 

and/or to facilitate management of tasks and asset personnel.  

The at least one user application may be accessible through a web browser.  

25 The user applications may include a process awareness application usable to enable 

an operator to view a representation of a production process associated with the asset.  

The process awareness application may be arranged to display a pseudo-3D 

representation of the production process.  

30 

The representation of the production process may be shareable virtually so that 

multiple users may collaborate to view, design, modify and/or troubleshoot the process.  

The process awareness application may be arranged to facilitate addition of at least 

35 one data point to the representation of the production process, each data point
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associated with selected operational data.  

The system may be arranged to facilitate addition of at least one data point to the 

visual representation, each data point associated with user selected operational data.  

5 

The user applications may include a chat application that enables an operator to 

interact with other operators of the system. The chat application may facilitate linking 

of a chat to a specific location of the asset or a specific asset component.  

10 The user applications may also include a voice application that provides an operator 

with the ability to interact with the system using voice commands and voice responses.  

The asset may be a resources industry asset.  

15 Also disclosed is a method of managing an asset, the method comprising: 

storing visual data indicative of a visual representation of an asset at a data 

storage, the visual representation including visual representations of components of 

the asset; 

storing component data indicative of characteristics of components of the asset 

20 including operational data indicative of operation of the components at the data 

storage; 

storing spatial data including component location data indicative of location of 

the components relative to the asset in a first coordinate format according to a defined 

coordinate system, and actor location data indicative of location of at least one actor 

25 disposed at the asset as the actor moves relative to the asset; 

disposing a plurality of communication-enabled things disposed at the asset, 

each communication-enabled thing arranged to obtain operational data indicative of 

operation of at least one component of the asset and to communicate the operational 

data to the data storage; 

30 facilitating access to the stored visual data using a user interface, the user 

interface controllable by a user to display a visual representation of a selected portion 

of an asset, and to display visual representations of adjacent portions of the asset by 

receiving navigation instructions from the user; 

facilitating display on the user interface of component information adjacent a 

35 component as the user navigates through the visual representation of the asset, the
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component information derived from the communication-enabled thing associated with 

the component; 

obtaining actor location data; and 

storing the actor location data in the first coordinate format.  

5 

In accordance with a first aspect of the present invention, there is provided an asset 

management system comprising: 

a data storage arranged to store: 

visual data indicative of a visual representation of an asset, the visual 

10 representation including visual representations of components of the asset; 

component data indicative of characteristics of components of the asset 

including operational data indicative of operation of the components; and 

spatial data including component location data indicative of location of 

the components relative to the asset; 

15 a plurality of communication-enabled things disposed at the asset, each 

communication-enabled thing arranged to obtain operational data indicative of 

operation of at least one component of the asset and to communicate the operational 

data to the data storage; and 

a user interface arranged to facilitate access to the stored visual data, the user 

20 interface controllable by a user to display a visual representation of a selected portion 

of an asset; 

wherein the system is arranged to facilitate addition by at least one user of at 

least one data point to the visual representation, each selected data point associated 

with defined operational data; and 

25 wherein addition of a data point causes operational data associated with the 

data point to be available on the visual representation.  

In an embodiment, the visual representation is navigable by a user by receiving 

navigation instructions from the user.  

30 

In an embodiment, the user interface is arranged to automatically display component 

data when the visual representation of the component is displayed by the user 

interface.  

35 In an embodiment, the user interface is arranged to display component data in
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response to user input when the visual representation of the component is displayed 

by the user interface.  

In an embodiment, the component data includes timing data associated with 

5 component operational data, the timing data indicative of the time at which operational 

data is obtained from a component.  

In an embodiment, the user interface is arranged to display a time dependent visual 

representation of a portion of the asset and time dependent component data adjacent 

10 a component of the portion of the asset by facilitating selection of a time by a user.  

In an embodiment, the visual representation of the asset includes a visual 

representation of an actor at a location corresponding to a location of the actor at the 

asset.  

15 

In an embodiment, the spatial data includes actor location data and actor location 

timing data indicative of the time at which an actor is disposed at a location.  

In an embodiment, the operational data includes: 

20 data indicative of audio; 

data indicative of video; 

data indicative of at least one image; 

data indicative of vibration; 

data indicative of temperature; 

25 data indicative of electrical current; 

data indicative of flow rate; 

data indicative of pressure; 

data indicative of speed of movement; 

data indicative of control values; 

30 data indicative of equipment performance; 

data indicative of position or state of a part of a component; and/or 

data indicative of operational status (ON/OFF) of a component.  

In an embodiment, the plurality of communication-enabled things includes any one or 

35 more of:
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a microphone; 

a sensor; 

a programmable logic controller (PLC) device; and/or 

a still and/or video camera.  

5 

In an embodiment, the system is arranged to enable an operator to view a 

representation of a production process associated with the asset.  

In an embodiment, the system is arranged to display a pseudo-3D representation of 

10 the production process.  

In an embodiment, the representation of the production process is shareable virtually 

so that multiple users may collaborate to view, design, modify and/or troubleshoot the 

process.  

15 

In an embodiment, the system is arranged to facilitate addition of at least one data 

point to the representation of the production process.  

In an embodiment, the system is arranged to enable an operator to create a custom 

20 asset representation to facilitate analysis of a portion of the asset.  

In an embodiment, the system is arranged to facilitate addition of at least one data 

point to the custom asset representation.  

25 In an embodiment, the system is arranged to enable a user to set at least one 

threshold and/or at least one alert associated with components displayed on the 

custom asset representation.  

In accordance with a second aspect of the present invention, there is provided a 

30 method of managing an asset comprising: 

storing visual data indicative of a visual representation of an asset, the visual 

representation including visual representations of components of the asset; 

storing component data indicative of characteristics of components of the asset 

including operational data indicative of operation of the components; and 

35 storing spatial data including component location data indicative of location of
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the components relative to the asset; 

disposing a plurality of communication-enabled things disposed at the asset, 

each communication-enabled thing arranged to obtain operational data indicative of 

operation of at least one component of the asset and to communicate the operational 

5 data to the data storage; and 

facilitating access to the stored visual data using a user interface, the user 

interface controllable by a user to display a visual representation of a selected portion 

of an asset; and 

facilitating addition by a user of at least one data point to the visual 

10 representation, each selected data point associated with defined operational data; 

wherein addition of a data point causes operational data associated with the 

data point to be available on the visual representation.  

Brief Description of the Drawings 

15 

The present invention will now be described, by way of example only, with reference to 

the accompanying drawings, in which: 

Figure 1 is a schematic block diagram of an asset management system in accordance 

20 with an embodiment of the present invention; 

Figure 2 is a diagrammatic representation of components of a reality engine of the 

system shown in Figure 1; 

25 Figure 3 is a diagrammatic representation of user applications of the system shown in 

Figure 1; 

Figures 4 and 5 are representations of a digital plant screen displayed to a user by the 

system shown in Figure 1, the digital plant screen including a point cloud 

30 representation of a portion of an asset; 

Figure 6 is a representation of a digital plant screen displayed to a user by the system 

shown in Figure 1, the digital plant screen including a virtual representation of a portion 

of an asset; 

35
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Figure 7 is a representation of a process awareness screen displayed to a user by the 

system shown in Figure 1; 

Figure 8 is a representation of a start of shift observation screen displayed to a user by 

5 the system shown in Figure 1; 

Figure 9 is a representation of a component included in a start of shift round shown in 

the start of shift observation screen shown in Figure 8; and 

10 Figures 10 and 11 are representations of a virtual inspection screen displayed to a 

user by the system shown in Figure 1, the virtual inspection screen including a 

representation of a component to be inspected.  

Description of an Embodiment of the Invention 

15 

Referring to Figure 1 of the drawings, there is shown an asset management system 10 

for managing an asset, such as an offshore platform in the resources industry.  

In this example, the system 10 is arranged to store a virtual representation of an asset 

20 that includes a visual representation of the asset and a digital twin of each operative 

component of the asset. A digital twin of a component is a digital replica of the actual 

component that includes accessible data associated with characteristics of the 

component, including operative data associated with the component. For example, a 

digital twin of a pump component would include information indicative of the type of 

25 pump and operative data associated with the pump such as the vibration 

characteristics of the pump, the temperature of the pump, the current speed of rotation 

of a rotatable component of the pump, an image of the pump, audio of the pump, and 

so on.  

30 The system collates the digital twin data associated with the asset components, and 

facilitates access to the visual representation and the digital twin data. In this way, 

since the digital twin data is representative of the actual components of the asset, and 

importantly the actual functionality of the components, it is possible to appropriately 

manage, observe, and analyse operation of the asset components and the asset as a 

35 whole from a remote location without the need for a person to be physically present at
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the asset. In other words, a user interacting with the asset in the cyber world through a 

user interface of the asset management system is provided with an experience and the 

ability to interact with the asset in a way that is similar to a user interaction with the 

asset in the physical (real) world.  

5 

The system is also arranged to geospatially locate the digital twin data with the visual 

representation of the asset, and for this purpose the system is arranged to store spatial 

data indicative of the locations of components of the asset. The system is also 

arranged to store spatial data indicative of the locations of movable actors disposed at 

10 the asset so that the locations of the actors can be made visible on the visual 

representation and actions can be carried out in relation to the actors based on the 

locations of the actors relative to the asset.  

Importantly, the component location data and the actor location data are stored in the 

15 same coordinate format, so that an actor, such as a person disposed at the asset and 

provided with a movable computing device, is able to interact with the asset in the 

cyber world based on the location of the person, for example in order to obtain 

operational data associated with a component based on proximity of the person to the 

component in the physical (real) world at the asset, or so that the asset management 

20 system can interact with an actor, such as a person disposed at the asset, through the 

mobile computing device to provide the person with relevant information based on the 

location of the person relative to the asset.  

The spatial data may be stored in any suitable format, and in this example the spatial 

25 data conforms to WGS 84 global reference system data used by the Global Positioning 

System (GPS). All spatial data, including all asset-related and actor-related location 

data is therefore either receivable in WGS 84 format, or converted to WGS 84 format 

by the system so that location data associated with the components in the visual 

representation of the asset and location data associated with actors physically 

30 disposed at the asset are stored in the same coordinate system. However, it will be 

understood that any suitable common coordinate system may be used for the asset

related and actor-related location data.  

The components of the asset that have associated stored spatial data may include any 

35 relevant asset component, in particular functional asset components, such as for



16 

example pumps, valves, pipes and so on in an oil and gas resources industry asset.  

In order to create a visual representation of the asset, visual representations of all 

relevant portions of the assets must be obtained. The visual representations in this 

5 example include virtual representations of the asset, for example CAD-type 

representations of the asset, and point cloud representations of the asset, although it 

will be understood that the visual representations may also include images of the asset 

captured using a camera.  

10 In this example, the point cloud data is captured using a Leica BLK 360 Scanner and 

an associated application implemented on a connected computing device, such as a 

tablet computing device, although it will be understood that any suitable camera is 

envisaged.  

15 In this example, the point cloud data is geospatially aligned with the virtual 

representation of the asset, for example by identifying a plurality of target features of 

the virtual representations and linking these with corresponding identified features in 

the point cloud data.  

20 Referring to Figure 1, the asset management system 10 is arranged to manage an 

asset that is disposed at an asset location 12. For clarity, only components of the 

asset management system 10, and not components of the asset itself, are shown. In 

this example, the asset is managed from a common remote location 14 that typically 

includes several computing devices 16 that may be personal computers, and may 

25 include virtual reality equipment 18 usable by an operator to view the virtual 

representation of the asset as a pseudo 3-dimensional representation of the asset. In 

this example, the common remote location 14 is referred to as a control room.  

In this example, the control room 14 communicates with the components of the asset 

30 management system 10 at the asset location 12 through the Internet 20, although it will 

be understood that any suitable wide area network is envisaged.  

The asset management system 10 also includes a data storage facility, in this example 

implemented at a cloud server 22, the cloud server 22 storing asset representation 

35 data 24 indicative of visual representations of all relevant portions of the asset,
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including for example virtual (such as CAD-type) representations and/or images of the 

asset portions, and point cloud data 26 indicative of the asset portions; component 

data 28 including digital twin data indicative of characteristics of the relevant 

components of the asset, including component operative data derived from the 

5 component, such as data from component sensors, images of the component captured 

during operation, and audio of the component captured during operation; and spatial 

data 29 indicative of locations of each relevant component of the asset, locations of 

network-enabled things, and locations of any actors associated with and disposed at 

the asset.  

10 

The component data 28 is time stamped so that the component data 28 can be 

analysed and used in a time-relevant way, for example so that the behaviour of a 

component at a specific time can be extracted and analysed by an operator. Similarly, 

the spatial data 29 is time stamped so that the spatial data 29 can be analysed and 

15 used in a time-relevant way, for example so that the movement of an actor in a specific 

time period can be extracted and analysed by an operator.  

In this example, the cloud server 22 is hosted by Amazon Web Services, although it 

will be understood that other implementations are possible. For example, the cloud 

20 server may be hosted in other environments, such as Microsoft Azure.  

In an alternative arrangement, instead of hosting all data at one data storage facility, 

the asset representation data 24 and the component data 28 may be hosted by 

multiple data storage facilities that are arranged to operate together so that a user 

25 experiences a single integrated capability. For example, data may be separately 

stored so that a third party may manage and monitor their equipment, but the third 

party does not have access to other asset-related data. In an LNG example, a 

component of an asset such as a gas turbine may be fully managed by the gas turbine 

vendor using their own cloud-based data storage facility, whilst enabling a digital twin 

30 to be created for the component that can be used by authorised users of the system 

10.  

In this example, the cloud server 22 also includes a reality engine 30 that manages the 

data stored at the cloud server 22, facilitates coordinated access to the stored data, 

35 and implements dedicated and ad-hoc operations on the stored data, for example in
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order to systematically monitor, observe and/or analyse operation of components of 

the asset and/or the asset as a whole, or carry out such operations in response to ad

hoc user requests. In this example, the reality engine 30 implements desired 

functionality using a plurality of reality engine applications 32 described below.  

5 

In this example, the cloud server 22 also includes user applications 34 that are used to 

facilitate controlled interaction with the asset representation data 24, the point cloud 

data 26 and the component data 28 in order to carry out specific management tasks 

described in more detail below.  

10 

In this example, the network communication enabled things include sensors 40, 50, 

cameras 46, microphones 47, PLC devices 52, and other data generating components 

54.  

15 As shown in Figure 1, the asset location 12 includes sensors 40 that are each separate 

to an asset component and dedicated to sensing at least one characteristic of the 

component of the asset, such as vibration and/or temperature of a pump. Each sensor 

40 may be connected to a component or disposed adjacent the component 40, 

depending on the characteristic desired to be sensed. Each of the sensors 40 

20 produces data indicative of the sensed characteristic, and in this example the sensed 

data is communicated to the cloud server 22 for storage as component data 28 using a 

dedicated local low power long range wireless network 42 that in this example is based 

on a LoRaWAN protocol. Such a network is used for the sensors 40 because a large 

number of sensors 40 are typically used and creating a sufficiently extensive 802.11xx 

25 based network for the sensors 40 would be expensive and impractical. A LoRaWAN

type network is also used because relatively low power is required to be used by the 

sensors 40 to communicate with the network. An example sensor 40 for sensing 

temperature and vibration and communicating the sensed data to the cloud server 22 

is described in International patent application No. PCT/AU2019/051078, the contents 

30 of which are hereby incorporated by reference.  

In this example, the asset location 12 also includes an edge server 44 disposed 

between the sensors 40 and the Internet 20, the edge server 44 serving to implement 

functionality at a location close to the asset for processing and data management 

35 efficiency reasons. For example, the edge server 44 may be arranged to carry out
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initial processing on the data received from the sensors 40 which reduces the amount 

of data required to be sent to the cloud server 22.  

In this example, the asset location 12 also includes a plurality of cameras 46 disposed 

5 at defined locations at the asset location to capture images and/or video of defined 

portions or components of the asset. For example, a camera 46 may be disposed at 

the asset so as to capture images and/or video of a pump that may subsequently be 

used by an operator to determine whether the pump is operating correctly.  

10 The asset location 12 also includes a plurality of microphones 47 disposed at defined 

locations at the asset location to capture audio. For example, a microphone 47 may be 

disposed so as to capture audio of a pump that may subsequently be used by an 

operator to determine whether the pump is operating correctly.  

15 In this example, the asset location 12 also includes a WiFi network 48 based on an 

802.11xx protocol, the WiFi network 48 used to communicate data from the cameras 

46 and the microphones 47 to the cloud server 22 for storage as component data 28.  

In this example, the asset location 12 also includes integrated process component 

20 sensors 50 that, unlike the sensors 40, are integral with components of the asset.  

Each process component sensor 50 is dedicated to sensing at least one characteristic 

of a component, and each of the process component sensors 40 produces data 

indicative of the sensed characteristic that is communicated through the WiFi network 

48 to the cloud server 22 for storage as component data 28. For example, the process 

25 component sensors 50 may include a sensor incorporated into a fluid tank to sense the 

level of fluid in the tank, or a sensor incorporated into a valve to sense whether the 

valve is open or closed.  

The asset location 12 may also include one or more programmable logic controller 

30 (PLC) devices 52 that are present at the asset to manage control of specific aspects of 

the asset. Each PLC device 52 may produce data indicative of the controlled aspect of 

the asset for communication through the WiFi network 48 to the cloud server 22 for 

storage as component data 28.  

35 However, it will be understood that the asset location 12 may include any other data
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generating component 54 that produces data indicative of operation of the asset or 

more particularly one or more components of the asset. Such other data is also 

communicated through the WiFi network 48 to the cloud server 22 for storage as 

component data 28.  

5 

As described above, the spatial data 29 stored at the cloud server 22 includes location 

data indicative of the location of each thing relative to the asset. For a camera 46, the 

spatial data may also include location data indicative of the field of view of the camera 

46, for example by including location data corresponding to the location at the asset 

10 that is shown in the field of view of the camera 46.  

It will be understood that the 'things' - the sensors 40, cameras 46, microphones 47, 

process component sensors 50, PLC devices 52 and/or other data generating 

components 54 - produce data associated with operation of the asset, and in 

15 particular, data indicative of operation of each component of the asset, and the 

combined data enables a digital twin of each component to be produced. Using the 

digital twin information associated with a component, an operator is able to gain 

situational awareness of the component that is sufficient for the operator to determine 

the state of the component, performance of the component and whether any current or 

20 potential future issues exist. In addition, since the captured component data 28 stored 

at the cloud server 22 is time stamped, it is possible for the operator to view and 

analyse historical component data, view trends in component performance over a 

defined time period and so on.  

25 In this example, the asset location 12 also includes at least one robot 56 configured to 

carry out defined actions in response to instructions from the reality engine 30, for 

example based on pre-defined schedules or ad-hoc actions instigated by an operator, 

actions in response to events or triggers occurring in the system, or actions in 

response to an actor disposed at the asset. For example, a robot 56 may be tasked 

30 with periodically travelling along a defined route through the asset and capturing point 

could data or image data of the asset so that the point cloud data 26 and asset 

representation data 24 (if images of the asset are captured) are substantially current.  

In a further example, the robot 56 may be tasked with carrying out maintenance 

actions on an asset component, for example in response to analysis of the component 

35 data 28 and in particular the digital twin information of the component in the
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component data 28.  

As shown in Figure 1, the WiFi Network 48 is also in communication with the edge 

server 44 and therefore the edge server 44 may also be used to carry out initial 

5 processing on the data received from the sensors 40, cameras 46, microphones 47, 

process component sensors 50, PLC devices 52 and/or other data generating 

components 54, for example to reduce the amount of data required to be sent to the 

cloud server 22 and/or reduce the processing burden at the cloud server 22. For 

example, the edge server 44 may be arranged to only send data associated with the 

10 cameras 46 and/or the microphones 47 at periodic intervals and/or if an event of 

significance is detected, such as an anomalous sound that may indicate a faulty 

component.  

In this example, the system 10 is also arranged so that an actor, such as a person, is 

15 able to interact with the system 10 when the person is present at the asset location 12.  

For example, a person may interact with the system 10 using a portable computing 

device such as a tablet computer 58 or a smartphone 60. Using such a device, the 

person may for example control capture of asset image data and/or point cloud data 

using a suitable camera such as a Leica BLK 360 Scanner. In addition, the person 

20 may access asset representation data 24, point cloud data 26 and/or component data 

28 and may be provided with similar functionality as is provided at the control room 14.  

In addition, the portable computing device 58, 60 may be used to communicate 

relevant information to the person as the person moves through the asset. For 

example, based on an identified location of the portable computing device 58, 60 

25 relative to the asset, a warning message may be communicated to the user if the user 

has entered a potentially unsafe location.  

Referring to Figure 2, example reality engine applications 32 are shown. In this 

example, the reality engine applications 32 include a web server 62 arranged to 

30 provide an Internet accessible user interface that enables a user to access functionality 

provided by the cloud server 22 through a web browser. However, it will be 

understood that any suitable arrangement for facilitating access to the asset 

representation data 24, point cloud data 26, component data 28 and the reality engine 

applications 32 is envisaged.  

35
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The reality engine applications 32 also include suitable APIs 64 that enable software 

executed on remote computing devices to directly access the stored asset 

representation data 24, point cloud data 26 and component data 28, and/or the 

functionality of the reality engine applications 32.  

5 

The reality engine applications 32 also include an asset representation manager 66 

usable to manage importation of asset representations, storage of the asset 

representations as asset representation data 24 and point cloud data 26 at the cloud 

server 22, and to manage interactions with the asset representation data 24 and point 

10 cloud data 26. The asset representations may be of any suitable form, including 

images captured by a suitable camera, virtual representations including CAD-type 

representations, and point clouds, and the asset representation manager 66 may be 

arranged to facilitate importation of the asset representations, stitching together of the 

representations into a virtual representation of the whole asset, and storage of the 

15 asset representations in an appropriate structure that facilitates ease of navigation by a 

person viewing the representations.  

In this example, the virtual representation of the asset is in CAD-type format and the 

CAD representation uses a native cartesian coordinate system with a selected defined 

20 origin for all virtual components represented by the virtual representation. During use, 

the CAD coordinates are derived from the spatial data 29 by dynamically converting 

from the stored WGS 84 format.  

During initialisation of the virtual representation, the locations of components and 

25 things in native CAD format are converted to WGS 84 format by the system for storage 

as spatial data 29.  

In an example, the asset representation manager 66 also interfaces with a robot 56 at 

the asset location 12, and may use the robot 56 to systematically capture point cloud 

30 and/or image data at defined periodic intervals so that the stored asset representation 

data 24 and point cloud data 26 is maintained substantially current. Point cloud and/or 

image data captured by the robot 56 may be communicated to the cloud server 22 

through the WiFi network 48 at the asset location 12 and the Internet 20.  

35 The asset representation manager 66 is also used to control and manage extraction of
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data from the stored asset representation data 24 and point cloud data 26 according to 

instructions received from a user, other system, or external applications, as required to 

display desired representations of the asset. In this example, the asset representation 

manager 66 also displays the locations of the actors on the displayed representations.  

5 In order to produce the asset representations, the locations of asset components, 

things and actors are sourced from the stored spatial data 29 and converted from the 

common WGS 84 format to the cartesian coordinate format used by the asset 

representation manager 66.  

10 The reality engine applications 32 also include a component data manager 68 usable 

to manage importation of: component data 28 including digital twin data from the 

sensors 40, cameras 46, microphones 47, process component sensors 50, PLC 

devices 52 and/or other data generating components 54; and timing data associated 

with the digital twin data and actors.  

15 

The component data manager 68 is also used to control and manage extraction of 

data from the stored component data 28 according to instructions received from a user, 

other system or external application, as required to perform a desired task such as a 

data analysis task, component fault analysis task, and so on.  

20 

The reality engine applications 32 also include an analysis engine 70 arranged to 

automatically analyse the component data 28, for example using machine learning 

(ML) and/or artificial intelligence (AI) techniques. For example, in accordance with a 

defined ML or Al algorithm, the analysis engine 70 may be arranged to automatically 

25 learn normal ranges of behaviours for components of the asset and take appropriate 

action when component behaviour is determined to deviate from normal, to perform 

predictive analysis of digital twin data, and/or to analyse performance and reliability of 

a particular type of component based on the collective knowledge of all similar 

components, and for example maintenance history. Such action may include creation 

30 of an automated task or workflow, issuing of a notification to an operator, and/or 

instigation of a maintenance action. In a particular example, the analysis engine 70 

may automatically analyse captured audio and determine that a particular pump may 

have or be shortly about to fail based on a comparison of the captured audio for the 

pump with previously captured audio for a different pump that failed. In response to 

35 the automatic determination in relation to the failing pump, the analysis engine 70 may
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be arranged to instigate a maintenance action.  

The reality engine applications 32 also include a spatial engine 72 arranged to manage 

receipt and storage of spatial data 29 including receipt and storage of component 

5 location data indicative of the locations of components of the asset; and actor location 

data indicative of the locations of actors disposed at the asset as the actors move 

relative to the asset. The spatial engine 72 is also arranged to facilitate analysis of the 

component data 28 based on location, for example so as to identify the location of one 

or more components or component types, to locate components in the asset 

10 representations based on engineering drawings or models, to infer location of items 

based on known component locations, and/or to locate an item in response to 

presence of the item in a camera field of view. In a particular example, the spatial 

engine 72 may be used to identify and locate all relevant data sources in the proximity 

of an identified incident with an asset component, such as a camera that has a field of 

15 view of the incident or a microphone that may have relevant audio of the incident.  

The spatial data 29 managed by the spatial engine 72 may be used by the system to 

instigate actions by actors at the asset, for example so as to carry out an action at a 

particular location by an actor when the actor is determined to be close to the location.  

20 This may be implemented by sending a task to a suitable actor determined to be the 

closest to the desired location, or by saving a task linked to a particular location, and 

communicating the task to a suitable actor when the actor moves to a location 

sufficiently close to the location of saved task. In a specific example, a task may be to 

obtain a thermal image of a component, and a suitable robot with thermal imaging 

25 capability tasked when the robot is determined to be close to the component.  

The actor location data provided to the spatial engine 72 for storage may be obtained 

in WGS 84 format directly from the actor, for example from a mobile computing device 

associated with the actor, such as a smartphone or tablet computer associated with a 

30 person, or directly from a geolocation device associated with a robot.  

However, it will be understood that the actor location data may be obtained in any 

suitable way. For example, the location of an actor may be determined using visual 

location markers or beacons, such as Bluetooth beacons, disposed at the asset, or 

35 using simultaneous localisation and mapping (SLAM) techniques.
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It will be understood that since the common spatial data format used in the present 

example is WGS 84 format, if the actor location data received by the spatial engine 72 

is not in WGS 84 format, the actor location data is converted by the spatial engine 72 

5 to WGS 84 format for storage at the cloud server 22.  

The reality engine applications 32 also include a workflow engine 74 arranged to 

manage tasks and workflows to be carried out by an operator, for example located at 

the control room 14, or tasks/workflows to be carried out by the robot 56. For example, 

10 the workflow engine 74 may be used to define a virtual start of shift sequence of 

observations to be carried out by an operator at the control room, wherein the operator 

is automatically directed to sequentially inspect the digital twin of a defined set of 

components and thereby virtually inspect the corresponding actual components at the 

asset location 12. The workflow engine 74 may also be arranged to monitor user 

15 responses to automated recommendations made to a user so as to improve the 

learning of the ML and/or Al models.  

The reality engine applications 32 may also be arranged to facilitate creation, 

importation, management and execution of standard operating procedures in relation 

20 to components or aspects of the asset, for example using the workflow engine. The 

standard operating procedures are associated with the digital twin data and are 

spatially linked to the digital twin data so that for example information associated with 

the standard operating procedures is automatically provided to an actor based on the 

location of the actor at the asset. For example, a tank may have a standard operating 

25 procedure relating to a process to be followed for changing the tank from holding mode 

to loading mode, and the required procedure to do this communicated to an actor by 

displaying the information to the actor on a mobile computing device 58, 60 when the 

actor is tasked to carry of the procedure and the actor is located next to the tank.  

Multiple users and/or actors may participate in implementation of the standard 

30 operating procedure, for example such that an operator at the control room 14 and an 

operator at the asset are able to work together to carry out the process.  

The reality engine applications 32 also include a rules engine 76 arranged to enable 

user creation of rules to carry out defined actions, for example based on determined 

35 events, analysis of the digital twin data, outputs from the analysis engine 70, or user
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actions. The rules may be configured as programmable logic, decision trees, machine 

learning models or artificial intelligence, and may be incorporated into workflows as 

decision points to enable conditional processing to occur based on outcomes of the 

rules.  

5 

The reality engine applications 32 also include a mission engine 78 arranged to 

manage communications with actors, for example through computing devices 

associated with the actors, or directly with autonomous equipment, such as the robot 

56, including transferring mission, planning and control instructions to the autonomous 

10 equipment, and tracking responses and performance in real time. The mission engine 

78 also interfaces with other reality engine applications 32, for example so that 

appropriate actions can be carried out in response to actor operations.  

The user applications 34 are accessible by a user and may implement functionality 

15 using the reality engine applications 32.  

A user of the organisation is able to access the asset representation data 24, the point 

cloud data 26, the digital twin information associated with the component data 28 

and/or the spatial data 29 using any suitable computing device, including a laptop or 

20 personal computer 16, a smartphone 60, a tablet computer 58 or a virtual reality 

content delivery device, for example that includes VR equipment 18 that includes a 

headset.  

In this example, each computing device accesses the asset representation data 24, 

25 the point cloud data 26, the component data 28 and/or the spatial data 29 through the 

Internet 20 using a suitable web browser.  

During use, when a user desires to access the asset representation data 24, the point 

cloud data 26 and/or the component data 28 stored at the cloud server 22, the user 

30 directs the web browser on the relevant computing device 54, 56, 58 to a website 

address associated with the cloud server 22. The access request is analysed by the 

system 10 to determine whether the requesting user has appropriate login credentials 

and, if so, a connection is established between the user computing device and the 

cloud server 22.  

35
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Screens displayed to an authorised user in the web browser when the authorised user 

is granted access to the cloud server 22 are used to interact with the system 10, and in 

particular to access the visual representations and the digital twin information 

associated with the component data 28.  

5 

Referring to Figure 3, example user applications 34 accessible through the web server 

62 are shown.  

In this example, the user applications 34 include a things management application 80 

10 usable to add 'things' to the system 10 and subsequently manage the 'things', in the 

present example sensors 40, cameras 46, microphones 47, process component 

sensors 50, PLC devices 52 and/or other data generating components 54. After a 

'thing' has been added, data associated with the thing is stored at the cloud server 22 

as digital twin data for the component with which the 'thing' is associated. The things 

15 management application 80 facilitates addition of a new 'thing', such as a new sensor, 

and this may be achieved using a portable computing device, such as a tablet 

computer 58 or smartphone 60, for example using an application on the portable 

computing device.  

20 In an example, each sensor 40 to be added includes a machine readable code that 

identifies the sensor, such as a QR code, and a tablet computer application is used to 

scan the code to thereby associate the sensor 40 with the system 10. The things 

management application 80 is also used to specify the location of the sensor 40, for 

example by specifying the location of the sensor on a visual representation of the asset 

25 to thereby provide a coordinate for the sensor in a cartesian format used by the asset 

representation manager 66; to specify the purpose of the sensor 40, such as that the 

sensor is arranged to sense vibration and temperature, for example by entering a 

predefined function code recognised by the system; to specify how the sensor is 

mounted; to capture an image of the sensor when deployed; and to specify the 

30 component that the sensor 40 is associated with. The things management application 

80 is also used to configure the sensor 40, for example how often data is sent from the 

sensor 40 to the cloud server 22, and the type or data format used. In a variation, 

instead of specifying the location of the added thing, the machine-readable code may 

also be associated with stored information specifying the intended location for the thing 

35 associated with the code, such that reading the code using a suitable machine
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provides both identifying information and location information for the thing.  

The things manager application 80 is also used to add and manage other'things' 

including cameras 46, microphones 47, process component sensors 50, PLC devices 

5 52 and/or other data generating components 54. It will be understood that each 'thing' 

would typically include a different set of configuration parameters. For example, 

configuration of a camera 'thing' may include configuration of the field of view of the 

camera and specifying the location that is visible in the field of view of the camera.  

10 The user applications 34 also include applications that facilitate access to the visual 

representations of the asset and the digital twin information, applications that facilitate 

structured virtual operations in relation to the digital twin information, applications that 

facilitate collaboration between operators in the context of the asset and digital twin 

information, and applications usable to manage tasks and asset personnel.  

15 

In this example, the user applications 34 include an asset visualisation application 82 

usable to enable an operator to view a representation of a selected portion of the 

asset, in this example a virtual (such as CAD-type) representation of the asset, image 

representations of the asset, or point cloud representations of the asset.  

20 

The asset representation view provides a user with an immersive, realistic 

representation of the actual asset that the user can navigate through and interact with.  

An example digital plant screen 100 including an example representation 102 of a 

portion of the asset, in this example a point cloud representation of the asset, is shown 

25 in Figure 4. The representation 102 includes asset components such as pumps 104, 

and an information tab 106 for each component that for example includes basic 

component information such as component type and important sensed information 

such as temperature and vibration information for a pump component, although it will 

be understood that any suitable information is envisaged. The representation 102 may 

30 also include representations associated with actors that are physically present at the 

asset. Using the displayed plant screen 100, an operator is able to navigate through 

the asset representation 102, for example using suitable controls of a computing 

device 16, 56, 60 disposed in networked communication with the cloud server 22, 

typically at the control room 14. An operator is also able to view and navigate through 

35 the asset representation 102 using the virtual reality equipment 18.
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In an example implementation, in order to enhance the situational awareness 

experience, the asset visualisation application 82 also provides the user with audio 

derived from the microphones 47 in addition to the visual representation.  

5 

In this example, the representation 102 also includes a timeline 108 that may be used 

to view a corresponding representation of the portion of the asset and/or 

corresponding component information and/or locations of actors at a defined past time.  

10 Selection of a component 104, in this example by selecting the relevant component 

information tab 106, causes a detailed information window 110 to be displayed, as 

shown in Figure 5. The detailed information window 110 includes additional 

component related information, in this example a link to a video of the component, a 

still image of the component, audio of the component, information indicative of the level 

15 of oil in the pump, the temperature of a component coupling, the temperature of a 

component motor, coupling vibration information, motor vibration information, the 

ON/OFF status of the component, the component current draw, the fluid flow rate 

through the pump, and the water pressure, although any suitable component-related 

information is envisaged. In this example, each piece of information in the detailed 

20 information window 110 includes time information indicative of how current the 

information piece is. For example, in the present application, the audio was received 4 

hours ago and the motor vibration information was received 2 minutes ago.  

As an alternative, instead of displaying particular information in response to user 

25 selection the system may automatically provide detailed information as the user moves 

through the representation 102. In a variation, the system may be arranged so that 

desired information can be specified by a user, for example so that the desired 

information is displayed to the user as the user navigates through the representation 

102. Such information provided to the user may also be dependent on other criteria, 

30 such as dependent on the particular task that the user is carrying out.  

The information tab 106 or detailed information window 110 may also include 

maintenance information, and/or planned inspections of the relevant component.  

35 It will be appreciated that using the asset virtualisation application 82, an operator is
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able to navigate through a virtual representation of the asset, to view component 

related operational data as the operator virtually moves through the asset, and to 

selectively view detailed information related to a component.  

5 It will be appreciated that a significant amount of information provided in association 

with a component as the operator views the representation 102 is sourced from 'things' 

that have been added to the system 10 and configured to provide useful operational 

information. The combined operational information of a component constitutes a digital 

twin of the component, and the digital twin information is such that an operator is able 

10 to gain situational awareness in relation to the component in the sense that the 

operator is able to gain a good understanding of the operational status and 

functionality of the component from a remote location without the need to be physically 

present at the asset.  

15 The digital plant screen 100 may also enable a user to add custom information or 

visualisations to the representation 102, such as a visualisation of a flare to show that 

flaring is present, or custom text boxes.  

As shown in Figures 4 and 5, in this example the digital plant screen 100 includes a 

20 menu bar 112 that includes selectable buttons 114 usable to control functionality of the 

digital plant screen 100.  

A further example of the digital plant screen 100 displaying a virtual (CAD-type) 

representation 120 of a portion of the asset is shown in Figure 6. As shown in Figure 

25 6, the displayed information tabs 106 include an information tab 122 associated with a 

camera 'thing' and, as such, the camera information tab 106 includes a still or moving 

image.  

In this example, a user is able to view the asset representation in pseudo-3D as shown 

30 in Figures 4 to 6, or to view the asset representation in virtual reality (VR) or 

augmented reality (AR) form, for example using the virtual reality equipment 18.  

In this example, the system is also arranged to store simulation data and/or to store 

data usable to generate simulations of operation of the asset, for example including 

35 operational data of components of the asset, data indicative of assumptions, and any
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other data required to generate a simulation. The simulation constitutes a digital 

operational model of the asset and may correspond to an existing asset configuration, 

a modified asset configuration or a proposed asset configuration. The simulation may 

for example be used to predict asset performance, identify process bottlenecks and 

5 impacts of input and output materials or resources.  

The user applications 34 also include a process awareness application 83 usable to 

enable an operator to view a representation of a production process or portion of a 

production process, such as a representation of a flow of product through process and 

10 buffer points of the asset. The process representations are linked to the digital twin 

information so that an operator is able to view relevant operational data associated 

with components that contribute to the process. The process awareness application 

83 in this example uses the stored or created simulations of asset performance.  

15 An example process awareness screen 116 including an example process 

representation 118 of a portion of the asset is shown in Figure 7.  

The process awareness screen 116 is usable to view current or historical production 

processes, for example by manipulating a timeline (not shown).  

20 

The process awareness application 83 may also be used to view a timelapse view of a 

process wherein representations of the process over a defined time period are played 

back, for example at a user defined speed. For example, if a problem is identified as 

part of a diagnostic process, the user is able to select a relevant time period associated 

25 with occurrence of the problem and replay relevant process representations and 

associated data to show what happened. The process awareness application 83 may 

also provide the user with the option during the diagnostic process to add additional 

time synchronised data points to the process representation 118. Such a 'data point' 

may be associated with any data derived from the data generating components 40, 46, 

30 47, 50, 52, 54, such as a sensor or video camera. In an example, the user may add a 

data point associated with a setting in a control system (such as a valve position) so 

that the process representation 118 includes data associated with the control system 

setting for user review. In a further example, a user may add a data point associated 

with a particular camera to the process representation 118, so that the user may 

35 selectively view video derived from the camera by interacting with the process
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representation 118.  

It will be understood that the system may facilitate addition of user selected data points 

to any visual representation produced by the system.  

5 

The process representations 118 may be 2D representations, pseudo-3D 

representations and/or representations viewable using virtual reality (VR) or 

augmented reality (AR) techniques, for example using virtual reality equipment 18.  

10 For example, a pseudo-3D representation of a process associated with the asset may 

be created such that a user can view a selected process architecture and operation 

using a 3D process model. The process representation may be shared virtually with 

other users so that multiple users may collaborate to view, design, modify and/or 

troubleshoot the process.  

15 

The user applications 34 also include an analytics application 84 usable by an operator 

to access the digital twin information in order to extract desired information for review 

and/or analysis purposes. For example, an operator may use the analytics application 

84 to extract specific information about a particular type of component, such as a 

20 dataset for pumps produced by a specific manufacturer that have a sensed vibration 

greater than 5m/s. In a further example, an operator may use the analytics application 

84 to construct a dashboard to track the reliability of equipment that has been regularly 

inspected compared to equipment that has been inspected less regularly, or may use 

the analytics application 84 to build a report showing a heat map of changing 

25 temperatures across defined components during different wind and external 

temperature scenarios.  

The user applications 34 also include a teamwork application 85 usable by an operator 

to view information relevant to teams, such as information that provides an overview of 

30 production objectives, production plans, production performance, maintenance 

activities, permits, team assignments, special assignments, real-time health and 

condition of the asset, and so on.  

The user applications 34 also include a sequential observation application 86 that 

35 provides an operator with the ability to create and implement a virtualized guided
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action path through an asset that enables the operator to observe the situational and 

operational state of the asset and in particular the situational and operational state of 

defined components of the asset that are included in the virtualized guided path. The 

sequential observation application 86 is typically used to define a sequence of start of 

5 shift observations (SoSO) that sequentially presents to an operator the latest data, 

events, audio, imagery and video for defined components in a defined path.  

An example start of shift observations (SoSO) screen 130 displayed to an operator 

when the operator uses the sequential observation application 86 to carry out a start of 

10 shift sequence is shown in Figure 8. The SoSO screen 130 includes a virtual 

representation 132 of a portion of the asset associated with a defined sequence of 

operations, and a SoSO path 134 that visually indicates the virtual observation path 

and the locations of defined observations 136. The SoSO screen 130 also includes a 

path menu 138 and a SoSO details box 140 that includes information about the 

15 required actions to carry out (virtually) for each observation location 136.  

During use, at start of shift, an operator activates a virtualized guided path 

on the SoSO screen 130 and is automatically guided through the observation locations 

136 defined on the path. As shown in Figure 9, at each observation location 136, a 

20 portion 152 of the asset associated with the observation location 136 is displayed on 

the SoSO screen 130, and at each observation location 136 the operator is able to 

selectively display a detailed information window 154 that includes information 

associated with the relevant component derived from the digital twin of the component.  

25 The user applications 34 also include a virtual inspection application 87 usable to 

enable an operator to carry out scheduled plant observations, such as observations of 

specific plant components. Using the virtual inspection application 87, an operator is 

able to virtually inspect a component and for example automatically create a 

maintenance activity if corrective maintenance is required.  

30 

An example scheduled observation screen 170 is shown in Figure 10. The scheduled 

observation screen 170 includes a representation 172 of a portion of the asset 

associated with the scheduled observation, in this example including a representation 

of a component 174 associated with the scheduled observation. Selection of a 

35 component information tab 106 causes a detailed information window 176 to be
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displayed, as shown in Figure 11. An overview of the task requirements associated 

with the scheduled observation is shown in a task overview window 178.  

The user applications 34 also include an engineering awareness application 88 that 

5 enables an operator to assess and monitor asset design; and assess and monitor 

planned and actual performance of an asset, in this example by facilitating diagnostic 

operations and analysis of real-time and historic data. Using the engineering 

awareness application 88, an operator is able to create a custom asset representation 

based on engineering data, process data, event data and situational data, for example 

10 derived from the digital twin information, in order to provide a focused analysis of a 

specific area of interest. The engineering awareness application 88 also facilitates 

sharing and collaboration with other users of the system 10.  

In a specific example, in order to diagnose an identified vibration problem, an operator 

15 uses the engineering awareness application 88 to construct a view that enables the 

operator to visualize relevant data feeds from the asset, for example by adding data 

points to the visualisation. The operator sets thresholds and alerts on vibration 

readings to determine the operational scenarios having excess vibration. Using the 

engineering awareness application 88, the operator is able to replay each scenario, 

20 and visualize the production process and data readings to determine the cause. The 

diagnostic process can also be shared with other operators.  

The user applications 34 also include a chat application 89 that provides an operator 

with the ability to interact with other operators of the system 10. The chat application 

25 89 facilitates direct and group chats that may be linked to any aspect of the asset, such 

as to a specific location of the asset or a specific asset component. Chats are 

retainable so that they may serve as useful information for other operators. The chat 

application 89 also enables other operators, that may be online or offline, to be invited 

to a chat.  

30 

In a specific example, an operator identifies an issue in an area of the asset, and in 

response the operator uses the chat application 89 to invite a specialist technician 

operator for that area of the plant to join a chat created for the issue. The invited 

technician subsequently joins the chat and the operator and technician decide that no 

35 action is required. The conversation associated with the chat is retained so that other
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users of the system can be made aware of the unusual but recognised behaviour.  

The user applications 34 also include a voice application 90 that provides an operator 

with the ability to interact with the system using voice commands and voice responses.  

5 

In a specific example, an operator is physically present at the asset and doesn't have a 

mobile computing device to interact with the system 10. The operator communicates 

orally with the system 10 using a digital radio in communication with the voice 

application 90 and requests information about the current operating mode of an area of 

10 the plant. In response, the voice application 90 advises that the plant area is in 

startup. The operator also asks for information about the condition of a particular 

pump that the operator notices is making an unusual noise. The voice application 90 

interprets the verbal instruction and extracts the required information from the digital 

twin information. If the vibration levels of the pump are exceeding normal operating 

15 thresholds, the operator may provide a verbal instruction to initiate a workflow to raise 

a maintenance notification for the pump.  

The user applications 34 also include a virtual review application 91 that provides 

multiple operators with the ability to virtually review plant design, process and 

20 operations. The operators communicate in a shared virtual environment to observe 

and interact with the virtual representation of the asset. The virtual review application 

92 enables operators to move around the virtual representation, communicate with 

each other, and annotate parts of the model. Operators can also access design, 

construction and operational documentation for review purposes in the context of the 

25 virtual representation of the asset, or a process flow process representation of the 

asset. Operators can also execute an operational simulation of the process.  

In a specific example, an engineering design team reviews the design of the plant, and 

works collectively to resolve production bottlenecks in the operational process, for 

30 example by reviewing detailed virtual process representations, and operational data.  

The user applications 34 also include a knowledge application 92 usable to maintain 

and facilitate access to a collaborative knowledge base developed through the 

experience of users of the system 10. The knowledge application 92 may be arranged 

35 such that relevant information associated with a particular area or component of the



36 

asset is linked to the area or component, so that for example information relevant to a 

particular component is made visible when an operator is viewing the component.  

In a particular example, an operator uses the knowledge application 92 to write a WIKI 

5 record and link the record to particular equipment or area in the asset. The operator 

also associates it with acoustic noise levels to alert other users of the course of action 

to take when an unusual noise becomes noticeable. Since the course of action in 

response to such an unusual noise typically results in a maintenance action, a link to 

automatically create the maintenance notification workflow may be embedded in the 

10 text of the WIKI record.  

The user applications 34 also include a mission planning application 94 usable to 

enable an operator to plan, execute, monitor and control autonomous equipment (such 

as a robot 56) deployed in the real-world asset environment. For example, an operator 

15 may schedule a robot to perform periodic automated inspections of the asset to be 

implemented by the mission engine 78. According to the schedule, the robot 56 is 

initiated and fully autonomously navigates its planned route. Point cloud, video, 

images and/or other sensor data may be captured by the robot 56 and processed in 

real-time to provide inspection results.  

20 

The user applications 34 also include a task/notification application 96 that enables an 

operator to manage assigned tasks, or be notified of events or new or changing 

activities. An operator can use the task/notification application 96 to initiate new tasks 

or workflows as required for the operator, their team or other operators or actors. The 

25 task/notification application 96 is also usable to monitor task and workflow 

performance, and automatically trigger notifications to operators when their tasks are 

exceeding thresholds.  

The user applications 34 also include a workforce management application 98 usable 

30 to setup and manage swing, shift and operational rosters. The workforce management 

application 98 enables supervisors to allocate workforce/team members to production 

activities, and for special activities to be assigned to team members. The workforce 

management application 98 can provide a visual representation of the team members 

assigned to different activities across the asset, and is able to use workforce and team 

35 member assignments to provide role based tasking and notifications. Workforce
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competencies and training can also be imported to ensure that the correct 

qualifications and role requirements are evaluated before shift or special activity 

assignment occurs.  

5 In order to facilitate collaboration between users, the system 10 may be arranged so 

that multiple users are able to simultaneously access the system 10, including the 

asset representation data 24, the component data 28, the reality engine applications 

32 and the user applications 34 for collaboration purposes22. For example, multiple 

users may access a visual representation of an asset component in a VR or AR 

10 environment using virtual reality equipment 18 so that they may experience the same 

digital environment and collaborate with each other for design, production or 

diagnostics purposes.  

It will be understood that while the above examples are described in relation to a single 

15 facility, it will be understood that the present system and method may be applied to 

multiple facilities, for example such that particular information associated with each 

facility is available only to users authorised by the facility, but some information is 

available more broadly, for example so that equipment manufacturers are able to 

assess the performance of the equipment.  

20 

It will also be understood that the present system and method enables data associated 

with different aspects, functional areas and/or lifecycle stages of an asset to be 

integrated using the reality engine 30, wherein the data is integrated with context and 

meaning.  

25 

It is to be understood that, if any prior art publication is referred to herein, such 

reference does not constitute an admission that the publication forms a part of the 

common general knowledge in the art, in Australia or any other country.  

30 In the claims which follow and in the preceding description of the invention, except 

where the context requires otherwise due to express language or necessary 

implication, the word "comprise" or variations such as "comprises" or "comprising" is 

used in an inclusive sense, i.e. to specify the presence of the stated features but not to 

preclude the presence or addition of further features in various embodiments of the 

35 invention.



38 

Modifications and variations as would be apparent to a skilled addressee are 

determined to be within the scope of the present invention.
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The claims defining the invention are as follows: 

1. An asset management system comprising: 

a data storage arranged to store: 

5 visual data indicative of a visual representation of an asset, the visual 

representation including visual representations of components of the asset; 

component data indicative of characteristics of components of the asset 

including operational data indicative of operation of the components; and 

spatial data including component location data indicative of location of 

10 the components relative to the asset; 

a plurality of communication-enabled things disposed at the asset, each 

communication-enabled thing arranged to obtain operational data indicative of 

operation of at least one component of the asset and to communicate the operational 

data to the data storage; and 

15 a user interface arranged to facilitate access to the stored visual data, the user 

interface controllable by a user to display a visual representation of a selected portion 

of an asset; 

wherein the system is arranged to facilitate addition by at least one user of at 

least one data point to the visual representation, each selected data point associated 

20 with defined operational data; and 

wherein addition of a data point causes operational data associated with the 

data point to be available on the visual representation.  

2. An asset management system as claimed in claim 1, wherein the visual 

25 representation is navigable by a user by receiving navigation instructions from the 

user.  

3. An asset management system as claimed in claim 1 or claim 2, wherein the 

user interface is arranged to automatically display component data when the visual 

30 representation of the component is displayed by the user interface.  

4. An asset management system as claimed in claim 1 or claim 2, wherein the 

user interface is arranged to display component data in response to user input when 

the visual representation of the component is displayed by the user interface.  

35
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5. An asset management system as claimed in any one of the preceding claims, 

wherein the component data includes timing data associated with component 

operational data, the timing data indicative of the time at which operational data is 

obtained from a component.  

5 

6. An asset management system as claimed in any one of the preceding claims, 

wherein the user interface is arranged to display a time dependent visual 

representation of a portion of the asset and time dependent component data adjacent 

a component of the portion of the asset by facilitating selection of a time by a user.  

10 

7. An asset management system as claimed in any one of the preceding claims, 

wherein the visual representation of the asset includes a visual representation of an 

actor at a location corresponding to a location of the actor at the asset.  

15 8. An asset management system as claimed in any one of the preceding claims, 

wherein the spatial data includes actor location data and actor location timing data 

indicative of the time at which an actor is disposed at a location.  

9. An asset management system as claimed in any one of the preceding claims, 

20 wherein the operational data includes: 

data indicative of audio; 

data indicative of video; 

data indicative of at least one image; 

data indicative of vibration; 

25 data indicative of temperature; 

data indicative of electrical current; 

data indicative of flow rate; 

data indicative of pressure; 

data indicative of speed of movement; 

30 data indicative of control values; 

data indicative of equipment performance; 

data indicative of position or state of a part of a component; and/or 

data indicative of operational status (ON/OFF) of a component.  

35 10. An asset management system as claimed in any one of the preceding claims,
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wherein the plurality of communication-enabled things includes any one or more of: 

a microphone; 

a sensor; 

a programmable logic controller (PLC) device; and/or 

5 a still and/or video camera.  

11. An asset management system as claimed in any one of the preceding claims, 

wherein the system is arranged to enable an operator to view a representation of a 

production process associated with the asset.  

10 

12. An asset management system as claimed in claim 11, wherein the system is 

arranged to display a pseudo-3D representation of the production process.  

13. An asset management system as claimed in claim 11 or claim 12, wherein the 

15 representation of the production process is shareable virtually so that multiple users 

may collaborate to view, design, modify and/or troubleshoot the process.  

14. An asset management system as claimed in any one of claims 11 to 13, 

wherein the system is arranged to facilitate addition of at least one data point to the 

20 representation of the production process.  

15. An asset management system as claimed in any one of the preceding claims, 

wherein the system is arranged to enable an operator to create a custom asset 

representation to facilitate analysis of a portion of the asset.  

25 

16. An asset management system as claimed in claim 15, wherein the system is 

arranged to facilitate addition of at least one data point to the custom asset 

representation.  

30 17. An asset management system as claimed in claim 15 or claim 16, wherein the 

system is arranged to enable a user to set at least one threshold and/or at least one 

alert associated with components displayed on the custom asset representation.  

18. A method of managing an asset comprising: 

35 storing visual data indicative of a visual representation of an asset, the visual
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representation including visual representations of components of the asset; 

storing component data indicative of characteristics of components of the asset 

including operational data indicative of operation of the components; and 

storing spatial data including component location data indicative of location of 

5 the components relative to the asset; 

disposing a plurality of communication-enabled things disposed at the asset, 

each communication-enabled thing arranged to obtain operational data indicative of 

operation of at least one component of the asset and to communicate the operational 

data to the data storage; and 

10 facilitating access to the stored visual data using a user interface, the user 

interface controllable by a user to display a visual representation of a selected portion 

of an asset; and 

facilitating addition by a user of at least one data point to the visual 

representation, each selected data point associated with defined operational data; 

15 wherein addition of a data point causes operational data associated with the 

data point to be available on the visual representation.  

19. A method as claimed in claim 18, wherein the visual representation is navigable 

by a user by receiving navigation instructions from the user.  

20 

20. A method as claimed in claim 18 or claim 19, comprising displaying on the user 

interface a time dependent visual representation of a portion of the asset and time 

dependent component data by facilitating selection of a time by a user.  

25 21. A method as claimed in any one of claims 18 to 20, wherein the visual 

representation of the asset includes a visual representation of an actor at a location 

corresponding to the location of the actor at the asset.  

22. A method as claimed in any one of claims 18 to 21, wherein the operational 

30 data for association with an added data point includes: 

data indicative of audio; 

data indicative of video; 

data indicative of at least one image; 

data indicative of vibration; 

35 data indicative of temperature;
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data indicative of electrical current; 

data indicative of flow rate; 

data indicative of pressure; 

data indicative of speed of movement; 

5 data indicative of control values; 

data indicative of equipment performance; 

data indicative of position or state of a part of a component; and/or 

data indicative of operational status (ON/OFF) of a component.  

10 23. A method as claimed in any one of claims 18 to 22, wherein the plurality of 

communication-enabled things includes any one or more of: 

a microphone; 

a sensor; 

a programmable logic controller (PLC) device; and/or 

15 a still and/or video camera.  

24. A method as claimed in any one of claims 18 to 23, comprising enabling an 

operator to view a representation of a production process associated with the asset.  

20 25. A method as claimed in any one of claims 22 to 24, comprising facilitating 

addition by a user of at least one data point to the representation of the production 

process.  

26. A method as claimed in any one of claims 18 to 25, comprising enabling an 

25 operator to create a custom asset representation to facilitate analysis of a portion of 

the asset.  

27. A method as claimed in claim 26, comprising facilitating addition by a user of at 

least one data point to the custom asset representation.  

30 

28. A method as claimed in claim 26 or claim 27, comprising enabling a user to set 

at least one threshold and/or at least one alert associated with components displayed 

on the custom asset representation.
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