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(54) CONTEXTUAL LOCAL IMAGE RECOGNITION DATASET

(57) A contextual local image recognition module of
a device retrieves a primary content dataset from a server
and then generates and updates a contextual content
dataset based on an image captured with the device. The
device stores the primary content dataset and the con-
textual content dataset. The primary content dataset
comprises a first set of images and corresponding virtual
object models. The contextual content dataset comprises
a second set of images and corresponding virtual object
models retrieved from the server.
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Description

PRIORITY APPLICATION

[0001] This application claims the benefit of priority to
U.S. Application Serial No. 13/839,818, filed on 15 March
2013, which is incorporated herein by reference in its
entirety.

TECHNICAL FIELD

[0002] The subject matter disclosed herein generally
relates to the processing of data. Specifically, the present
disclosure addresses systems and methods that involve
a contextual local image recognition dataset.

BACKGROUND

[0003] A device can be used to generate data based
on an image captured with the device. For example, aug-
mented reality (AR) is a live, direct or indirect, view of a
physical, real-world environment whose elements are
augmented by computer-generated sensory input such
as sound, video, graphics or GPS data. With the help of
advanced AR technology (e.g. adding computer vision
and object recognition), the information about the sur-
rounding real world of the user becomes interactive. De-
vice-generated (e.g., artificial) information about the en-
vironment and its objects can be overlaid on the real
world.
[0004] The device may constantly scan and capture
images and send them to an AR server for recognition.
Once an image matches with a stock image in the data-
base of the AR server, the device then downloads the
three-dimensional model from the AR server. The con-
stant uploading of scanned images from the device to
the server and the constant downloading of the three-
dimensional models may add data traffic to limited and
valuable network bandwidth between the device and AR
server.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] Some embodiments are illustrated by way of
example and not limitation in the figures of the accom-
panying drawings.

FIG. 1 is a block diagram illustrating an example of
a network suitable for operating the device, accord-
ing to some example embodiments.

FIG. 2 is a block diagram illustrating modules (e.g.,
components) of the device, according to some ex-
ample embodiments.

FIG. 3 is a block diagram illustrating modules (e.g.,
components) of a contextual local image recognition
dataset module, according to some example embod-

iments.

FIG. 4 is a ladder diagram illustrating an operation
of the contextual local image recognition dataset
module of the device, according to some example
embodiments.

FIG. 5 is a flowchart illustrating an example operation
of the contextual local image recognition dataset
module of the device, according to some example
embodiments.

FIG. 6 is a flowchart illustrating another example op-
eration of the contextual local image recognition da-
taset module of the device, according to some ex-
ample embodiments.

FIG. 7 is a block diagram illustrating components of
a machine, according to some example embodi-
ments, able to read instructions from a machine-
readable medium and perform any one or more of
the methodologies discussed herein.

DETAILED DESCRIPTION

[0006] Example methods and systems are directed to
a contextual local image recognition dataset. Examples
merely typify possible variations. Unless explicitly stated
otherwise, components and functions are optional and
may be combined or subdivided, and operations may
vary in sequence or be combined or subdivided. In the
following description, for purposes of explanation, nu-
merous specific details are set forth to provide a thorough
understanding of example embodiments. It will be evi-
dent to one skilled in the art, however, that the present
subject matter may be practiced without these specific
details.
[0007] Augmented reality applications allow a user to
experience information, such as in the form of a virtual
object overlaid on a picture of a physical object captured
by a camera of a device. The physical object may include
a visual reference that the augmented reality application
can identify. A visualization of the additional information,
such as the virtual object engaged (e.g., overlaid on top
of) with an image of the physical object is generated in
a display of the device. The virtual object may be gener-
ated based on the recognized visual reference. A ren-
dering of the visualization of the virtual object may be
based on a position of the display relative to the visual
reference.
[0008] A contextual local image recognition module in
the device retrieves a primary content dataset from a
server. The primary content dataset comprises a first set
of images and corresponding virtual object models. For
example, the first set of images may include most com-
mon images that a user of the device is likely to capture
with the device. The contextual content dataset compris-
es a second set of images and corresponding virtual ob-

1 2 



EP 3 840 393 A1

3

5

10

15

20

25

30

35

40

45

50

55

ject models retrieved from the server. The contextual lo-
cal image recognition module generates and updates the
contextual content dataset based an image captured with
the device. A storage device of the device stores the pri-
mary content dataset and the contextual content dataset.
[0009] FIG. 1 is a network diagram illustrating a net-
work environment 100 suitable for operating an augment-
ed reality application of a device, according to some ex-
ample embodiments. The network environment 100 in-
cludes a device 101 and a server 110, communicatively
coupled to each other via a network 108. The device 101
and the server 110 may each be implemented in a com-
puter system, in whole or in part, as described below with
respect to FIG. 7.
[0010] The server 110 may be part of a network-based
system. For example, the network-based system may be
or include a cloud-based server system that provides ad-
ditional information such, as three-dimensional models,
to the device 101.
[0011] FIG. 1 illustrates a user 102 using the device
101. The user may be a human user (e.g., a human be-
ing), a machine user (e.g., a computer configured by a
software program to interact with the device 101), or any
suitable combination thereof (e.g., a human assisted by
a machine or a machine supervised by a human). The
user 102 is not part of the network environment 100, but
is associated with the device 101 and may be a user of
the device 101. For example, the device 101 may be a
desktop computer, a vehicle computer, a tablet compu-
ter, a navigational device, a portable media device, or a
smart phone belonging to the user 102.
[0012] The user 102 may be a user of an application
in the device 101. The application may include an aug-
mented reality application configured to provide the user
102 with an experience triggered by a physical object
such as, a two-dimensional physical object 104 (e.g., a
picture) or a three-dimensional physical object 106 (e.g.,
a statue). For example, the user 102 may point a camera
of the device 101 to capture an image of the two-dimen-
sional physical object 104. The image is recognized lo-
cally in the device 101 using a local context recognition
dataset module of the augmented reality application of
the device 101. The augmented reality application then
generates additional information corresponding to the
image (e.g., a three-dimensional model) and presents
this additional information in a display of the device 101
in response to recognizing the image. If the captured im-
age is not recognized locally at the device 101, the device
101 downloads additional information (e.g., the three-
dimensional model) corresponding to the captured im-
age, from a database of the server 110 over the network
108.
[0013] Any of the machines, databases, or devices
shown in FIG. 1 may be implemented in a general-pur-
pose computer modified (e.g., configured or pro-
grammed) by software to be a special-purpose computer
to perform one or more of the functions described herein
for that machine, database, or device. For example, a

computer system able to implement any one or more of
the methodologies described herein is discussed below
with respect to FIG. 7. As used herein, a "database" is a
data storage resource and may store data structured as
a text file, a table, a spreadsheet, a relational database
(e.g., an object-relational database), a triple store, a hi-
erarchical data store, or any suitable combination there-
of. Moreover, any two or more of the machines, databas-
es, or devices illustrated in FIG. 1 may be combined into
a single machine, and the functions described herein for
any single machine, database, or device may be subdi-
vided among multiple machines, databases, or devices.
[0014] The network 108 may be any network that en-
ables communication between or among machines (e.g.,
server 110), databases, and devices (e.g., device 101).
Accordingly, the network 108 may be a wired network, a
wireless network (e.g., a mobile or cellular network), or
any suitable combination thereof. The network 108 may
include one or more portions that constitute a private net-
work, a public network (e.g., the Internet), or any suitable
combination thereof.
[0015] FIG. 2 is a block diagram illustrating modules
(e.g., components) of the device, according to some ex-
ample embodiments. The device 101 may include sen-
sors 202, a display 204, a processor 206, and a storage
device 207. For example, the device 201 may be a desk-
top computer, a vehicle computer, a tablet computer, a
navigational device, a portable media device, or a smart
phone of a user. The user may be a human user (e.g., a
human being), a machine user (e.g., a computer config-
ured by a software program to interact with the device
101), or any suitable combination thereof (e.g., a human
assisted by a machine or a machine supervised by a
human).
[0016] The sensors 202 may include, for example, a
vibration sensor, an optical sensor (e.g., a charge-cou-
pled device (CCD)), an orientation sensor (e.g., gyro-
scope), an audio sensor (e.g., a microphone), or any suit-
able combination thereof. For example, the sensors 202
may include a rear facing camera and a front facing cam-
era in the device 101. It is noted that the sensors de-
scribed herein are for illustration purposes and the sen-
sors 102 are thus not limited to the ones described.
[0017] The display 204 may include, for example, a
touchscreen or touch sensitive display configured to re-
ceive a user input via a contact on the touchscreen dis-
play. In another example, the display 204 may include a
screen or monitor configured to display images generat-
ed by the processor 206.
[0018] The processor 206 may include an experience
consuming application, such as an augmented reality ap-
plication 209, configured to generate a visualization of a
virtual object, such as a three-dimensional virtual object,
overlaid (e.g., superimposed upon, or otherwise dis-
played in tandem with) on an image of a physical object
captured by a camera of the device 101 in the display
204 of the device 101. A visualization of the three-dimen-
sional virtual object may be manipulated by adjusting a
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position of the physical object relative to the camera of
the device 101. Similarly, the visualization of the three-
dimensional virtual object may be manipulated by adjust-
ing a position of the device 101 relative to the physical
object.
[0019] In one embodiment, the augmented reality ap-
plication 209 communicates with a contextual local image
recognition module 208 in the device 101 to retrieve
three-dimensional models of virtual objects associated
with a captured image (e.g., virtual object that correspond
to the captured image). For example, the captured image
may include a visual reference (also referred to as a
marker) that consists of an identifiable image, symbol,
letter, number, machine-readable code. For example, the
visual reference may include a bar code, a quick re-
sponse (QR) code, or an image that has been previously
associated with a three-dimensional virtual object (e.g.,
an image that has been previously determined to corre-
spond to the three-dimensional virtual object).
[0020] The contextual local image recognition module
208 may be configured to determine whether the cap-
tured image matches an image that is stored in a local
database of images and corresponding additional infor-
mation (e.g., three-dimensional model and one or more
interactive features) in the storage device 207 of the de-
vice 101. In one embodiment, the contextual local image
recognition module 208 retrieves a primary content da-
taset from the server 110 and generates and updates a
contextual content dataset based an image captured by
the device 101.
[0021] The storage device 207 may be configured to
store a database of visual references (e.g., images) and
corresponding experiences (e.g., three-dimensional vir-
tual objects, interactive features of the three-dimensional
virtual objects). For example, the visual reference may
include a machine-readable code or a previously identi-
fied image (e.g., a picture of shoe). The previously iden-
tified image of the shoe may correspond to a three-di-
mensional virtual model of the shoe that can be viewed
from different angles by manipulating the position of the
device 101 relative to the picture of the shoe. Features
of the three-dimensional virtual shoe may include se-
lectable icons on the three-dimensional virtual model of
the shoe. An icon may be selected or activated by tapping
or moving on the device 101.
[0022] In one embodiment, the storage device 207 in-
cludes a primary content dataset 210 and a contextual
content dataset 212. The primary content dataset 210
includes, for example, a first set of images and corre-
sponding experiences (e.g., interactive three-dimension-
al virtual object models, downloadable content, audio,
video, images, text, webpages, games, advertisements,
3D models, etc.).). The primary content dataset 210 may
include a core set of images or the most popular images
determined by the server 110. The core set of images
may include a limited number of images identified by the
server 110. For example, the core set of images may
include the cover image of the ten most popular maga-

zines and their corresponding experiences (e.g., virtual
objects that represent the ten most popular magazines).
In another example, the server 110 may generate the
first set of images based on the most popular or often
scanned images received at the server 110.
[0023] The contextual content dataset 212 includes,
for example, a second set of images and corresponding
experiences (e.g., three-dimensional virtual object mod-
els) retrieved from the server 110 based on usage of the
device 101 and the augmented reality application 209.
For example, images captured with the device 101 that
are not recognized in the primary content dataset 210
are submitted to the server 110 for recognition. If the
captured image is recognized by the server 110, a cor-
responding experience may be downloaded at the device
101 and stored in the contextual content dataset 212.
[0024] In one embodiment, the device 101 may com-
municate over the network 108 with the server 110 to
retrieve a portion of a database that stores visual refer-
ences, corresponding three-dimensional virtual objects,
and corresponding interactive features of the three-di-
mensional virtual objects. The network 108 may be any
network that enables communication between or among
machines, databases, and devices (e.g., the device 101).
Accordingly, the network 108 may be a wired network, a
wireless network (e.g., a mobile or cellular network), or
any suitable combination thereof. The network may in-
clude one or more portions that constitute a private net-
work, a public network (e.g., the Internet), or any suitable
combination thereof.
[0025] Any one or more of the modules described here-
in may be implemented using hardware (e.g., a processor
of a machine) or a combination of hardware and software.
For example, any module described herein may config-
ure a processor to perform the operations described
herein for that module. Moreover, any two or more of
these modules may be combined into a single module,
and the functions described herein for a single module
may be subdivided among multiple modules. Further-
more, according to various example embodiments, mod-
ules described herein as being implemented within a sin-
gle machine, database, or device may be distributed
across multiple machines, databases, or devices.
[0026] FIG. 3 is a block diagram illustrating modules
(e.g., components) of contextual local image recognition
dataset module 208, according to some example embod-
iments. The contextual local image recognition dataset
module 208 may include an image capture module 302,
a local image recognition module 304, a content request
module 306, and a context content dataset update mod-
ule 308.
[0027] The image capture module 302 may capture an
image with a camera of the device 101. For example, the
image capture module 302 may capture the image of a
physical object pointed at by the device 101. In one em-
bodiment, the image capture module 302 may capture
one image or a series of snapshots. In another embodi-
ment, the image capture module 302 may capture an
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image when one of the sensors 202 (e.g., vibration, gy-
roscope, compass, etc.) detects that the device 101 is
no longer moving or is being held steady.
[0028] The local image recognition module 304 deter-
mines that the captured image corresponds to an image
stored in the primary content dataset 210 and locally
renders the three-dimensional virtual object model cor-
responding to the image captured with the device 101
when the image captured with the device 101 corre-
sponds to one of the set of images of the primary content
dataset 210 stored in the device 101.
[0029] In another example embodiment, the local im-
age recognition module 304 determines that the captured
image corresponds to an image stored in the contextual
content dataset 212 and locally renders the three-dimen-
sional virtual object model corresponding to the image
captured with the device 101 when the image captured
with the device 101 corresponds to one of the set of im-
ages of the contextual content dataset 212 stored in the
device 101.
[0030] The content request module 306 may request
the server 110 for the three-dimensional virtual object
model corresponding to the image captured with the de-
vice 101 when the image captured with the device 101
does not correspond to one of the set of images in the
primary content dataset 210 and the set of images in the
contextual content dataset 212 in the storage device 207.
[0031] The context content dataset update module 308
may receive the three-dimensional virtual object model
corresponding to the image captured with the device 101
from the server 110 in response to the request generated
by the content request module 306. In one embodiment,
the context content dataset update module 308 may up-
date the contextual content dataset 212 with the three-
dimensional virtual object model corresponding to the
image captured with the device 101 from the server 110
when the image captured with the device 101 does not
correspond to any images stored locally in the storage
device 207 of the device 101.
[0032] In another example embodiment, the content
request module 306 may determine usage conditions of
the device 101 and generate a request to the server 110
for a third set of images and corresponding three-dimen-
sional virtual object models based on the usage condi-
tions. The usage conditions may be related to when, how
often, where, and how the user is using the device 101.
The context content dataset update module 308 may up-
date the contextual content dataset with the third set of
images and corresponding three-dimensional virtual ob-
ject models.
[0033] For example, the content request module 306
determines that the user 102 scans pages of a newspa-
per in the morning time. The content request module 306
then generates a request to the server 110 for a set of
images and corresponding experiences that are relevant
to usage of the user 102 in the morning. For example,
the content request module 306 may retrieve images of
sports articles that the user 102 is most likely to scan in

the morning and a corresponding updated virtual score
board of a sports team mentioned in one of the sports
articles. The experience may include, for example, a fan-
tasy league score board update that is personalized to
the user 102.
[0034] In another example, the content request module
306 determines that the user 102 often scans the busi-
ness section of a newspaper. The content request mod-
ule 306 then generates a request to the server 110 for a
set of images and corresponding experiences that are
relevant to the user 102. For example, the content re-
quest module 306 may retrieve images of business arti-
cles of the next issue of the newspaper as soon as the
next issue’s business articles are available. The experi-
ence may include, for example, a video report corre-
sponding to an image of the next issue business article.
[0035] In yet another example embodiment, the con-
tent request module 306 may determine social informa-
tion of the user 102 of the device 101 and generate a
request to the server 110 for another set of images and
corresponding three-dimensional virtual object models
based on the social information. The social information
may be obtained from a social network application in the
device 101. The social information may relate to who the
user 102 has interacted with, and with whom the user
102 has shared experiences using the augmented reality
application 209 of the device 101. The context content
dataset update module 308 may update the contextual
content dataset 212 with the other set of images and
corresponding three-dimensional virtual object models.
[0036] For example, the user 102 may have scanned
several pages of a magazine. The content request mod-
ule 306 determines from a social network application that
the user 102 is friends with another user who shares sim-
ilar interests and reads another magazine. As such, the
content request module 306 may generate a request to
the server 110 for a set of images and corresponding
experiences related to the other magazine.
[0037] In another example, if the content request mod-
ule 306 determines that the user 102 has scanned the
cover image of a magazine, the content request module
306 may generate a request for additional content related
to other images in the same magazine.
[0038] FIG. 4 is a ladder diagram illustrating an oper-
ation of the contextual local image recognition dataset
module 208 of the device 101, according to some exam-
ple embodiments. At operation 402, the device 101
downloads an augmented reality application from the
server 110. The augmented reality application may in-
clude the primary content dataset 210. The primary con-
tent dataset 210 may include for example, the most often
scanned pictures of ten popular magazines and corre-
sponding experiences. At operation 404, the device 101
captures an image.
[0039] At operation 406, the device 101 compares the
captured image with local images from the primary con-
tent dataset 210 and from the contextual content dataset
212. If the captured image is not recognized in both the
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primary content dataset and the contextual content da-
taset, the device 101 requests the server 110 at operation
408 to retrieve content or an experience associated with
the captured image.
[0040] At operation 410, the server 110 identifies the
captured image and retrieves content associated with
the captured image.
[0041] At operation 412, the device 101 downloads the
content corresponding to the captured image, from the
server 110.
[0042] At operation 414, the device 101 updates its
local storage to include the content. In one embodiment,
the device 101 updates its contextual content dataset
212 with the downloaded content from operation 412.
[0043] Input conditions from the device 101 may also
be submitted to the server 110 at operation 416. The
input conditions may include usage time information, lo-
cation information, a history of scanned images, and so-
cial information. The server 110 may retrieve content as-
sociated with the input conditions at operation 418. For
example, if the input conditions indicate that the user 102
operates the device 101 mostly from location A, then con-
tent relevant to location A (e.g., restaurants nearby) may
be retrieved from the server 110.
[0044] At operation 420, the device 101 downloads the
content retrieved in operation 418 and updates the con-
textual content dataset based on the retrieved content at
422.
[0045] FIG. 5 is a flowchart illustrating an example op-
eration of the contextual local image recognition dataset
module of the device, according to some example em-
bodiments.
[0046] At operation 502, the contextual local image
recognition dataset module 208 stores the primary con-
tent dataset 210 in the device 101.
[0047] At operation 504, the augmented reality appli-
cation 209 determines that an image has been captured
with the device 101.
[0048] At operation 506, the contextual local image
recognition dataset module 208 compares the captured
image with a set of images locally stored in the primary
content dataset 210 in the device 101. If the captured
image corresponds to an image from the set of images
locally stored in the primary content dataset 210 in the
device 101, the augmented reality application 209 gen-
erates an experience based on the recognized image at
operation 508.
[0049] If the captured image does not correspond to
an image from the set of images locally stored in the
primary content dataset 210 in the device 101, the con-
textual local image recognition dataset module 208 com-
pares the captured image with a set of images locally
stored in the contextual content dataset 212 in the device
101 at operation 510.
[0050] If the captured image corresponds to an image
from the set of images locally stored in the contextual
content dataset 212 in the device 101, the augmented
reality application 209 generates an experience based

on the recognized image at operation 508.
[0051] If the captured image does not correspond to
an image from the set of images locally stored in the
contextual content dataset 212 in the device 101, the
contextual local image recognition dataset module 208
submits a request including the captured image to the
server 110 at operation 512.
[0052] At operation 514, the device 101 receives con-
tent corresponding to the captured image from the server
110.
[0053] At operation 516, the contextual local image
recognition dataset module 208 updates the contextual
content dataset 212 based on the received content.
[0054] FIG. 6 is a flowchart illustrating another example
operation of the contextual local image recognition data-
set module of the device, according to some example
embodiments.
[0055] At operation 602, the contextual local image
recognition dataset module 208 captures input condi-
tions local to the device 101. As previously described,
local input conditions may include usage time informa-
tion, location information, history of scanned images, and
social information.
[0056] At operation 604, the contextual local image
recognition dataset module 208 communicates the input
conditions to the server 110. At operation 606, the server
110 retrieves new content related to the input conditions
of the device 101.
[0057] At operation 608, the contextual local image
recognition dataset module 208 updates the contextual
content dataset 212 with the new content.
[0058] FIG. 7 is a block diagram illustrating compo-
nents of a machine 700, according to some example em-
bodiments, able to read instructions from a machine-
readable medium (e.g., a machine-readable storage me-
dium, a computer-readable storage medium, or any suit-
able combination thereof) and perform any one or more
of the methodologies discussed herein, in whole or in
part. Specifically, FIG. 7 shows a diagrammatic repre-
sentation of the machine 700 in the example form of a
computer system and within which instructions 724 (e.g.,
software, a program, an application, an applet, an app,
or other executable code) for causing the machine 700
to perform any one or more of the methodologies dis-
cussed herein may be executed, in whole or in part. In
alternative embodiments, the machine 700 operates as
a standalone device or may be connected (e.g., net-
worked) to other machines. In a networked deployment,
the machine 700 may operate in the capacity of a server
machine or a client machine in a server-client network
environment, or as a peer machine in a distributed (e.g.,
peer-to-peer) network environment. The machine 700
may be a server computer, a client computer, a personal
computer (PC), a tablet computer, a laptop computer, a
netbook, a set-top box (STB), a personal digital assistant
(PDA), a cellular telephone, a smartphone, a web appli-
ance, a network router, a network switch, a network
bridge, or any machine capable of executing the instruc-
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tions 724, sequentially or otherwise, that specify actions
to be taken by that machine. Further, while only a single
machine is illustrated, the term "machine" shall also be
taken to include a collection of machines that individually
or jointly execute the instructions 724 to perform all or
part of any one or more of the methodologies discussed
herein.
[0059] The machine 700 includes a processor 702
(e.g., a central processing unit (CPU), a graphics
processing unit (GPU), a digital signal processor (DSP),
an application specific integrated circuit (ASIC), a radi-
ofrequency integrated circuit (RFIC), or any suitable com-
bination thereof), a main memory 704, and a static mem-
ory 706, which are configured to communicate with each
other via a bus 708. The machine 700 may further include
a graphics display 710 (e.g., a plasma display panel
(PDP), a light emitting diode (LED) display, a liquid crystal
display (LCD), a projector, or a cathode ray tube (CRT)).
The machine 700 may also include an alphanumeric in-
put device 712 (e.g., a keyboard), a cursor control device
714 (e.g., a mouse, a touchpad, a trackball, a joystick, a
motion sensor, or other pointing instrument), a storage
unit 716, a signal generation device 718 (e.g., a speaker),
and a network interface device 720.
[0060] The storage unit 716 includes a machine-read-
able medium 722 on which is stored the instructions 724
embodying any one or more of the methodologies or func-
tions described herein. The instructions 724 may also
reside, completely or at least partially, within the main
memory 704, within the processor 702 (e.g., within the
processor’s cache memory), or both, during execution
thereof by the machine 700. Accordingly, the main mem-
ory 704 and the processor 702 may be considered as
machine-readable media. The instructions 724 may be
transmitted or received over a network 726 (e.g., network
108) via the network interface device 720.
[0061] As used herein, the term "memory" refers to a
machine-readable medium able to store data temporarily
or permanently and may be taken to include, but not be
limited to, random-access memory (RAM), read-only
memory (ROM), buffer memory, flash memory, and
cache memory. While the machine-readable medium
722 is shown in an example embodiment to be a single
medium, the term "machine-readable medium" should
be taken to include a single medium or multiple media
(e.g., a centralized or distributed database, or associated
caches and servers) able to store instructions. The term
"machine-readable medium" shall also be taken to in-
clude any medium, or combination of multiple media, that
is capable of storing instructions for execution by a ma-
chine (e.g., machine 700), such that the instructions,
when executed by one or more processors of the ma-
chine (e.g., processor 702), cause the machine to per-
form any one or more of the methodologies described
herein. Accordingly, a "machine-readable medium" re-
fers to a single storage apparatus or device, as well as
"cloud-based" storage systems or storage networks that
include multiple storage apparatus or devices. The term

"machine-readable medium" shall accordingly be taken
to include, but not be limited to, one or more data repos-
itories in the form of a solid-state memory, an optical me-
dium, a magnetic medium, or any suitable combination
thereof.
[0062] Throughout this specification, plural instances
may implement components, operations, or structures
described as a single instance. Although individual op-
erations of one or more methods are illustrated and de-
scribed as separate operations, one or more of the indi-
vidual operations may be performed concurrently, and
nothing requires that the operations be performed in the
order illustrated. Structures and functionality presented
as separate components in example configurations may
be implemented as a combined structure or component.
Similarly, structures and functionality presented as a sin-
gle component may be implemented as separate com-
ponents. These and other variations, modifications, ad-
ditions, and improvements fall within the scope of the
subject matter herein.
[0063] Certain embodiments are described herein as
including logic or a number of components, modules, or
mechanisms. Modules may constitute either software
modules (e.g., code embodied on a machine-readable
medium or in a transmission signal) or hardware mod-
ules. A "hardware module" is a tangible unit capable of
performing certain operations and may be configured or
arranged in a certain physical manner. In various exam-
ple embodiments, one or more computer systems (e.g.,
a standalone computer system, a client computer sys-
tem, or a server computer system) or one or more hard-
ware modules of a computer system (e.g., a processor
or a group of processors) may be configured by software
(e.g., an application or application portion) as a hardware
module that operates to perform certain operations as
described herein.
[0064] In some embodiments, a hardware module may
be implemented mechanically, electronically, or any suit-
able combination thereof. For example, a hardware mod-
ule may include dedicated circuitry or logic that is per-
manently configured to perform certain operations. For
example, a hardware module may be a special-purpose
processor, such as a field programmable gate array (FP-
GA) or an ASIC. A hardware module may also include
programmable logic or circuitry that is temporarily con-
figured by software to perform certain operations. For
example, a hardware module may include software en-
compassed within a general-purpose processor or other
programmable processor. It will be appreciated that the
decision to implement a hardware module mechanically,
in dedicated and permanently configured circuitry, or in
temporarily configured circuitry (e.g., configured by soft-
ware) may be driven by cost and time considerations.
[0065] Accordingly, the phrase "hardware module"
should be understood to encompass a tangible entity, be
that an entity that is physically constructed, permanently
configured (e.g., hardwired), or temporarily configured
(e.g., programmed) to operate in a certain manner or to
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perform certain operations described herein. As used
herein, "hardware-implemented module" refers to a hard-
ware module. Considering embodiments in which hard-
ware modules are temporarily configured (e.g., pro-
grammed), each of the hardware modules need not be
configured or instantiated at any one instance in time.
For example, where a hardware module comprises a
general-purpose processor configured by software to be-
come a special-purpose processor, the general-purpose
processor may be configured as respectively different
special-purpose processors (e.g., comprising different
hardware modules) at different times. Software may ac-
cordingly configure a processor, for example, to consti-
tute a particular hardware module at one instance of time
and to constitute a different hardware module at a differ-
ent instance of time.
[0066] Hardware modules can provide information to,
and receive information from, other hardware modules.
Accordingly, the described hardware modules may be
regarded as being communicatively coupled. Where mul-
tiple hardware modules exist contemporaneously, com-
munications may be achieved through signal transmis-
sion (e.g., over appropriate circuits and buses) between
or among two or more of the hardware modules. In em-
bodiments in which multiple hardware modules are con-
figured or instantiated at different times, communications
between such hardware modules may be achieved, for
example, through the storage and retrieval of information
in memory structures to which the multiple hardware
modules have access. For example, one hardware mod-
ule may perform an operation and store the output of that
operation in a memory device to which it is communica-
tively coupled. A further hardware module may then, at
a later time, access the memory device to retrieve and
process the stored output. Hardware modules may also
initiate communications with input or output devices, and
can operate on a resource (e.g., a collection of informa-
tion).
[0067] The various operations of example methods de-
scribed herein may be performed, at least partially, by
one or more processors that are temporarily configured
(e.g., by software) or permanently configured to perform
the relevant operations. Whether temporarily or perma-
nently configured, such processors may constitute proc-
essor-implemented modules that operate to perform one
or more operations or functions described herein. As
used herein, "processor-implemented module" refers to
a hardware module implemented using one or more proc-
essors.
[0068] Similarly, the methods described herein may be
at least partially processor-implemented, a processor be-
ing an example of hardware. For example, at least some
of the operations of a method may be performed by one
or more processors or processor-implemented modules.
Moreover, the one or more processors may also operate
to support performance of the relevant operations in a
"cloud computing" environment or as a "software as a
service" (SaaS). For example, at least some of the op-

erations may be performed by a group of computers (as
examples of machines including processors), with these
operations being accessible via a network (e.g., the In-
ternet) and via one or more appropriate interfaces (e.g.,
an application program interface (API)).
[0069] The performance of certain of the operations
may be distributed among the one or more processors,
not only residing within a single machine, but deployed
across a number of machines. In some example embod-
iments, the one or more processors or processor-imple-
mented modules may be located in a single geographic
location (e.g., within a home environment, an office en-
vironment, or a server farm). In other example embodi-
ments, the one or more processors or processor-imple-
mented modules may be distributed across a number of
geographic locations.
[0070] Some portions of the subject matter discussed
herein may be presented in terms of algorithms or sym-
bolic representations of operations on data stored as bits
or binary digital signals within a machine memory (e.g.,
a computer memory). Such algorithms or symbolic rep-
resentations are examples of techniques used by those
of ordinary skill in the data processing arts to convey the
substance of their work to others skilled in the art. As
used herein, an "algorithm" is a self-consistent sequence
of operations or similar processing leading to a desired
result. In this context, algorithms and operations involve
physical manipulation of physical quantities. Typically,
but not necessarily, such quantities may take the form of
electrical, magnetic, or optical signals capable of being
stored, accessed, transferred, combined, compared, or
otherwise manipulated by a machine. It is convenient at
times, principally for reasons of common usage, to refer
to such signals using words such as "data," "content,"
"bits," "values," "elements," "symbols," "characters,"
"terms," "numbers," "numerals," or the like. These words,
however, are merely convenient labels and are to be as-
sociated with appropriate physical quantities.
[0071] Unless specifically stated otherwise, discus-
sions herein using words such as "processing," "comput-
ing," "calculating," "determining," "presenting," "display-
ing," or the like may refer to actions or processes of a
machine (e.g., a computer) that manipulates or trans-
forms data represented as physical (e.g., electronic,
magnetic, or optical) quantities within one or more mem-
ories (e.g., volatile memory, non-volatile memory, or any
suitable combination thereof), registers, or other ma-
chine components that receive, store, transmit, or display
information. Furthermore, unless specifically stated oth-
erwise, the terms "a" or "an" are herein used, as is com-
mon in patent documents, to include one or more than
one instance. Finally, as used herein, the conjunction
"or" refers to a non-exclusive "or," unless specifically stat-
ed otherwise.

CLAUSES:

[0072] It should also be noted that the present disclo-
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sure can also take configurations in accordance with the
following numbered clauses:

Clause 1. A device comprising:

a processor configured by a contextual local im-
age recognition module to retrieve a primary
content dataset from a server, to generate and
to update a contextual content dataset based on
an image captured with the device; and
a storage device coupled to the processor, the
storage device comprising the primary content
dataset and the contextual content dataset, the
primary content dataset comprising a first set of
images and corresponding virtual object mod-
els, the contextual content dataset comprising
a second set of images and corresponding vir-
tual object models retrieved from the server.

Clause 2. The device of Clause 1, wherein the con-
textual local image recognition module is configured
to locally render the virtual object model correspond-
ing to the image captured with the device when the
image captured with the device corresponds to one
of the first set of images in the storage device.

Clause 3. The device of Clause 1, wherein the con-
textual local image recognition module is configured
to request the server for the virtual object model cor-
responding to the image captured with the device
when the image captured with the device does not
correspond to one of the first set of images in the
storage device.

Clause 4. The device of Clause 3, wherein the con-
textual local image recognition module is configured
to receive the virtual object model corresponding to
the image captured with the device from the server,
and to update the contextual content dataset when
the image captured with the device does not corre-
spond to one of the first set of images in the storage
device.

Clause 5. The device of Clause 1, wherein the con-
textual local image recognition module is configured
to request the server for the virtual object model cor-
responding to the image captured with the device
when the image captured with the device does not
correspond to one of the second set of images in the
storage device.

Clause 6. The device of Clause 5, wherein the con-
textual local image recognition module is configured
to receive the virtual object model corresponding to
the image captured with the device from the server,
and to update the contextual content dataset when
the image captured with the device does not corre-
spond to one of the second set of images in the stor-

age device.

Clause 7. The device of Clause 1, wherein the con-
textual local image recognition module is configured
to determine usage conditions of the device, and to
generate a request to the server for a third set of
images and corresponding virtual object models
based on the usage conditions.

Clause 8. The device of Clause 7, wherein the con-
textual local image recognition module is configured
to update the contextual content dataset with the
third set of images and corresponding virtual object
models.

Clause 9. The device of Clause 7, wherein the usage
conditions of the device comprises social information
of a user of the device and location and time infor-
mation of the device using a three-dimensional ob-
ject generation application based on the contextual
local image recognition module.

Clause 10. The device of Clause 1, wherein the proc-
essor further comprises a three-dimensional object
generation module configured to generate, in a dis-
play of the device, a visualization of a virtual object
engaged with the image of a physical object captured
with the device, the virtual object corresponding to
the image, with a rendering of the visualization of the
virtual object based a position of the device relative
to the physical object.

Clause 11. A computer-implemented method com-
prising:

retrieving a primary content dataset from a serv-
er;
generating and updating, at a device, a contex-
tual content dataset based on an image cap-
tured with the device; and
storing, at the device, the primary content data-
set and the contextual content dataset, the pri-
mary content dataset comprising a first set of
images and corresponding virtual object mod-
els, the contextual content dataset comprising
a second set of images and corresponding vir-
tual object models retrieved from the server.

Clause 12. The computer-implemented method of
Clause 11, further comprising:
locally rendering the virtual object model corre-
sponding to the image captured with the device when
the image captured with the device corresponds to
one of the first set of images stored in the device.

Clause 13. The computer-implemented method of
Clause 11, further comprising:
requesting the server for the virtual object model cor-
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responding to the image captured with the device
when the image captured with the device does not
correspond to one of the first set of images stored in
device.

Clause 14. The computer-implemented method of
Clause 13, further comprising:

receiving the virtual object model corresponding
to the image captured with the device from the
server; and
updating the contextual content dataset when
the image captured with the device does not cor-
respond to one of the first set of images in the
device.

Clause 15. The computer-implemented method of
Clause 11, further comprising:
requesting the server for the virtual object model cor-
responding to the image captured with the device
when the image captured with the device does not
correspond to one of the second set of images in the
device.

Clause 16. The computer-implemented method of
Clause 15, further comprising:

receiving the virtual object model corresponding
to the image captured with the device from the
server; and
updating the contextual content dataset when
the image captured with the device does not cor-
respond to one of the second set of images in
the device.

Clause 17. The computer-implemented method of
Clause 11, further comprising:

determining usage conditions of the device;
generating a request to the server for a third set
of images and corresponding virtual object mod-
els; and
updating the contextual content dataset with the
third set of images and corresponding virtual ob-
ject models.

Clause 18. The computer-implemented method of
Clause 17, wherein the usage conditions of the de-
vice comprises social information of a user of the
device; and location and time information of the de-
vice using a three-dimensional object generation ap-
plication based on the contextual local image recog-
nition module.

Clause 19. The computer-implemented method of
Clause 11, further comprising:
generating, in a display of the device, a visualization
of a virtual object engaged with the image of a phys-

ical object captured with the device, the virtual object
corresponding to the image, with a rendering of the
visualization of the virtual object based on a position
of the device relative to the physical object.

Clause 20. A non-transitory machine-readable me-
dium comprising instructions that, when executed by
one or more processors of a machine, cause the
machine to perform operations comprising:

retrieving a primary content dataset from a serv-
er;
generating and updating, at a device, a contex-
tual content dataset based on an image cap-
tured with the device; and
storing, at the device, the primary content data-
set and the contextual content dataset, the pri-
mary content dataset comprising a first set of
images and corresponding virtual object mod-
els, the contextual content dataset comprising
a second set of images and corresponding vir-
tual object models retrieved from the server.

Claims

1. A method comprising:

generating, at a server, a primary content data-
set comprising a first set of images and corre-
sponding virtual content, the first set of images
including a core set of images;
accessing a database to retrieve an image cap-
tured by a device and received by the server;
comparing the image captured by the device
with the first set of images;
based on the comparison, retrieving virtual con-
tent associated with the image in response to
determining that the first set of images does not
include the image captured by the device; and
communicating, to the device, the virtual content
associated with the image captured by the de-
vice, the device being configured to update a
contextual content dataset with the virtual con-
tent associated with the image captured by the
device; and
storing, at the server, the primary content data-
set, a secondary content dataset corresponding
to the contextual content dataset of the plurality
of devices, and a third content dataset compris-
ing virtual content not included in the primary
and secondary content datasets.

2. The method of claim 1, wherein the core set of im-
ages includes the most common images captured
from the plurality of devices.

3. The method of claim 1 or claim 2, further comprising:
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providing the primary content dataset to a plu-
rality of devices;
generating a corresponding secondary content
dataset for each device based on images cap-
tured from the corresponding device; and
generating a corresponding third content data-
set for each device based on usage conditions
of the corresponding device.

4. The method of claim 1, further comprising:

determining usage conditions of the device;
identifying virtual content based on the usage
conditions and not included in the primary and
secondary content datasets; and
communicating the virtual content based on the
usage conditions and not included in the primary
and secondary content datasets to the device.

5. The method of claim 4, further comprising:
updating the third content dataset of the device with
the virtual content based on the usage conditions
and not included in the primary and secondary con-
tent datasets.

6. The method of claim 4, wherein the usage conditions
of the device include at least one of a time, duration,
location, and orientation of the device at the time of
capture of the image.

7. The method of claim 4, wherein the usage conditions
of the device include images from other users in a
social network of the user of the device.

8. The method of claim 1, wherein the device includes
an augmented reality application configured to dis-
play the virtual content in a display of the device.

9. The method of claim 8, further comprising:

uploading the primary content dataset to the
augmented reality application of the device in
response to detecting an initialization of the aug-
mented reality application in the device,
wherein the usage conditions of the device in-
clude at least one of a time and location of the
device while the augmented reality application
operates in the device.

10. A server comprising:

a network communication interface to commu-
nicate with a plurality of devices;
one or more hardware processors configured to:

generate a primary content dataset com-
prising a first set of images and correspond-
ing virtual content, the first set of images

including a core set of images,
access a database to retrieve an image cap-
tured by a device and received by the server
via the network communication interface,
compare the image captured by the device
with the first set of images,
based on the comparison, retrieve virtual
content associated with the image in re-
sponse to determining that the first set of
images does not include the image cap-
tured by the device, and
communicate, via the network communica-
tion interface, to the device the virtual con-
tent associated with the image captured by
the device, the device being configured to
update a contextual content dataset with the
virtual content associated with the image
captured by the device; and

a storage device coupled to the one or more
hardware processors, the storage device com-
prising the primary content dataset, a secondary
content dataset corresponding to the contextual
content dataset of the plurality of devices, and
a third content dataset comprising virtual con-
tent not included in the primary and secondary
content datasets.

11. A system comprising:

a plurality of devices;
a server having: a network communication in-
terface to communicate with the plurality of de-
vices; a storage device; and one or more hard-
ware processors configured to perform the
method of any one of claims 1 to 9;
wherein at least one of the devices comprises:
a processor configured by a contextual local im-
age recognition module to retrieve the primary
content dataset from the server, to generate and
to update a contextual content dataset based on
an image captured with the device; and a local
storage device coupled to the processor, the lo-
cal storage device comprising the primary con-
tent dataset and the contextual content dataset,
the contextual content dataset comprising a sec-
ond set of images and corresponding virtual ob-
ject models retrieved from the server, and
wherein the storage device is coupled to the one
or more hardware processors, the storage de-
vice comprising the primary content dataset, a
secondary content dataset corresponding to the
contextual content dataset of the plurality of de-
vices, and a third content dataset comprising vir-
tual content not included in the primary and sec-
ondary content datasets.

12. The system of claim 11, wherein the device includes
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an augmented reality application configured to dis-
play the virtual content in a display of the device.

13. The system of claim 12, wherein the one or more
hardware processors are further configured to:
upload the primary content dataset to the augmented
reality application of the device in response to de-
tecting an initialization of the augmented reality ap-
plication in the device.

14. A machine-readable medium comprising instruc-
tions that, when executed by one or more processors
of a server, cause the server to perform the method
of any one of claims 1 to 9.
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