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(57) A learning method for training an obfuscation
network, including steps of: (a) inputting a training data
into the obfuscation network to (i) extract features and
thus generate a data representation by performing a
learning operation on the training data and (ii) transform
the data representation and thus generate an ano-
nymized data representation, and (b) inputting the ano-
nymized data representation into a task learning network

to (i) perform a task by using the anonymized data rep-
resentation and thus output a task result, (ii) generate a
task loss by referring to the task result and its correspond-
ing ground truth, (iii) train the task learning network
through a first backpropagation of the task loss such that
the task loss is minimized, and (iv) train the obfuscation
network through a second backpropagation of the task
loss such that the task loss is minimized.
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Description

[0001] The present disclosure relates to a method for training an obfuscation network capable of obfuscating, e.g.,
anonymizing or concealing, an original data for privacy and a learning device using the same, and to a method for testing
the trained obfuscation network capable of obfuscating the original data and a testing device using the same.
[0002] In recent years, machine learning as a service (MLaaS) has gained great popularity mainly due to the advances
in cloud computing and deep learning. Oftentimes raw data generated on an edge device is sent to the cloud, where it
is then processed and machine learning algorithms are applied to learn patterns from the data.
[0003] However, sending the raw data has the drawback that privacy-related information is directly leaked to the cloud
server, which might constitute a violation of user privacy.
[0004] For example, we can consider the edge device transmitting images to the cloud, to perform person identification.
While a picture of a person can be used for identification, the image can further reveal the person’s gender, emotional
state, race, or location. Ideally, privacy-related information should be removed from the image, while preserving task utility.
[0005] Additionally, such a private data representation should be secure against attacks from adversarial actors, who
attempt to breach a user’s privacy by retrieving private attributes from the private data representation. It is important to
note that the service provider might be considered as a possible adversarial actor, so the client would want a model to
fully remove utility unrelated information, since the representation transmitted from the client is out of their control.
[0006] To mitigate the leakage of sensitive attributes, many works have focused on the training framework of adversarial
representation learning (ARL).
[0007] ARL has found its application in practical scenarios, such as information censoring, learning fair representations,
the mitigation of information leakage, or collaborative inference. Commonly, the ARL framework consists of three entities,
(1) an obfuscator, which transforms input data to representation that retains utility, while resolving the correlation of
image features to sensitive attributes, (2) a task model, performing the utility task on the data representation, and (3) a
proxy-adversary, attempting to extract sensitive attributes.
[0008] With the above scenario of MLaaS, the service provider trains the obfuscator and the task model and deploys
the obfuscator to the user’s client device. For the sake of the user’s privacy, the obfuscator should effectively remove
all information unrelated to the utility task and retain high utility with obfuscated representation.
[0009] However, previous ARL methods have focused on the task utility, i.e., privacy-utility trade-off.
[0010] In the previous ARL methods, the obfuscator is trained to generate obfuscated representation having a high
task utility from the inputted data by removing all pieces of the information unrelated to the utility task.
[0011] Therefore, the trained obfuscator requires significant computations and computing resources to generate the
obfuscated representation from the inputted data.
[0012] When such trained obfuscator requiring the significant computations and computing resources is installed on
the edge device such as a mobile device with a limited computing resource, there is a problem in the obfuscator not
functioning properly and consuming a lot of time to process the inputted data.
[0013] It is an object of the present disclosure to solve all the aforementioned problems.
[0014] It is another object of the present disclosure to provide an obfuscation network that is robust to attacks by
adversarial actors while task utility is preserved.
[0015] It is still another object of the present disclosure to provide the obfuscation network that minimizes the use of
computing resources in an edge device.
[0016] It is still yet another object of the present disclosure to provide the obfuscation network that can easily be applied
to an off-the-shelf deep neural network (DNN).
[0017] It is still yet another object of the present disclosure to provide the obfuscation network that can easily be applied
to a commonly used DNN.
[0018] In order to accomplish objects above, representative structures of the present disclosure are described as
follows:
In accordance with one aspect of the present disclosure, there is provided a learning method for training an obfuscation
network capable of obfuscating an original data for privacy, including steps of: (a) a learning device inputting a training
data into the obfuscation network, to thereby instruct the obfuscation network to (i) extract features to be used for
performing a task of a task learning network and thus generate a data representation including the extracted features
by performing a learning operation on the training data and (ii) transform the data representation and thus generate an
anonymized data representation as an obfuscated data in which privacy-related information of the training data is pro-
tected and task utility is preserved; and (b) the learning device inputting the anonymized data representation into the
task learning network, to thereby instruct the task learning network to (i) perform the task by using the anonymized data
representation and thus output a task result, (ii) generate a task loss by referring to the task result and its corresponding
ground truth, (iii) train the task learning network through a first backpropagation of the task loss such that the task loss
is minimized, and (iv) train the obfuscation network through a second backpropagation of the task loss such that the
task loss is minimized.
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[0019] As one example, at the step of (a), the learning device inputs the training data into the obfuscation network, to
thereby instruct the obfuscation network to (i) generate the data representation by encoding the training data through
an encoding network, and (ii) generate the anonymized data representation by reducing the features included in the
data representation through an information reduction module.
[0020] As one example, the learning device instructs the obfuscation network to perform at least one of (i) a frequency
filtering process by passing at least one preset frequency band or rejecting the preset frequency band of the data
representation, (ii) a noise addition process by adding noise to the data representation, (iii) a random value replacement
process by replacing parts of pixels of the data representation with a random value, (iv) a random shuffling process by
shuffling position information of the data representation, and (v) a resizing process by resizing a cardinal number of
pixels in the data representation to be smaller than a cardinal number of pixels in the training data, through the information
reduction module.
[0021] As one example, the learning device instructs the obfuscation network to (i) perform the resizing process to
thereby change a size of the data representation arbitrarily and thus generate an arbitrarily-resized data representation
and (ii) in response to detecting that a size of the arbitrarily-resized data representation is bigger than a size of the
training data, perform the noise addition process to thereby reduce information included in the arbitrarily-resized data
representation, through the information reduction module.
[0022] As one example, the encoding network and the task learning network are sub-networks included in a deep
neural network capable of performing the task by performing the learning operation on the training data, wherein the
encoding network includes earlier layers of the deep neural network, and wherein the task learning network includes
remaining layers of the deep neural network.
[0023] As one example, at the step of (b), the learning device inputs the anonymized data representation into a proxy
adversarial network, to thereby instruct the proxy adversarial network to (i) perform the adversarial task by using the
anonymized data representation and thus output an adversarial result in which the privacy-related information of a
privacy-related region is estimated from the anonymized data representation, (ii) generate an adversarial loss by referring
to the adversarial result and its corresponding ground truth, (iii) train the proxy adversarial network through a third
backpropagation of the adversarial loss such that the adversarial loss is minimized, and (iv) train the obfuscation network
through the second backpropagation of the task loss and the adversarial loss such that the task loss is minimized and
such that the adversarial loss is maximized.
[0024] In accordance with another aspect of the present disclosure, there is provided a testing method for testing an
obfuscation network capable of obfuscating an original data for privacy, including steps of: (a) on condition that a learning
device has performed processes of (I) inputting a training data into the obfuscation network, to thereby instruct the
obfuscation network to (i) extract features for training to be used for performing a task of a task learning network and
thus generate a data representation for training including the extracted features for training by performing a learning
operation on the training data and (ii) transform the data representation for training and thus generate an anonymized
data representation for training as an obfuscated data in which privacy-related information for training of the training
data is protected and task utility is preserved; and (II) inputting the anonymized data representation for training into the
task learning network, to thereby instruct the task learning network to (i) perform the task by using the anonymized data
representation for training and thus output a task result for training, (ii) generate a task loss by referring to the task result
for training and its corresponding ground truth, (iii) train the task learning network through a first backpropagation of the
task loss such that the task loss is minimized, and (iv) train the obfuscation network through a second backpropagation
of the task loss such that the task loss is minimized, a testing device acquiring a test data; and (b) the testing device
inputting the test data into the obfuscation network, to thereby instruct the obfuscation network to (i) extract features for
testing to be used for performing the task of the task learning network and thus generate a data representation for testing
by performing the learning operation on the testing data and (ii) transform the data representation for testing and thus
generate an anonymized data representation for testing as an obfuscated data in which privacy-related information for
testing of the testing data is protected and task utility is preserved.
[0025] As one example, the testing method further includes a step of: (c) the testing device transmitting the anonymized
data representation for testing to a server in which the task learning network is installed, to thereby instruct the server
to acquire a task result for testing, wherein the task learning network performs the task by using the anonymized data
representation for testing and thus generates the task result for testing.
[0026] As one example, at the step of (b), the testing device inputs the test data into the obfuscation network, to thereby
instruct the obfuscation network to (i) generate the data representation for testing by encoding the testing data through
an encoding network, and (ii) generate the anonymized data representation for testing by reducing the features included
in the data representation for testing through an information reduction module.
[0027] As one example, the testing device instructs the obfuscation network to perform at least one of (i) a frequency
filtering process by passing at least one preset frequency band or rejecting the preset frequency band of the data
representation for testing, (ii) a noise addition process by adding noise to the data representation for testing, (iii) a random
value replacement process by replacing parts of pixels of the data representation for testing with a random value, (iv) a
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random shuffling process by shuffling position information of the data representation for testing, and (v) a resizing process
by resizing a cardinal number of pixels in the data representation for testing to be smaller than a cardinal number of
pixels in the testing data, through the information reduction module.
[0028] As one example, the testing device instructs the obfuscation network to (i) perform the resizing process to
thereby change a size of the data representation for testing arbitrarily and thus generate an arbitrarily-resized data
representation for testing and (ii) in response to detecting that a size of the arbitrarily-resized data representation for
testing is bigger than a size of the testing data, perform the noise addition process to thereby reduce information included
in the arbitrarily-resized data representation for testing, through the information reduction module.
[0029] As one example, the encoding network and the task learning network are sub-networks included in a deep
neural network capable of performing the task by performing the learning operation on the testing data, wherein the
encoding network includes earlier layers of the deep neural network, and wherein the task learning network includes
remaining layers of the deep neural network.
[0030] As one example, at the step of (a), the learning device has inputted the anonymized data representation for
training into a proxy adversarial network, to thereby instruct the proxy adversarial network to (i) perform the adversarial
task by using the anonymized data representation for training and thus output an adversarial result for training in which
the privacy-related information for training of a privacy-related region for training is estimated from the anonymized data
representation for training, (ii) generate an adversarial loss by referring to the adversarial result for training and its
corresponding ground truth, (iii) train the proxy adversarial network through a third backpropagation of the adversarial
loss such that the adversarial loss is minimized, and (iv) train the obfuscation network through the second backpropagation
of the task loss and the adversarial loss such that the task loss is minimized and such that the adversarial loss is maximized.
[0031] In accordance with still another aspect of the present disclosure, there is provided a learning device for training
an obfuscation network capable of obfuscating an original data for privacy, including: at least one memory that stores
instructions; and at least one processor configured to execute the instructions to perform processes of (I) inputting a
training data into the obfuscation network, to thereby instruct the obfuscation network to (i) extract features to be used
for performing a task of a task learning network and thus generate a data representation including the extracted features
by performing a learning operation on the training data and (ii) transform the data representation and thus generate an
anonymized data representation as an obfuscated data in which privacy-related information of the training data is pro-
tected and task utility is preserved; and (II) inputting the anonymized data representation into the task learning network,
to thereby instruct the task learning network to (i) perform the task by using the anonymized data representation and
thus output a task result, (ii) generate a task loss by referring to the task result and its corresponding ground truth, (iii)
train the task learning network through a first backpropagation of the task loss such that the task loss is minimized, and
(iv) train the obfuscation network through a second backpropagation of the task loss such that the task loss is minimized.
[0032] As one example, at the process of (I), the processor inputs the training data into the obfuscation network, to
thereby instruct the obfuscation network to (i) generate the data representation by encoding the training data through
an encoding network, and (ii) generate the anonymized data representation by reducing the features included in the
data representation through an information reduction module.
[0033] As one example, the processor instructs the obfuscation network to perform at least one of (i) a frequency
filtering process by passing at least one preset frequency band or rejecting the preset frequency band of the data
representation, (ii) a noise addition process by adding noise to the data representation, (iii) a random value replacement
process by replacing parts of pixels of the data representation with a random value, (iv) a random shuffling process by
shuffling position information of the data representation, and (v) a resizing process by resizing a cardinal number of
pixels in the data representation to be smaller than a cardinal number of pixels in the training data, through the information
reduction module.
[0034] As one example, the processor instructs the obfuscation network to (i) perform the resizing process to thereby
change a size of the data representation arbitrarily and thus generate an arbitrarily-resized data representation and (ii)
in response to detecting that a size of the arbitrarily-resized data representation is bigger than a size of the training data,
perform the noise addition process to thereby reduce information included in the arbitrarily-resized data representation,
through the information reduction module.
[0035] As one example, the encoding network and the task learning network are sub-networks included in a deep
neural network capable of performing the task by performing the learning operation on the training data, wherein the
encoding network includes earlier layers of the deep neural network, and wherein the task learning network includes
remaining layers of the deep neural network.
[0036] As one example, at the process of (II), the processor inputs the anonymized data representation into a proxy
adversarial network, to thereby instruct the proxy adversarial network to (i) perform the adversarial task by using the
anonymized data representation and thus output an adversarial result in which the privacy-related information of a
privacy-related region is estimated from the anonymized data representation, (ii) generate an adversarial loss by referring
to the adversarial result and its corresponding ground truth, (iii) train the proxy adversarial network through a third
backpropagation of the adversarial loss such that the adversarial loss is minimized, and (iv) train the obfuscation network
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through the second backpropagation of the task loss and the adversarial loss such that the task loss is minimized and
such that the adversarial loss is maximized.
[0037] In accordance with still yet another aspect of the present disclosure, there is provided a testing device for testing
an obfuscation network capable of obfuscating an original data for privacy, including: at least one memory that stores
instructions; and at least one processor configured to execute the instructions to perform processes of: (I) on condition
that a learning device has performed processes of inputting a training data into the obfuscation network, to thereby
instruct the obfuscation network to (i) extract features for training to be used for performing a task of a task learning
network and thus generate a data representation for training including the extracted features for training by performing
a learning operation on the training data and (ii) transform the data representation for training and thus generate an
anonymized data representation for training as an obfuscated data in which privacy-related information for training of
the training data is protected and task utility is preserved; and inputting the anonymized data representation for training
into the task learning network, to thereby instruct the task learning network to (i) perform the task by using the anonymized
data representation for training and thus output a task result for training, (ii) generate a task loss by referring to the task
result for training and its corresponding ground truth, (iii) train the task learning network through a first backpropagation
of the task loss such that the task loss is minimized, and (iv) train the obfuscation network through a second backprop-
agation of the task loss such that the task loss is minimized, acquiring a test data; and (II) inputting the test data into the
obfuscation network, to thereby instruct the obfuscation network to (i) extract features for testing to be used for performing
the task of the task learning network and thus generate a data representation for testing by performing the learning
operation on the testing data and (ii) transform the data representation for testing and thus generate an anonymized
data representation for testing as an obfuscated data in which privacy-related information for testing of the testing data
is protected and task utility is preserved.
[0038] As one example, the processor further performs a process of: (III) transmitting the anonymized data represen-
tation for testing to a server in which the task learning network is installed, to thereby instruct the server to acquire a
task result for testing, wherein the task learning network performs the task by using the anonymized data representation
for testing and thus generates the task result for testing.
[0039] As one example, at the process of (II), the processor inputs the test data into the obfuscation network, to thereby
instruct the obfuscation network to (i) generate the data representation for testing by encoding the testing data through
an encoding network, and (ii) generate the anonymized data representation for testing by reducing the features included
in the data representation for testing through an information reduction module.
[0040] As one example, the processor instructs the obfuscation network to perform at least one of (i) a frequency
filtering process by passing at least one preset frequency band or rejecting the preset frequency band of the data
representation for testing, (ii) a noise addition process by adding noise to the data representation for testing, (iii) a random
value replacement process by replacing parts of pixels of the data representation for testing with a random value, (iv) a
random shuffling process by shuffling position information of the data representation for testing, and (v) a resizing process
by resizing a cardinal number of pixels in the data representation for testing to be smaller than a cardinal number of
pixels in the testing data, through the information reduction module.
[0041] As one example, the processor instructs the obfuscation network to (i) perform the resizing process to thereby
change a size of the data representation for testing arbitrarily and thus generate an arbitrarily-resized data representation
for testing and (ii) in response to detecting that a size of the arbitrarily-resized data representation for testing is bigger
than a size of the testing data, perform the noise addition process to thereby reduce information included in the arbitrarily-
resized data representation for testing, through the information reduction module.
[0042] As one example, the encoding network and the task learning network are sub-networks included in a deep
neural network capable of performing the task by performing the learning operation on the testing data, wherein the
encoding network includes earlier layers of the deep neural network, and wherein the task learning network includes
remaining layers of the deep neural network.
[0043] As one example, at the process of (I), the learning device has inputted the anonymized data representation for
training into a proxy adversarial network, to thereby instruct the proxy adversarial network to (i) perform the adversarial
task by using the anonymized data representation for training and thus output an adversarial result for training in which
the privacy-related information for training of a privacy-related region for training is estimated from the anonymized data
representation for training, (ii) generate an adversarial loss by referring to the adversarial result for training and its
corresponding ground truth, (iii) train the proxy adversarial network through a third backpropagation of the adversarial
loss such that the adversarial loss is minimized, and (iv) train the obfuscation network through the second backpropagation
of the task loss and the adversarial loss such that the task loss is minimized and such that the adversarial loss is maximized.
[0044] In addition, recordable media that are readable by a computer for storing a computer program to execute the
method of the present disclosure is further provided.
[0045] The following drawings to be used for explaining example embodiments of the present disclosure are only part
of example embodiments of the present disclosure and other drawings can be acquired based on the drawings by those
skilled in the art of the present disclosure without inventive work.
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Fig. 1 is a drawing schematically illustrating a learning device for training an obfuscation network capable of obfus-
cating, e.g., anonymizing or concealing, an original data in accordance with one example embodiment of the present
disclosure.
Fig. 2 is a drawing schematically illustrating a learning method for training the obfuscation network capable of
obfuscating the original data in accordance with one example embodiment of the present disclosure.
Fig. 3 is a drawing schematically illustrating the learning method for training the obfuscation network capable of
obfuscating the original data in accordance with another example embodiment of the present disclosure.
Fig. 4 is a drawing schematically illustrating a testing device for testing the obfuscation network capable of obfuscating
the original data in accordance with one example embodiment of the present disclosure.
Fig. 5 is a drawing schematically illustrating a testing method for testing the obfuscation network capable of obfus-
cating the original data in accordance with one example embodiment of the present disclosure.

[0046] In the following detailed description, reference is made to the accompanying drawings that show, by way of
illustration, specific embodiments in which the invention may be practiced. These embodiments are described in sufficient
detail to enable those skilled in the art to practice the invention. It is to be understood that the various embodiments of
the present invention, although different, are not necessarily mutually exclusive. For example, a particular feature,
structure, or characteristic described herein in connection with one embodiment may be implemented within other em-
bodiments without departing from the spirit and scope of the present invention. In addition, it is to be understood that
the position or arrangement of individual elements within each disclosed embodiment may be modified without departing
from the spirit and scope of the present invention. The following detailed description is, therefore, not to be taken in a
limiting sense, and the scope of the present invention is defined only by the appended claims, appropriately interpreted,
along with the full range of equivalents to which the claims are entitled. In the drawings, like numerals refer to the same
or similar functionality throughout the several views.
[0047] To allow those skilled in the art to carry out the present disclosure easily, the example embodiments of the
present disclosure will be explained in detail as shown below by referring to attached drawings.
[0048] Fig. 1 is a drawing schematically illustrating a learning device for training an obfuscation network capable of
obfuscating, e.g., anonymizing or concealing, an original data in accordance with one example embodiment of the
present disclosure.
[0049] Referring to Fig. 1, the learning device 1000 may include a memory 1001 for storing instructions to be used in
training the obfuscation network capable of obfuscating the original data for privacy and a processor 1002 for performing
processes in training the obfuscation network capable of obfuscating the original data for privacy according to the
instructions stored in the memory 1001 in accordance with one example embodiment of the present disclosure.
[0050] Specifically, the learning device 1000 may typically achieve a desired system performance by using combina-
tions of at least one computing device and at least one computer software, e.g., a computer processor, a memory, a
storage, an input device, an output device, or any other conventional computing components, an electronic communi-
cation device such as a router or a switch, an electronic information storage system such as a network-attached storage
(NAS) device and a storage area network (SAN) as the computing device and any instructions that allow the computing
device to function in a specific manner as the computer software.
[0051] Also, the processors of such devices may include hardware configuration of MPU (Micro Processing Unit) or
CPU (Central Processing Unit), cache memory, data bus, etc. Additionally, the computing device may further include
operating system (OS) and software configuration of applications that achieve specific purposes.
[0052] Such description of the computing device does not exclude an integrated device including any combination of
a processor, a memory, a medium, or any other computing components for implementing the present disclosure.
[0053] Meanwhile, on condition that at least one training data, e.g., at least one training image, is acquired, the
processor 1002 of the learning device 1000 may (i) input the training data into the obfuscation network, to thereby instruct
the obfuscation network to (i-1) extract features to be used for performing a task of a task learning network and thus
generate a data representation including the extracted features by performing a learning operation on the training data
and (i-2) transform the data representation and thus generate an anonymized data representation as an obfuscated
data in which privacy-related information of the training data is protected and task utility is preserved and (ii) input the
anonymized data representation into the task learning network, to thereby instruct the task learning network to (ii-1)
perform the task by using the anonymized data representation and thus output a task result, (ii-2) generate a task loss
by referring to the task result and its corresponding ground truth, (ii-3) train the task learning network through a first
backpropagation of the task loss such that the task loss is minimized, and (ii-4) train the obfuscation network through a
second backpropagation of the task loss such that the task loss is minimized.
[0054] Herein, the task utility may be any measurements that can represent how effective a given task is performed.
For reference, the meaning of the task utility is well-known to those skilled in the art and thus the detailed explanation
thereon is omitted.
[0055] Further, the learning device 1000 may input the anonymized data representation into a proxy adversarial
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network, to thereby instruct the proxy adversarial network to (i) perform an adversarial task by using the anonymized
data representation and thus output an adversarial result in which the privacy-related information of a privacy-related
region is estimated from the anonymized data representation, (ii) generate an adversarial loss by referring to the adver-
sarial result and its corresponding ground truth, (iii) train the proxy adversarial network through a third backpropagation
of the adversarial loss such that the adversarial loss is minimized, and (iv) train the obfuscation network through the
second backpropagation of the task loss and the adversarial loss such that the task loss is minimized and such that the
adversarial loss is maximized.
[0056] A method for training the obfuscation network capable of obfuscating, e.g., anonymizing or concealing, the
original data for privacy by using the learning device 1000 in accordance with one example embodiment of the present
disclosure is described by referring to Figs. 2 as follows.
[0057] First, if the training data 10 is acquired, the learning device 1000 may input the training data 10 into the
obfuscation network 1100, to thereby instruct the obfuscation network 1100 to (i) extract the features to be used for
performing the task of the task learning network and thus generate the data representation 20 including the extracted
features by performing the learning operation on the training data 10 and (ii) transform the data representation 20 and
thus generate an anonymized data representation 30 as the obfuscated data.
[0058] Herein, the learning device 1000 may input the training data 10 into the obfuscation network 1100, to thereby
instruct the obfuscation network 1100 to (i) generate the data representation 20 by encoding the training data 10 through
an encoding network 1110, and (ii) generate the anonymized data representation 30 by reducing the features included
in the data representation 20 through an information reduction module.
[0059] For example, the learning device 1000 may input a training image as the training data 10 into the obfuscation
network 1100, to thereby instruct the obfuscation network 1100 to (i) generate a feature map as the data representation
20 by performing the learning operation on the training image and (ii) transform the feature map and thus generate an
anonymized feature map as the anonymized data representation 30. That is, the learning device 1000 may instruct the
encoding network 1110 of the obfuscation network 1100 to encode the training image and thus generate the feature
map in which feature values as measurements for recognizing the training image are included and may input the feature
map into the information reduction module 1120 of the obfuscation network 1100, to thereby instruct the information
reduction module 1120 to transform the feature map and thus generate the anonymized feature map.
[0060] Meanwhile, the encoding network 1110 may be a deep neural network capable of performing the task by
performing the learning operation on the training data 10 or may be parts of front-end layers of the deep neural network.
Further, the task learning network 1200 may be the deep neural network capable of performing the task by performing
learning operation on the training data 10 or may be parts of rear-end layers of the deep neural network. Specifically,
the encoding network 1110 and the task learning network 1200 may be sub-networks included in the deep neural network
capable of performing the task by performing the learning operation on the training data 10. Herein, the encoding network
includes earlier layers of the deep neural network, and the task learning network includes remaining layers of the deep
neural network.
[0061] For example, the encoding network 1110 may be configured as a convolutional neural network like U-Net or
earlier layers of U-Net developed for biomedical image segmentation by the Department of Computer Science of the
University of Freiburg, ResNet or earlier layers of ResNet which is Deep Residual Learning for Image Recognition
developed by Microsoft, AlexNet or earlier layers of AlexNet which won the 2012 ILSVRC (ImageNet Large Scale Visual
Recognition Challenge) competition, MobileNetV2 or earlier layers of MobileNetV2 developed by Google, etc. Further,
the task learning network 1200 may be configured as ResNet or latter layers of ResNet, AlexNet or latter layers of
AlexNet, or MobileNetV2 or latter layers of MobileNetV2, etc.
[0062] Furthermore, the task performed by the task learning network 1200 may include various tasks that may be
performed by deep learning methods, such as a classification task, a regression task, and a segmentation task, etc.
[0063] Furthermore, the information reduction module 1120 may generate the anonymized data representation 30 by
reducing the features included in the data representation 20 through the information reduction module 1120.
[0064] Herein, the information reduction module 1120 may perform at least one of (i) a frequency filtering process by
passing at least one preset frequency band or rejecting the preset frequency band of the data representation 20, (ii) a
noise addition process by adding noise to the data representation 20, (iii) a random value replacement process by
replacing parts of pixels of the data representation 20 with a random value, (iv) a random shuffling process by shuffling
position information of the data representation 20, and (v) a resizing process by resizing a cardinal number of pixels in
the data representation 20 to be smaller than a cardinal number of pixels in the training data 10. As a result, the information
reduction module 1120 may generate the anonymized data representation.
[0065] As an example, for the training image with size 178x178x3 as its height, width, and channel, the encoding
network 1110 configured as earlier five layers of ResNet18 may perform convolutional operations on the training image
to generate the feature map with size 45x45x64 and then transform the feature map into the anonymized feature map
with size 45x45x60 through the information reduction module 1120. Herein, although total pixels 121,500 of the ano-
nymized feature map with the size 45x45x60 is more than the total pixels 95,052 of the training image with size 178x178x3,
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a lot of information may have been reduced through the information reduction module 1120.
[0066] As another example, for the training image with size 178x178x3 as its height, width, and channel, the encoding
network 1110 configured as U-Net may perform the convolutional operations and deconvolutional operations on the
training image to generate the feature map with size 178x178x3 and then transform the feature map into the anonymized
feature map with size 178x178x3 through the information reduction module 1120. Herein, although the total pixels of
the anonymized feature map and the total pixels of the training image are the same, a lot of information may have been
reduced through the information reduction module 1120.
[0067] Meanwhile, the learning device 1000 may instruct the obfuscation network 1100 to (i) perform the resizing
process to thereby change a size of the data representation 20 arbitrarily and thus generate an arbitrarily-resized data
representation and (ii) in response to detecting that a size of the arbitrarily-resized data representation is greater than
a size of the training data 10, perform the noise addition process to thereby reduce information included in the arbitrarily-
resized data representation, through the information reduction module 1120. Herein, the noise addition process through
the information reduction module 1120 may or may not be performed if the size of the arbitrarily-resized data represen-
tation is less than the size of the training image. That is, the obfuscation network 1100 may perform the learning operation
on the training image to generate the arbitrarily-resized data representation and transform the arbitrarily-resized data
into the anonymized data representation such that the number of total pixels of the anonymized data representation is
less than those of the training image or such that even if the resultant number of the total pixels of the anonymized data
representation is greater than those of the training image, information included in the anonymized data representation
is reduced.
[0068] Next, the learning device 1000 may input the anonymized data representation 30 into the task learning network
1200, to thereby instruct the task learning network 1200 to perform the task by using the anonymized data representation
30 and thus output the task result.
[0069] Herein, the task result may be characteristic information generated by performing the learning operation on the
anonymized data representation 30, or a task-specific output generated by using the characteristic information.
[0070] And, the characteristic information may be features or logits corresponding to the anonymized data represen-
tation 30. Also, the characteristic information may be feature values related to certain features in the anonymized data
representation 30, or the logits including values of at least one of vectors, matrices, and coordinates related to the certain
features. For example, if the training data 10 is facial image data, the result above may be classes for face recognition,
facial features, e.g., laughing expressions, coordinates of facial landmark points, e.g., both end points on far sides of
an eye.
[0071] Meanwhile, the task-specific output may have various results according to the task of the task learning network
1200, such as a probability of a class for classification, coordinates resulting from regression for location detection, etc.
Further, an activation function of an activation unit may be applied to the characteristic information, to thereby generate
the task-specific output. Herein, the activation function may include a sigmoid function, a linear function, a softmax
function, an rlinear function, a square function, a sqrt function, an srlinear function, an abs function, a tanh function, a
brlinear function, etc. but the scope of the present disclosure is not limited thereto.
[0072] As an example, when the task learning network 1200 performs the task for the classification, it may map the
characteristic information onto each of classes, to thereby generate one or more probabilities of the anonymized data
representation 30 for each of the classes. Herein, each of the probabilities for each of the classes may represent each
of probabilities of the characteristic information for each of the classes being true. For example, if the training data is
the facial image data, a probability of the face having a laughing expression may be outputted as 0.75, and a probability
of the face not having the laughing expression may be outputted as 0.25, and the like. Herein, a softmax algorithm may
be used for mapping the characteristic information onto each of the classes, but the scope of the present disclosure is
not limited thereto, and various algorithms may be used for mapping the characteristic information onto each of the classes.
[0073] Meanwhile, in case the feature map is generated by performing the convolutional operations on the training
image with the size 178x178x3 through the encoding network 1110 configured as the earlier five layers of ResNet18 in
the obfuscation network 1100 and then the anonymized feature map with the size 45x45x60 is generated by transforming
the feature map, the task learning network 1200 may be configured as the remaining layers of ResNet18 after the earlier
five layers and may generate the task result by performing the learning operation on the anonymized feature map with
the size 45x45x60.
[0074] Additionally, in case the feature map is generated by performing the convolutional operations and the decon-
volutional operations on the training image with the size 178x178x3 through the encoding network 1110 configured as
U-Net of the obfuscation network 1100 and then the anonymized feature map with size 178x178x3 is generated by
transforming the feature map, the task learning network 1200 may be configured as ResNet18 and may generate the
task result by performing the learning operation on the anonymized feature map with the size 178x178x3.
[0075] Next, the learning device 1000 may (i) generate a task loss by referring to the task result and its corresponding
ground truth, (ii) train the task learning network 1200 through a first backpropagation of the task loss such that the task
loss is minimized, and (iv) train the obfuscation network 1100 through a second backpropagation of the task loss such
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that the task loss is minimized.
[0076] The method of training the obfuscation network 1100 using one task learning network 1200 designed to perform
a specific task is described above, however, contrary to above, it is also possible to train the obfuscation network 1100
using multiple task learning networks 1200 that are designed to perform different tasks.
[0077] Next, by referring to Fig. 3, another method for training the obfuscation network 1100 in accordance with another
embodiment of the present disclosure will be explained as below.
[0078] Fig. 3 schematically illustrates a method for training the obfuscation network by adding an additional proxy
adversarial network to the configuration of Fig. 2. Herein the proxy adversarial network may be able to (i) breach the
privacy-related information by acquiring sensitive attributes related to the privacy-related information from the anonymized
data representation or (ii) reconstruct the training image by using the anonymized data representation. The detailed
explanations that can be easily inferred from the description with reference to Fig. 2 will be omitted.
[0079] First, if the training data 10 is acquired, the learning device 1000 may input the training data 10 into the
obfuscation network 1100, to thereby instruct the obfuscation network 1100 to (i) extract the features to be used for
performing the task of the task learning network 1200 and thus generate the data representation 20 including the extracted
features by performing the learning operation on the training data 10 and (ii) transform the data representation 20 and
thus generate the anonymized data representation 30 as the obfuscated data.
[0080] Next, the learning device 1000 may input the anonymized data representation 30 into the task learning network
1200, to thereby instruct the task learning network 1200 to perform the task by using the anonymized data representation
30 and thus generate the task result.
[0081] Additionally, the learning device 1000 may input the anonymized data representation 30 into the proxy adver-
sarial network 1300, to thereby instruct the proxy adversarial network 1300 to perform the adversarial task by using the
anonymized data representation 30 and thus output the adversarial result in which the privacy-related information of the
privacy-related region is estimated from the anonymized data representation 30.
[0082] Herein, the adversarial task may be a task for detecting the privacy-related information by extracting private
attributes from the anonymized data representation 30 or a task for reconstructing the training image by using the
anonymized data representation. For example, the adversarial task may be an adversarial attack aiming to detect a
gender, an emotional state, a race, etc., of an image or to reconstruct the privacy-related information within the image.
[0083] Meanwhile, the proxy adversarial network 1300 may be the deep neural network capable of performing the
adversarial task by performing learning operation on the training data 10 or may be parts of rear-end layers of the deep
neural network.
[0084] For example, the proxy adversarial network 1300 may be configured as U-Net or latter layers of U-Net, ResNet
or latter layers of ResNet, AlexNet or latter layers of AlexNet, or MobileNetV2 or latter layers of MobileNetV2, etc.
[0085] As an example, in case the feature map is generated by performing the convolutional operations on the training
image with the size 178x178x3 through the encoding network 1110 configured as the earlier five layers ResNet18 in
obfuscation network 1100 and then the anonymized feature map with the size 45x45x60 is generated by transforming
the feature map, the proxy adversarial network 1300 may be configured as the remaining layers of ResNet18 after the
earlier five layers and may generate the task result by performing the adversarial task on the anonymized feature map
with the size 45x45x60.
[0086] Additionally, in case the feature map is generated by performing the convolutional operations and the decon-
volutional operations on the training image with the size 178x178x3 through the encoding network 1110 configured as
U-Net in the obfuscation network 1100 and then the anonymized feature map with the size 178x178x3 is generated by
transforming the feature map, the proxy adversarial network 1300 may be configured as U-Net and may generate the
adversarial result by performing an adversarial operation on the anonymized feature map with the size 178x178x3.
[0087] Next, the learning device 1000 may (i) generate an adversarial loss by referring to the adversarial result and
its corresponding ground truth, (ii) train the proxy adversarial network 1300 through a third backpropagation of the
adversarial loss such that the adversarial loss is minimized, and (iii) train the obfuscation network 1100 through the
second backpropagation of the task loss and the adversarial loss such that the task loss is minimized and such that the
adversarial loss is maximized.
[0088] That is, the learning device 1000 may generate the task loss by referring to the task result of the task learning
network 1200 and its corresponding task ground truth, and may generate the adversarial loss by referring to the adversarial
result of the proxy adversarial network 1300 and its corresponding adversarial ground truth. Next, the learning device
1000 may (i) train the task learning network 1200 through the first backpropagation of the task loss such that the task
loss is minimized, (ii) train the proxy adversarial network 1300 through the third backpropagation of the adversarial loss
such that the adversarial loss is minimized, and (iii) train the obfuscation network 1100 through the second backpropa-
gation of the task loss and the adversarial loss such that the task loss is minimized and such that the adversarial loss
is maximized.
[0089] The method of training the obfuscation network 1100 additionally using the proxy adversarial network 1300
designed to perform the adversarial task is described above, however, contrary to above, it is also possible to train the



EP 4 266 216 A1

10

5

10

15

20

25

30

35

40

45

50

55

obfuscation network 1100 using multiple additional proxy adversarial networks 1300 that are designed to perform different
adversarial tasks.
[0090] Next, Fig. 4 is a drawing schematically illustrating a testing device for testing the trained obfuscation network
in accordance with one example embodiment of the present disclosure.
[0091] For reference, in the description below, the phrase "for training" is added for terms related to the learning
processes, and the phrase "for testing" is added for terms related to testing processes, to avoid possible confusion.
[0092] Referring to Fig. 4, the testing device 2000 may include a memory 2001 for storing instructions to be used in
testing the trained obfuscation network capable of obfuscating the original data for privacy and a processor 2002 for
performing processes in testing the trained obfuscation network capable of obfuscating the original data for privacy
according to the instructions stored in the memory 2001 in accordance with one example embodiment of the present
disclosure.
[0093] Specifically, the testing device 2000 may typically achieve a desired system performance by using combinations
of at least one computing device and at least one computer software, e.g., a computer processor, a memory, a storage,
an input device, an output device, or any other conventional computing components, an electronic communication device
such as a router or a switch, an electronic information storage system such as a network-attached storage (NAS) device
and a storage area network (SAN) as the computing device and any instructions that allow the computing device to
function in a specific way as the computer software.
[0094] Also, the processors of such devices may include hardware configuration of MPU (Micro Processing Unit) or
CPU (Central Processing Unit), cache memory, data bus, etc. Additionally, the computing device may further include
operating system (OS) and software configuration of applications that achieve specific purposes.
[0095] Such description of the computing device does not exclude an integrated device including any combination of
a processor, a memory, a medium, or any other computing components for implementing the present disclosure.
[0096] Meanwhile, the processor 2002 of the testing device 2000, (1) on condition that the learning device has performed
processes of (I) inputting the training data into the obfuscation network, to thereby instruct the obfuscation network to
(i) extract features for training to be used for performing the task of the task learning network and thus generate a data
representation for training including the extracted features for training by performing the learning operation on the training
data and (ii) transform the data representation for training and thus generate an anonymized data representation for
training as the obfuscated data in which privacy-related information for training of the training data is protected and the
task utility is preserved and (II) inputting the anonymized data representation for training into the task learning network,
to thereby instruct the task learning network to (i) perform the task by using the anonymized data representation for
training and thus output a task result for training, (ii) generate the task loss by referring to the task result for training and
its corresponding ground truth, (iii) train the task learning network through the first backpropagation of the task loss such
that the task loss is minimized, and (iv) train the obfuscation network through the second backpropagation of the task
loss such that the task loss is minimized, may acquire at least one test data, and (2) according to the instructions stored
in the memory 2001, may input the test data into the obfuscation network, to thereby instruct the obfuscation network
to (i) extract features for testing to be used for performing the task of the task learning network and thus generate a data
representation for testing by performing the learning operation on the testing data and (ii) transform the data representation
for testing and thus generate an anonymized data representation for testing as an obfuscated data in which privacy-
related information for testing of the testing data is protected and the task utility is preserved.
[0097] Herein, the learning device may have inputted the anonymized data representation for training into the proxy
adversarial network, to thereby instruct the proxy adversarial network to (i) perform the adversarial task by using the
anonymized data representation for training and thus output an adversarial result for training in which the privacy-related
information for training of a privacy-related region for training is estimated from the anonymized data representation for
training, (ii) generate an adversarial loss by referring to the adversarial result for training and its corresponding ground
truth, (iii) train the proxy adversarial network through a third backpropagation of the adversarial loss such that the
adversarial loss is minimized, and (iv) train the obfuscation network through the second backpropagation of the task
loss and the adversarial loss such that the task loss is minimized and such that the adversarial loss is maximized.
[0098] Additionally, the testing device 2000 may transmit the anonymized data representation for testing to a server
in which the task learning network is installed, to thereby instruct the server to acquire a task result for testing. Herein
the task learning network may perform the task by using the anonymized data representation for testing and thus
generates the task result for testing.
[0099] The testing device 2000 for testing the obfuscation network capable of obfuscating, e.g., anonymizing or con-
cealing, the original data for privacy in accordance with one example embodiment of the present disclosure is described
by referring to Fig. 5 as follows. In the description below, parts easily deducible regarding the learning method from Figs.
2 and 3 will be omitted.
[0100] Referring to Fig. 5, the testing device 2000 may acquire the test data 11 on condition that the obfuscation
network capable of obfuscating the original data for privacy has been trained.
[0101] Herein, the obfuscation network may have been trained by using the learning method illustrated in Figs. 2 and 3.
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[0102] That is, as illustrated in Fig. 2, the learning device has performed processes of (I) inputting the training data
into the obfuscation network, to thereby instruct the obfuscation network to (i) extract the features for training to be used
for performing the task of the task learning network and thus generate the data representation for training including the
extracted features for training by performing the learning operation on the training data and (ii) transform the data
representation for training and thus generate the anonymized data representation for training as the obfuscated data in
which the privacy-related information for training of the training data is protected and the task utility is preserved and (II)
inputting the anonymized data representation for training into the task learning network, to thereby instruct the task
learning network to (i) perform the task by using the anonymized data representation for training and thus output the
task result for training, (ii) generate the task loss by referring to the task result for training and its corresponding ground
truth, (iii) train the task learning network through the first backpropagation of the task loss such that the task loss is
minimized, and (iv) train the obfuscation network through the second backpropagation of the task loss such that the task
loss is minimized.
[0103] Further, as illustrated in Fig. 3, the learning device may have inputted the anonymized data representation for
training into the proxy adversarial network, to thereby instruct the proxy adversarial network to (i) perform the adversarial
task by using the anonymized data representation for training and thus output the adversarial result for training in which
the privacy-related information for training of the privacy-related region for training is estimated from the anonymized
data representation for training, (ii) generate the adversarial loss by referring to the adversarial result for training and its
corresponding ground truth, (iii) train the proxy adversarial network through the third backpropagation of the adversarial
loss such that the adversarial loss is minimized, and (iv) train the obfuscation network through the second backpropagation
of the task loss and the adversarial loss such that the task loss is minimized and such that the adversarial loss is maximized.
[0104] Next, the testing device 2000 may input the test data 11 into the obfuscation network 1100, to thereby instruct
the obfuscation network 1100 to (i) extract the features for testing to be used for performing the task of the task learning
network 1200 and thus generate the data representation for testing 21 by performing the learning operation on the testing
data 11 and (ii) transform the data representation for testing 21 and thus generate the anonymized data representation
for testing 31 as the obfuscated data in which the privacy-related information for testing of the testing data 21 is protected
and the task utility is preserved.
[0105] Further, the testing device 2000 may transmit the anonymized data representation for testing 31 to the server
3000 in which the task learning network 1200 is installed, to thereby instruct the server 3000 to acquire the task result
for testing, wherein the task learning network 1200 performs the task by using the anonymized data representation for
testing and thus generates the task result for testing.
[0106] Meanwhile, the testing device 2000 may be an edge device such as a mobile device with limited computing
resources. In this case, the trained obfuscation network 1100 may be installed on the mobile device and the trained task
learning network 1200 may be installed on the server 3000.
[0107] For example, if the testing device 2000 is the mobile device, a user may use the mobile device to take photos
or record videos. The frames of the photos and videos may be obfuscated through the obfuscation network 1100, to
thereby generate the anonymized data representation 31 in which privacy-related information of the training data is
protected and the task utility is preserved. Then, the anonymized data representation 31 may be transmitted to the server
3000, to thereby allow the server to perform the task through the task learning network 1200.
[0108] Herein, even if the anonymized data representation 31 transmitted from the mobile device is exposed to the
adversarial network 4000, the adversarial network 4000 may not be able to extract the private attributes therefrom,
thereby preventing the adversarial attack by the adversarial network 4000.
[0109] Meanwhile, comparisons between a performance of the obfuscation model according to one embodiment of
the present disclosure and a performance of the conventional obfuscation models are as follows.
[0110] First, the applicant set up an experiment as follows.

Datasets

[0111] The applicant conducted experiments on CelebA, FairFace, and CIFAR10. Following the utility and privacy
task setting from DISCO, the applicant set "smiling" as the utility attribute and "male" as the privacy attribute for CelebA,
"gender" as the utility attribute and "race" as the private attribute for FairFace. For CIFAR10, following the setting from
MaxEnt, the utility task is defined as classifying living objects (e.g., "bird", "cat", etc.) or non-living objects (e.g., "airplane",
"automobile", etc.) and privacy task as classifying separate 10 classes.

Models

[0112] For the full task learning model F, the applicant used ResNet18. ResNet18 consists of one convolution layer,
and 4 residual blocks each of which consists of four convolution layers and residual connection, and finally a fully
connected layer. The applicant chose the splitting point to be right after each of the 4 residual blocks. The applicant
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indicated the different configurations as RN18{1, 2, 3, 4} respectively, where the subscript number indicates the block
after which the network was split. For the task learning model and the proxy adversarial model the applicant used the
remaining part of the split architecture, e.g., for RN184 the remaining part would consist of the fully connected layer. For
the noise parameter, σ= 1920 was used for FairFace, and σ= 3840 was used for CelebA and CIFAR10. The parameter
was chosen based on privacy-utility trade-off on given dataset and model. A separate Adam optimizer was used for all
3 models with learning rate 10-3, and λ= 10-2 was used for balancing the losses. The commonly used cross-entropy
loss was used as the utility and information leakage attack loss. The applicant reported top-1 accuracy for the utility and
privacy task, respectively.

Attacks

[0113] For the information leakage attack, the applicant used a latter part of the split architecture. After the training of
the obfuscator network was done, the adversarial network was trained also with Adam optimizer and the highest privacy
accuracy was reported. The reconstruction attack was performed on CelebA dataset with a decoder from DeepObfs,
which was also trained with Adam optimizer with learning rate 10-3. The reconstruction loss was computed between
original image and reconstructed image with the MSE loss. The applicant depicted the qualitative results, but additionally
provided quantitative comparison by reporting MSE, L2, SSIM, and PSNR.
[0114] The applicant compared the present invention with various baselines for the privacy-utility trade-off.

ResNet18

[0115] To indicate the practical performance bounds, the applicant reported the utility and privacy performance for a
ResNet18 model trained on the respective task.

Image Noise

[0116] As a simple baseline image privacy remover, the applicant added Gaussian noise sampled from N(o, σ2) to
the input image directly, while obeying the image range of pixels in the range (0, 1). That is to say, there are no model
parameters to be trained for this model. For CelebA and FairFace σ= 2 was used and σ= 0.8 for CIFAR10. The σ was
chosen based on the noise that fully obfuscates the image for the human eye. The applicant used the entire ResNet18
for both utility and privacy model.

No Noise

[0117] To indicate the effectiveness of noise addition module (i.e., the noise adding process of the information restriction
module) the applicant trained the split ResNet model without adding noise η to the intermediate representation. The
applicant reported the performance for RN3 and RN4.

MaxEnt

[0118] The applicant compare to MaxEnt ARL method which uses full ResNet18 as a client-side obfuscator, the last
output of the obfuscator is a vector which has length d. d= 128 was used for CIFAR10, which is the setting used from
the paper, and d=256 was used for FairFace and CelebA. The loss consists of task loss and adversarial loss, while the
adversarial loss is based on the entropy of the prediction of the adversarial model.

DISCO

[0119] The applicant reported the privacy-utility trade-off numbers as in the original work. The applicant reconfirmed
the reconstruction vulnerability of DISCO as reported in their work with their parameters.

DeepObfuscator

[0120] Since the authors of DeepObfuscator did not open-source their code, the applicant re-implemented DeepOb-
fuscator to the best of the applicant’s knowledge using the provided information in their paper.
[0121] The test results according to the method of the present invention and the conventional method according to
these tests are as follows.
[0122] Table 1. Efficiency of each client model
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[0123] Table 1 shows a computational cost and a memory usage for each of the models, and images with the size
178x178x3 were used to measure the performance.
[0124] As shown in Table 1, all of present invention’s variants have equal or lower computational costs than the others.
It is also appreciated that the present invention requires smaller memory usage compared to the other modules, except
for DeepObfs. However, it is noted that DeepObfs shows the largest computational cost.
[0125] Table 2. Comparison for the privacy-utility trade-off

[0126] Table 2 shows a comparison between the present invention and existing ARL approaches focusing on the
privacy-utility trade-off.
[0127] In terms of privacy-utility trade-off (Δ), the present invention outperforms all other methods while showing
comparable utility accuracy with the performance bound. Comparison with ’No Noise’ method shows the effectiveness
of our noise addition module.
[0128] Table 3. Quantitative result of reconstruction attack on CelebA. Similarity scores between original images and
the reconstruction images.

[0129] According to Table 3, the present invention showed the best robustness to the reconstruction attack in terms
of both qualitative and quantitative result.

<Table 1>

Benchmark DeepObfs. DISCO MaxEnt RN18 RN181 RN182 RN183 RN184

Computational Cost 
(GFLOPs)

6.00 2.52 2.52 2.52 0.75 1.31 1.92 2.52

Memory (MB) 1.00 42.80 43.17 42.69 0.60 2.61 10.63 42.67

<Table 2>

Method
Fairface CelebA CIFAR10

Privacy ↓ Utility ↑ Δ  ↑ Privacy ↓ Utility ↑ Δ  ↑ Privacy ↓ Utility ↑ Δ  ↑

RN18 63.57 92.11 - 98.14 93.48 - 94.51 98.79 -

MaxEnt [39] 24.56 90.52 65.96 59.28 93.43 34.15 24.61 97.74 73.13
DISCO [45] 19.00 81.50 62.50 61.20 91.00 29.80 22.30 91.98 69.68
DeepObfs. 50.83 89.64 38.81 97.63 91.92 -5.71 73.79 92.86 19.07

Image Noise 42.61 74.33 31.72 91.71 85.38 -6.33 54.37 87.77 33.40
No Noise 
(RN183)

45.22 89.55 44.33 94.54 93.38 -1.16 69.34 97.64 28.30

No Noise 
(RN184)

31.56 89.87 58.31 93.19 93.43 0.24 56.02 97.97 41.95

Ours (RN183) 19.47 89.08 69.61 57.77 93.07 35.30 21.71 96.92 75.21
Ours (RN184) 15.60 88.34 72.74 53.77 90.86 37.09 19.81 94.25 74.44

<Table 3>

Method MSE ↑ L1 ↑ SSIM ↓ MS-SSIM ↓ PSNR ↓ LPIPS ↑

MaxEnt 4955.44 58.83 0.3893 0.4057 11.19 0.6619
DeepObfs. 182.63 9.47 0.7834 0.9298 25.52 0.1864
DISCO 567.17 15.94 0.5765 0.7611 20.60 0.4351

Image Noise 584.88 16.97 0.6017 0.7776 20.46 0.3710
No Noise (RN183) 1391.39 26.89 0.4666 0.6155 16.70 0.4882
No Noise (RN184) 1841.70 31.70 0.4558 0.5829 15.48 0.4857

Ours (RN183) 5437.02 63.22 0.3086 0.1682 10.78 0.8045
Ours (RN184) 5454.12 63.48 0.3301 0.1571 10.77 0.8197
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[0130] The present disclosure has an effect of providing the obfuscation network that is robust to attacks by adversarial
actors while the task utility is preserved.
[0131] The present disclosure has another effect of providing the obfuscation network that minimizes the use of the
computing resources in the edge device.
[0132] The present disclosure has still another effect of providing the obfuscation network that can easily be applied
to an off-the-shelf deep neural network (DNN).
[0133] The present disclosure has still yet another effect of providing the obfuscation network that can easily be applied
to a commonly used DNN.
[0134] The embodiments of the present disclosure as explained above can be implemented in a form of executable
program command through a variety of computer means recordable in computer readable media. The computer readable
media may include solely or in combination, program commands, data files, and data structures. The program commands
recorded to the media may be components specially designed for the present disclosure or may be usable to a skilled
human in a field of computer software. Computer readable media include magnetic media such as hard disk, floppy disk,
and magnetic tape, optical media such as CD-ROM and DVD, magneto-optical media such as floptical disk and hardware
devices such as ROM, RAM, and flash memory specially designed to store and carry out program commands. Program
commands may include not only a machine language code made by a compiler but also a high-level code that can be
used by an interpreter etc., which is executed by a computer. The aforementioned hardware device can work as more
than a software module to perform the action of the present disclosure and they can do the same in the opposite case.
[0135] As seen above, the present disclosure has been explained by specific matters such as detailed components,
limited embodiments, and drawings. They have been provided only to help more general understanding of the present
disclosure. It, however, will be understood by those skilled in the art that various changes and modification may be made
from the description without departing from the spirit and scope of the disclosure as defined in the following claims.
[0136] Accordingly, the thought of the present disclosure must not be confined to the explained embodiments, and
the following patent claims as well as everything including variations equal or equivalent to the patent claims pertain to
the category of the thought of the present disclosure.

Claims

1. A learning method for training an obfuscation network capable of obfuscating an original data for privacy, comprising
steps of:

(a) a learning device inputting a training data into the obfuscation network, to thereby instruct the obfuscation
network to (i) extract features to be used for performing a task of a task learning network and thus generate a
data representation including the extracted features by performing a learning operation on the training data and
(ii) transform the data representation and thus generate an anonymized data representation as an obfuscated
data in which privacy-related information of the training data is protected and task utility is preserved; and
(b) the learning device inputting the anonymized data representation into the task learning network, to thereby
instruct the task learning network to (i) perform the task by using the anonymized data representation and thus
output a task result, (ii) generate a task loss by referring to the task result and its corresponding ground truth,
(iii) train the task learning network through a first backpropagation of the task loss such that the task loss is
minimized, and (iv) train the obfuscation network through a second backpropagation of the task loss such that
the task loss is minimized.

2. The learning method of Claim 1, wherein, at the step of (a), the learning device inputs the training data into the
obfuscation network, to thereby instruct the obfuscation network to (i) generate the data representation by encoding
the training data through an encoding network, and (ii) generate the anonymized data representation by reducing
the features included in the data representation through an information reduction module.

3. The learning method of Claim 2, wherein the learning device instructs the obfuscation network to perform at least
one of (i) a frequency filtering process by passing at least one preset frequency band or rejecting the preset frequency
band of the data representation, (ii) a noise addition process by adding noise to the data representation, (iii) a random
value replacement process by replacing parts of pixels of the data representation with a random value, (iv) a random
shuffling process by shuffling position information of the data representation, and (v) a resizing process by resizing
a cardinal number of pixels in the data representation to be smaller than a cardinal number of pixels in the training
data, through the information reduction module.

4. The learning method of Claim 3, wherein the learning device instructs the obfuscation network to (i) perform the
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resizing process to thereby change a size of the data representation arbitrarily and thus generate an arbitrarily-
resized data representation and (ii) in response to detecting that a size of the arbitrarily-resized data representation
is bigger than a size of the training data, perform the noise addition process to thereby reduce information included
in the arbitrarily-resized data representation, through the information reduction module.

5. The learning method of Claim 2, wherein the encoding network and the task learning network are sub-networks
included in a deep neural network capable of performing the task by performing the learning operation on the training
data, wherein the encoding network includes earlier layers of the deep neural network, and wherein the task learning
network includes remaining layers of the deep neural network.

6. The learning method of Claim 1, wherein, at the step of (b), the learning device inputs the anonymized data repre-
sentation into a proxy adversarial network, to thereby instruct the proxy adversarial network to (i) perform the
adversarial task by using the anonymized data representation and thus output an adversarial result in which the
privacy-related information of a privacy-related region is estimated from the anonymized data representation, (ii)
generate an adversarial loss by referring to the adversarial result and its corresponding ground truth, (iii) train the
proxy adversarial network through a third backpropagation of the adversarial loss such that the adversarial loss is
minimized, and (iv) train the obfuscation network through the second backpropagation of the task loss and the
adversarial loss such that the task loss is minimized and such that the adversarial loss is maximized.

7. A testing method for testing an obfuscation network capable of obfuscating an original data for privacy, comprising
steps of:

(a) on condition that a learning device has performed processes of (I) inputting a training data into the obfuscation
network, to thereby instruct the obfuscation network to (i) extract features for training to be used for performing
a task of a task learning network and thus generate a data representation for training including the extracted
features for training by performing a learning operation on the training data and (ii) transform the data repre-
sentation for training and thus generate an anonymized data representation for training as an obfuscated data
in which privacy-related information for training of the training data is protected and task utility is preserved;
and (II) inputting the anonymized data representation for training into the task learning network, to thereby
instruct the task learning network to (i) perform the task by using the anonymized data representation for training
and thus output a task result for training, (ii) generate a task loss by referring to the task result for training and
its corresponding ground truth, (iii) train the task learning network through a first backpropagation of the task
loss such that the task loss is minimized, and (iv) train the obfuscation network through a second backpropagation
of the task loss such that the task loss is minimized, a testing device acquiring a test data; and
(b) the testing device inputting the test data into the obfuscation network, to thereby instruct the obfuscation
network to (i) extract features for testing to be used for performing the task of the task learning network and
thus generate a data representation for testing by performing the learning operation on the testing data and (ii)
transform the data representation for testing and thus generate an anonymized data representation for testing
as an obfuscated data in which privacy-related information for testing of the testing data is protected and task
utility is preserved.

8. The testing method of Claim 7, further comprising a step of:
(c) the testing device transmitting the anonymized data representation for testing to a server in which the task
learning network is installed, to thereby instruct the server to acquire a task result for testing, wherein the task
learning network performs the task by using the anonymized data representation for testing and thus generates the
task result for testing.

9. The testing method of Claim 7, wherein, at the step of (b), the testing device inputs the test data into the obfuscation
network, to thereby instruct the obfuscation network to (i) generate the data representation for testing by encoding
the testing data through an encoding network, and (ii) generate the anonymized data representation for testing by
reducing the features included in the data representation for testing through an information reduction module.

10. The testing method of Claim 9, wherein the testing device instructs the obfuscation network to perform at least one
of (i) a frequency filtering process by passing at least one preset frequency band or rejecting the preset frequency
band of the data representation for testing, (ii) a noise addition process by adding noise to the data representation
for testing, (iii) a random value replacement process by replacing parts of pixels of the data representation for testing
with a random value, (iv) a random shuffling process by shuffling position information of the data representation for
testing, and (v) a resizing process by resizing a cardinal number of pixels in the data representation for testing to
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be smaller than a cardinal number of pixels in the testing data, through the information reduction module.

11. The testing method of Claim 10, wherein the testing device instructs the obfuscation network to (i) perform the
resizing process to thereby change a size of the data representation for testing arbitrarily and thus generate an
arbitrarily-resized data representation for testing and (ii) in response to detecting that a size of the arbitrarily-resized
data representation for testing is bigger than a size of the testing data, perform the noise addition process to thereby
reduce information included in the arbitrarily-resized data representation for testing, through the information reduction
module.

12. The testing method of Claim 9, wherein the encoding network and the task learning network are sub-networks
included in a deep neural network capable of performing the task by performing the learning operation on the testing
data, wherein the encoding network includes earlier layers of the deep neural network, and wherein the task learning
network includes remaining layers of the deep neural network.

13. The testing method of Claim 7, wherein, at the step of (a), the learning device has inputted the anonymized data
representation for training into a proxy adversarial network, to thereby instruct the proxy adversarial network to (i)
perform the adversarial task by using the anonymized data representation for training and thus output an adversarial
result for training in which the privacy-related information for training of a privacy-related region for training is esti-
mated from the anonymized data representation for training, (ii) generate an adversarial loss by referring to the
adversarial result for training and its corresponding ground truth, (iii) train the proxy adversarial network through a
third backpropagation of the adversarial loss such that the adversarial loss is minimized, and (iv) train the obfuscation
network through the second backpropagation of the task loss and the adversarial loss such that the task loss is
minimized and such that the adversarial loss is maximized.

14. A learning device for training an obfuscation network capable of obfuscating an original data for privacy, comprising:

at least one memory that stores instructions; and
at least one processor configured to execute the instructions to perform processes of (I) inputting a training data
into the obfuscation network, to thereby instruct the obfuscation network to (i) extract features to be used for
performing a task of a task learning network and thus generate a data representation including the extracted
features by performing a learning operation on the training data and (ii) transform the data representation and
thus generate an anonymized data representation as an obfuscated data in which privacy-related information
of the training data is protected and task utility is preserved; and (II) inputting the anonymized data representation
into the task learning network, to thereby instruct the task learning network to (i) perform the task by using the
anonymized data representation and thus output a task result, (ii) generate a task loss by referring to the task
result and its corresponding ground truth, (iii) train the task learning network through a first backpropagation of
the task loss such that the task loss is minimized, and (iv) train the obfuscation network through a second
backpropagation of the task loss such that the task loss is minimized.

15. The learning device of Claim 14, wherein, at the process of (I), the processor inputs the training data into the
obfuscation network, to thereby instruct the obfuscation network to (i) generate the data representation by encoding
the training data through an encoding network, and (ii) generate the anonymized data representation by reducing
the features included in the data representation through an information reduction module.
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