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(57) ABSTRACT

In various embodiments, a dynamic range converter includes
a plurality of circuits configured in a processing pipeline for
operation timed by a pixel clock. The plurality of circuits
include a first color space converter to convert a source color
space of a source video having a source dynamic range to
nonlinear color space signals. A linearizer configured con-
verts the nonlinear color space signals to linearized color
space signals having a mastering dynamic range via a piece-
wise linear interpolation of a transfer function. A color vol-
ume transformer applies dynamic color transform metadata
associated with the source video to generate master adjusted
color space signals from the linearized color space signals. A
delinearizer converts the master adjusted color space signals
to nonlinearized color space signals via a piecewise linear
interpolation of an inverse transfer function in accordance
with a display dynamic range. A second color space converter
converts the nonlinearized color space signals to display
domain signals. Other embodiments are disclosed.
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DYNAMIC RANGE CONVERTER WITH
PIPELINED ARCHITECTURE AND
METHODS FOR USE THEREWITH

CROSS REFERENCE TO RELATED PATENTS

[0001] The present U.S. Utility Patent Application claims
priority pursuant to 35 U.S.C. §120 as a continuation-in-part
of U.S. Utility application Ser. No. 14/863,065, entitled
“DYNAMIC RANGE CONVERTER WITH GENERIC
ARCHITECTURE AND METHODS FOR USE THERE-
WITH?, filed Sep. 23, 2015, which claims priority pursuant to
35 US.C. §119(e) to U.S. Provisional Application No.
62/101,947, entitled “HDR-SDR COLOR SPACE CON-
VERSION”, filed Jan. 9, 2015, both of which are hereby
incorporated herein by reference in their entirety and made
part of the present U.S. Utility Patent Application for all
purposes.

TECHNICAL FIELD

[0002] The present disclosure relates to audio/video sys-
tems that process and present audio and/or display video
signals.

DESCRIPTION OF RELATED ART

[0003] Modern users have many options to view audio/
video programming. Home media systems can include a tele-
vision, a home theater audio system, a set top box and digital
audio and/or A/V player. The user typically is provided one or
more remote control devices that respond to direct user inter-
actions such as buttons, keys or a touch screen to control the
functions and features of the device. Audio/video content is
also available via a personal computer, smartphone or other
device. Such devices are typically controlled via a buttons,
keys, a mouse or other pointing device or a touch screen.
Video encoding has become an important issue for modern
video processing devices.

[0004] Robust encoding algorithms allow video signals to
be transmitted with reduced bandwidth and stored in less
memory. However, the accuracy of these encoding methods
face the scrutiny of users that are becoming accustomed to
greater resolution and higher picture quality. Standards have
been promulgated for many encoding methods including the
H.264 standard that is also referred to as MPEG-4, part 10 or
Advanced Video Coding, (AVC). While this standard sets
forth many powerful techniques, further improvements are
possible to improve the performance and speed of implemen-
tation of such methods. Further, encoding algorithms have
been developed primarily to address particular issues associ-
ated with broadcast video and video program distribution.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

[0005] FIG.1 presents pictorial diagram representations of
various video devices in accordance with embodiments of the
present disclosure.

[0006] FIG. 2 presents a block diagram representation of a
system in accordance with an embodiment of the present
disclosure.

[0007] FIG. 3 presents a block diagram representation of a
dynamic range converter in accordance with an embodiment
of the present disclosure.
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[0008] FIG. 4 presents a block diagram representation of a
linearizer/delinearizer in accordance with an embodiment of
the present disclosure.

[0009] FIG. 5 presents a graphical representation of a trans-
fer function in accordance with an embodiment of the present
disclosure.

[0010] FIG. 6 presents a graphical representation of a log2
domain transfer function in accordance with an embodiment
of the present disclosure.

[0011] FIG. 7 presents a block diagram representation of a
color volume transformer in accordance with an embodiment
of the present disclosure.

[0012] FIG. 8 presents a block diagram representation of a
tone mapper in accordance with an embodiment of the
present disclosure.

[0013] FIG. 9 presents a block diagram representation of a
color volume transformer in accordance with an embodiment
of the present disclosure.

[0014] FIG. 10 presents a graphical representation of clock
signals in accordance with an embodiment of the present
disclosure.

[0015] FIG. 11 presents a flowchart representation of a
method in accordance with an embodiment of the present
disclosure.

[0016] FIG. 12 presents a flowchart representation of a
method in accordance with an embodiment of the present
disclosure.

[0017] FIG. 13 presents a flowchart representation of a
method in accordance with an embodiment of the present
disclosure.

DETAILED DESCRIPTION

[0018] FIG. 1 presents pictorial diagram representations of
various video devices in accordance with embodiments of the
present disclosure. In particular, device 10 represents a set top
box with or without built-in digital video recorder function-
ality or a stand-alone digital video player such as an internet
video player, Blu-ray player, digital video disc (DVD) player
or other video player. Device 20 represents an Internet tablet.
Device 30 represents a laptop, netbook or other personal
computer. Device 40 represents a video display device such as
a television or monitor. Device 50 represents a smartphone,
phablet or other mobile communication device. Device 60
represents a streaming video player. Device 70 represents a
smart watch or other wearable computing device with video
processing or display functionality. Device 80 represents a
handheld video camera.

[0019] The devices 10, 20, 30, 40, 50, 60, 70 and 80 each
represent examples of electronic devices that incorporate one
or more elements of a system 125 that includes features or
functions of the present disclosure. While these particular
devices are illustrated, system 125 includes any device or
combination of devices that is capable of performing one or
more of the functions and features described in conjunction
with FIGS. 2-13 and the appended claims.

[0020] FIG. 2 presents a block diagram representation of a
system in accordance with an embodiment of the present
disclosure. In an embodiment, system 125 receives a video
signal 110 and generates a processed video signal 112 via
encoding into a digital coding or compression format, decod-
ing from a digital coding or compression format, transcoding
from one digital coding and compression format to another
digital coding or compression format, etc. The following
terms are used:
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[0021] Luminance: Luminous intensity of a surface in a
given direction divided by the projected area of the surface
element as viewed from that direction. The units of luminance
are candela per square meter (cd/m2). The term luminance as
used herein should not to be confused with the term lumi-
nance used in television and video to represent a quantity
which may more precisely be referred to as “luma”.

[0022] Dynamic Range: Ratio of largest to smallest lumi-
nance
[0023] High Dynamic Range (HDR): A term used to

describe an image or imaging device that spans or is capable
of'spanning a range of luminance levels greater than the range
of luminance levels spanned by traditional imaging systems.
Current standards assume a peak luminance level limited to
10,000 cd/m?.

[0024] Standard Dynamic Range (SDR): Peak luminance
level commonly defined to be 100 cd/m>

[0025] HDR metadata: Parameters transmitted to define the
HDR conversion process

[0026] Electro-Optical Transfer Function (EOTF): Rela-
tionship between the nonlinear color values provided to a
display device and the linear color values produced by the
device.

[0027] Inverse Electro-Optical Transfer Function (IEOTF):
Function that is inverse of EOTF.

[0028] Perceptual Quantizer (PQ): A quantization method
taking advantage of the nonlinear response of the human
visual system to reduce the number of digital bits to represent
an optical signal.

[0029] Color value: A number corresponding to the amount
of a specific color component (such as R, G, B, orY) for an
image element. Note that prime designations (such as R', G'
and B') represent nonlinear color components and non-
primed designations (such as R, G and B) represent linear
image elements.

[0030] Digital code value: Digital representation of an
image signal value. Usually representative of a nonlinear
color value.

[0031] Linear color value: Color Value abbreviated as L,
normalized to the range [0,1], that is directly proportional to
the optical output of a display device, and which is not
directly proportional to the encoded signal representation.
[0032] Color volume: Solid in colorimetric space contain-
ing all possible colors a display can produce; defined by the
color primaries, white point, and luminance range.

[0033] Display primaries: Colors of a display from which
all other colors of such display are formed through additive
combinations.

[0034] Maximum display master luminance: The nominal
maximum display luminance of the mastering display, repre-
sented in candelas per square meter (cd/m"2).

[0035] Color Space Converter (CSC): A device that oper-
ates via a matrix operation to convert from one color space to
another.

[0036] Tone mapping: The process of mapping one set of
colors to another.

[0037] Society of Motion Picture and Television Engineers
(SMPTE): An organization that promulgates several stan-
dards relating to video processing.

[0038] Many modern imaging sensors are capable of deliv-
ering linear video signals having dynamic range up to 100 dB,
or around 16-bits. This is similar to the dynamic range of the
human visual system, which is about 10000:1. Until recently,
display panels such as televisions and video monitors were

Jul. 14, 2016

only capable of dynamic range around 100:1. With the advent
of higher dynamic range panels, the limitation became the
low dynamic range signals supported on the digital interface
to the display panels. This precipitated the need for a new
quantization device that would squeeze the high dynamic
range signal into fewer bits (8, 10, or 12-bits), taking advan-
tage of the nonlinear response of the human visual system.
Such a Perceptual Quantizer is discussed in conjunction with
SMPTE ST 2084 that presents a standardized transfer func-
tion that allows high dynamic range signals to be quantized
and coded.

[0039] Inaddition, the SMPTE ST 2086 standard specifies
the metadata items to define the color volume (the color
primaries, white point, and luminance range) of the display
that was used in mastering the video content. This informa-
tion could be send with an image or scene to inform a con-
sumer display of the characteristics of the mastering display
in order to tune itself to recreate the mastering artist’s intent
originally achieved in the mastering suite. Since ST 2086 is
not about dynamic range conversion, this standard does not
provide enough information to the consumer display to allow
the artist to define how HDR to SDR is to be down converted.

[0040] SMPTE ST 2094 addresses the issue of different
display devices. In particular, when content mastered with
High Dynamic Range (HDR) is transformed for presentation
on a display having a smaller color volume, such as Standard
Dynamic Range (SDR) display, the color transformation pro-
cess can be optimized through the use of content-dependent,
dynamic color transform metadata rather than using only
display color volume metadata (as in ST 2086). Different
models of color volume transforms with associated metadata
sets may require different processing algorithms and hard-
ware to display the image properly. In ST 2094, provisions are
included to support different models, which are called appli-
cations and detailed in ST 2094-10 (contribution from
Dolby), ST 2094-20 (Philips), ST 2094-30 (Technicolor), and
ST 2094-40 (Samsung).

[0041] The system 125 includes a dynamic range converter
150 that, for example, converts an HDR video signal to an
SDR video signal and/or provides other dynamic range con-
version. For example, the video signal 110 can bereceived via
atelevision receiver, cable television receiver, satellite broad-
cast receiver, broadband modem, a Multimedia over Coax
Alliance (MoCA) interface, Ethernet interface, local area net-
work transceiver, Bluetooth, 3G or 4G transceiver and/or
other information receiver or transceiver or network interface
that is capable of receiving one or more received signals such
as a broadcast video signal, a multicast video signal, a unicast
video signal, and/or can be generated from a stored video file,
played back from a recording medium such as a magnetic
tape, magnetic disk or optical disk. The video signals 110 can
include or no include an accompanying audio signal, but
video signals may include associated dynamic color trans-
form metadata, such as metadata generated in accordance
with SMPTE ST 2094 or other metadata that can be sued to
assist in dynamic range conversion.

[0042] The video signal 110 and/or processed video 112
can be uncompressed digital signals or be a compressed digi-
tal video signal complying with a digital video codec standard
such as H.264, MPEG-4 Part 10 Advanced Video Coding
(AVC), VC-1, H.265, or another digital format such as a
Motion Picture Experts Group (MPEG) format (such as
MPEG1, MPEG2 or MPEG4), QuickTime format, Real
Media format, Windows Media Video (WMV) or Audio
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Video Interleave (AVI), etc. The video signal 110 and/or
processed video 112 can also include a high definition media
interface (HDMI) signal, digital video interface (DVI) signal,
a composite video signal, a component video signal, an
S-video signal, and/or be formatted in another video format.
[0043] Further details regarding the operation of the
dynamic range converter 150 including several optional func-
tions and features are presented in conjunction with FIGS.
3-13 that follow.

[0044] FIG. 3 presents a block diagram representation of a
dynamic range converter in accordance with an embodiment
of the present disclosure. In particular, an embodiment of
dynamic range converter 150 is presented that includes color
space converters 205 and 235, linearizer 210 and delinearizer
230, color volume transformer 215, and optional compositor
220, color space converter 225, dithering limiter 240 and
display encoder 245. In various embodiments, the color space
converters 205 and 235, linearizer 210 and delinearizer 230,
color volume transformer 215, and optional compositor 220,
color space converter 225, dithering limiter 240 and display
encoder 245 are implemented via a plurality of circuits such
as a plurality of processing devices. Each processing device
may be a microprocessor, micro-controller, digital signal pro-
cessor, vector processor, microcomputer, central processing
unit, field programmable gate array, programmable logic
device, state machine, logic circuitry, digital circuitry, look-
up table and/or any device that manipulates digital signals
based on hard coding of the circuitry and/or operational
instructions.

[0045] The circuits that implement the dynamic range con-
verter 150 can be configurable based on configuration data
206 to differing color spaces, dynamic ranges including a
source dynamic range, mastering dynamic range, display
dynamic range etc., differing standards including differing
dynamic color transform metadata formats, differing color
spaces (YCbCr, linear or nonlinear RGB, RGBY, (R-Y),
(G-Y), (B-Y), BT.709, BT.601, BT.2020, sRGB, etc.) and
other digital formats including input and output formats for
each functional block, different encoding standards, frame
rates, device resolutions, differing transfer functions and
inverse transfer functions, and configuration of other select-
able functions and features. In additions, the various indi-
vidual functional blocks of dynamic range converter 150 can
optionally be enabled or disabled depending on the require-
ments of a particular application of dynamic range converter
150. In addition, the circuits that implement the dynamic
range converter 150 can be configured in a processing pipe-
line for operation timed by a pixel clock, with dynamic color
transform metadata 206 applied on a frame by frame basis
generate display data that reflects the artistic intent for each
frame. In particular, the circuits that implement the dynamic
range converter 150 can each include one or more registers or
other memory that stores the configuration data 206 such as
matrix dimensions, matrix coefficients, weighting coeffi-
cients, block enable/disable data, look-up table data repre-
senting transfer functions and inverse transfer functions and
other configuration parameters used to configure the circuitto
the particular conversion process currently being run, and in
the case of the color volume transformer 215, to further store
the current dynamic color transform metadata 202 corre-
sponding to the current or next frame or scene of the source
video 200 being processed.

[0046] Inoperation, the color space converter 205 converts
a source color space of a source video 200, having a source
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dynamic range, to non-linear color space signals. The linear-
izer 210 converts the non-linear color space signals to linear-
ized color space signals at a mastering dynamic range via a
piecewise linear interpolation of a transfer function. The
transfer function can be an electro-optical transfer function as
specified in SMPTE ST 2084, another electro-optical transfer
function, a gamma function of other non-linear compression
function. The color volume transformer 215 applies dynamic
color transform metadata 202 associated with the source
video 200 to generate master adjusted color space signals
from the linearized color space signals. Optional compositer
220 layers the master color space signals with further data
planes such as layer data 208 and optional color space con-
verter 225 can apply additional color space conversion. The
delinearizer 230 converts the master adjusted color space
signals (optionally composited with one or more video or
graphics layers and/or subjected to additional color conver-
sion) to non-linearized color space signals via a piecewise
linear interpolation of an inverse of the transfer function used
by linearizer 210 and in accordance with a display dynamic
range. The color space converter 235 converts the non-linear-
ized color space signals to display domain signals. The
optional dithering limiter 240 reduces a number of bits in
display domain signals to generate video display data and the
optional display encoder 245 generates encoded video dis-
play data 250, based on the display data that indicates the
display domain signals.

[0047] The dynamic range converter 150 can provide a
generic and reconfigurable architecture to cover a wide vari-
ety of HDR standards and proposals. In various embodi-
ments, the source dynamic range, mastering dynamic range
and/or the display dynamic range are each independently
configurable based on the configuration data 206. The shifters
of'the linearizer 210 can convert the source dynamic range of
the color components into a mastering dynamic range that
comports with the dynamic color transform metadata applied
by color volume transformer 215 to recreate the artist’s intent.
In a similar fashion, shifters of the delinearizer 230 can con-
vert the mastering dynamic range of the color components
into a display dynamic range that, for example, comports with
capabilities of the display encoder 245 and/or a display device
that will reproduce the video. In this fashion, the dynamic
range converter 150 can selectively operate in a first mode of
operation where the source dynamic range is a high dynamic
range and the display dynamic range is a standard dynamic
range at selectable mastering dynamic range levels.

[0048] For example, the dynamic range converter 150 can
be programmed to support multiple HDR to SDR standard
applications such as those proposed in SMPTE working
group, “TC-10E DG Dynamic Metadata for Color Trans-
forms of HDR and WCG Images”, and/or an ULTRA HD
Blu-ray specification, however, other modes reflecting other
source and display dynamic ranges are likewise selectable for
implementation based on the configuration data 206. In addi-
tion, the dynamic range converter 150 is capable of SDR to
HDR conversion. While there is no proposed standard
method for delivery of SDR plus metadata to an HDR capable
display, video can be mastered in HDR and data can be
transported that is representative of SDR frames plus infor-
mation (via metadata) for up conversion of each frame to
HDR.

[0049] Consider an example where dynamic range con-
verter 150 converts 4k/60 fps HDR source video 200 in the
form of 12-bit YCbCr (4:4:4) in the BT.2020 color space to
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SDR encoded display data 250 in the form of 12-bit HDMI
data. After zero-leveling, the HDR data can be represented as
12 fractional bits and 1 sign bit. As discussed above, the
functional blocks are pipelines and operate based on a pixel-
clock to output individual pixels in the converted format, one
pixel per clock cycle. The color space converter 205 converts
each pixel in the 12-bit YCbCr color space of a source video
200 at a source dynamic range of 10K cd/m?, to a correspond-
ing pixel in a 20-bit nonlinear R'G'B' color space signals via
a 3x3 matrix operation. In particular, each individual linear
color value of each pixel is proportional to the luminance
value, where 1.0 corresponds to reference luminance, Lref, of
10K cd/m? defined to be 10,000 cd/m"2 in ST 2084.

[0050] The linearizer 210 the 20-bit nonlinear R'G'B' color
space signals to 20-bit linear RGB color space signals via a
piecewise linear interpolation of the EOTF transfer function
specified by SMPTE ST 2084 and shifts the data to a master-
ing dynamic range, Lmastering, of 5K cd/m>. By, for
example, scaling the linear color values by Lmastering/Lref
(0.5 in this case) and then saturating or otherwise normalizing
to 1.0 to result in a reduction in the dynamic range if
Lmastering<Lref. This reduced dynamic range matches the
dynamic range in mastering.

[0051] The color volume transformer 215 applies dynamic
color transform metadata 202 in accordance with SMPTE ST
2094 associated with the source video 200, on a frame by
frame basis, to generate master adjusted color space signals in
20-bit RGB. Color volume transforms are applied to recreate
the mastering artist’s intent, using metadata generated by the
artist for each frame or scene, to prepare the image for
dynamic range compression.

[0052] Optional compositer 220 layers the master color
space signals with further graphics and video planes and
optional color space converter 225 applies additional color
space conversion to convert to 20-bit RGB via a 3x3 matrix
operation. The delinearizer 230 operates via a piecewise lin-
ear interpolation of an inverse EOTF transfer function speci-
fied by SMPTE ST 2084 to generate 20-bit nonlinear R'G'B'
and shifts the data to a display dynamic range, Ldisplay, of
100 cd/m? via a scaling by Ldisplay/Lmastering and satura-
tion or other normalizing back to 1.0. The color space con-
verter 235 converts to 20-bit Y'Cb'Cr' via a 3x3 matrix opera-
tion. The dithering limiter 240 reduces a number of bits in
display domain signals to generate 12-bit Y'Cb'Cr' video dis-
play data and the display encoder 245 generates HDMI
encoded video display data 250.

[0053] Consider an example where the video signal has
4096x2160 (4k) resolution and is 60 fps with a frame time of
16.7 ms. The architecture can implement low-latency
dynamic range conversion. In various embodiments, the
latency can be 0.5 seconds or less or very low latency such as
200 msec or less.

[0054] FIG. 4 presents a block diagram representation of a
linearizer/delinearizer in accordance with an embodiment of
the present disclosure. In particular linearizer/delinearizer
300 includes a look-up table that converts an input signal into
a log2 domain signal and determines a slope and intercept
based on a piecewise linear representation of a particular log2
domain transfer function that is programmable based on con-
figuration data 206. An adder and a multiplier generate an
interpolated result by interpolating the log2 domain signal
based on the slope and intercept. The look-up table generates
an output signal based on an inverse log2 conversion of the
interpolated result that can be shifted to scale the output to a
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desired dynamic range. The use of log2 based lookup tables
can result in a smaller silicon area and less error (than linear
tables), particularly when a nonlinear transfer function is
logarithmic or substantially algorithmic.

[0055] Considering the example shown, a linearizer/delin-
earizer 300 is presented that can function as linearizer 210
and/or delinearizer 230 presented in conjunction with FIG. 3.
Color space signals 310, such as nonlinear R'G'B' color com-
ponents in the case of linearizer 210 or linear RGB color
components in the case of delinearizer 230, are converted to
transformed colors space signals 312 having linear or non-
linear color components as the case may be. The color com-
ponent x of the color space signals 310 are converted to log2
domain via log2 look-up tables 302. Consider the case where
a transfer function f(x) (including an inverse transfer func-
tion) is implemented, in the log2 domain, the x is converted to
log2(x), a different function f' is employed where:

Aa)y=log2(fla))

[0056] Since the color space signals 310 have the range
[0,1], the log2 domain conversion results in a log2 value x for
each color component in the range [-xmax,0], where —xmax
is the largest negative number that can be represented based
on the number of bits in the signal. An optional mode select
301 determines one of a plurality of modes to apply based on
the value of x. For example, in the normal case, the value ofx
itself is converted to log2(x) used to determine f'(log2(x))
based on a transfer function interpolator 304 that uses a piece-
wise linear approximation of a log2 domain transformation
the particular transfer function to generate a corresponding
slope, m, and y-intercept, b, of the piece-wise linear function
that corresponds to the value of log2(x). The transfer function
interpolator 304 calculates the value of:

y=F(log2(x))=m(log2(x))+b.

In this normal mode, transfer function interpolators 304 gen-
erate intercept and slope values indexed by the value of log2
(x) and uses an adder and multiplier to generate the value of
f(log2(x)) in the log2 domain for inverse log2 conversion by
invlog2 look-up tables 306.

[0057] In cases where X is greater than a predetermined or
programmable threshold T1, such as when x is close to 1, the
mode select 301 can select a reverse mode where x'=1-x is
used instead. This is useful in the case where the transfer
function in the log2 domain does not well for values near 1.0
where there is less resolution. In this case, transfer function
interpolators 304 use a look-up of slope and intercept based
on:

y=f(log2(x"))=m(log2(x"))+b.

[0058] In cases where the value of x is smaller than a
programmable threshold T2, such as when x is close to 0, the
mode select 301 can select a bypass mode that calculates the
output directly based on a pre-determined slope m, and inter-
cept b,,. This is useful in the case where the transfer function
f(x) is highly linear in the region where x is close to 0. In
particular, the log2 conversion, log2 domain interpolation
and inverse log conversion can be bypassed and the output
value can be calculated directly as:

y=00x+by.

[0059] As shown, range shifters 308 are programmable
based on configuration data 206 to scale the dynamic range of
the transform color space signals 312. For example, the range
shifters 308 can scale the dynamic range at the input from
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Lrefto Lmaster in the case of linearizer 210, or at the output
from Lmaster to Ldisplay, in the case of delinearizer 230.

[0060] FIG. 5 presents a graphical representation 380 of a
transfer function in accordance with an embodiment of the
present disclosure and FIG. 6 presents a graphical represen-
tation 390 of a log2 domain transfer function in accordance
with an embodiment of the present disclosure. In particular,
the transfer function 382 represents the EOTF as defined in
ST 2084, while transfer function 392 represented the EOTF in
the Log2 domain, on a log2-log2 scale. When implementing
the EOTF function with a piecewise linear lookup table, the
table memory contains a fixed number of pieces, or words,
delineated by the dark circles on the graph, with correspond-
ing y-intercept and slope values stored as fixed-point integers.
In particular, highly linear regions of the function can be
implemented via longer segments than regions that are less
linear, while maintaining relatively similar error bounds.
While a number dark circles are shown that delineate a num-
ber of segments, greater or fewer segments can likewise be
implemented.

[0061] The log2-domain transter function is appealing in
this implementation because: a) the plot looks substantially
linear which lends itself well to the interpolation between
fewer segments; b) the values of y-intercept and slope can fit
in to a smaller number of bits when represented by fixed-point
integers; and c¢) one programmable table, such as a 64x32
RAM can be used for all the converter’s lookup tables pro-
viding a great variability of transfer functions through soft-
ware reconfiguration.

[0062] FIG. 7 presents a block diagram representation of a
color volume transformer in accordance with an embodiment
of the present disclosure. In particular an implementation of
color volume transformer 215 is shown implemented by a
series of blocks that can each be implemented by a corre-
sponding circuit in a color volume transform path 360. The
blocks in the color volume transform path 360 can be config-
ured in a pipelined configuration and clocked, based on a
pixel clock, to produce one pixel output per cycle of the pixel
clock. Not only are the blocks of in the color volume trans-
form path 360 independently configurable based on configu-
ration data 206, they are also programmable according to the
dynamic color transform metadata 202 that is associated with
the source video.

[0063] In various embodiments, the color volume trans-
former 215 applies gamut shaping, luminance tone mapping,
chrominance tone mapping and/or additional color space
conversion to generates transformed color space signals 332
from color space signals 330. In operation, the gamut shaper
320 applies gamut shaping to linearized color space signals in
accordance with the dynamic color transform metadata 202 to
generate gamut shaped components. The tone mapper 322
applies chrominance tone mapping by scaling the gamut
shaped components in accordance with the dynamic color
transform metadata 202 to generate chrominance mapped
components. A color remapper 324 color converts the
chrominance mapped components in accordance with the
dynamic color transform metadata 202 to generate color
remapped components. The tone mapper 326 applies lumi-
nance tone mapping by scaling the color remapped compo-
nents in accordance with the dynamic color transform meta-
data 202 to generate luminance mapped components. The
color space converter 328 color converts the luminance
mapped components in accordance with the dynamic color
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transform metadata 202 to generate transform color space
signals 312 that are master adjusted to the intent of the artist.

[0064] The gamut shaper 320, color remapper 324 and
color space converter 328 as well as the tone mappers 322 and
326 can each be implemented via circuits such as a processing
device. Each processing device may be a microprocessor,
micro-controller, digital signal processor, vector processor,
microcomputer, central processing unit, field programmable
gate array, programmable logic device, state machine, logic
circuitry, digital circuitry, look-up table and/or any device
that manipulates digital signals based on hard coding of the
circuitry and/or operational instructions.

[0065] In particular, the circuits that implement the color
volume transformer 215 can be configurable based on con-
figuration data 206 to differing color spaces, dynamic ranges
including a source dynamic range, and mastering dynamic
range, differing standards including differing dynamic color
transform metadata formats, differing color spaces (YCbCr,
linear or nonlinear RGB, RGBY, (R-Y), (G-Y), (B-Y),
BT.709, BT.601, BT.2020, sRGB, etc.) and configuration of
other selectable functions and features. In addition, the cir-
cuits that implement the color volume transformer 215 can be
configured in a processing pipeline for operation timed by a
pixel clock, with dynamic color transform metadata 206
applied on a frame by frame basis to generate transform color
space signals 332 that reflect the artistic intent for each frame.
In particular, the circuits that implement the color volume
transformer 215 can each include one or more registers or
other memory that stores the configuration data 206 such as
matrix dimensions and look-up table data representing log2
and inverse log2 conversions and other configuration param-
eters used to configure the circuits to the particular conversion
process currently being run, and further to store the dynamic
color transform metadata 202 such as matrix coefficients,
weighting coefficients, and other dynamic color transform
metadata 202 corresponding to the current or next frame or
scene of the source video 200 being processed. For example,
the color space signals 330 can be 20-bit RGB signals. The
gamut shaper 320 can include a color space converter that
performs a 4x4 matrix conversion to generate gamut shaped
color components in 20-bit RGBY format that are chromi-
nance tone mapped by tone mapper 322 to generate chromi-
nance mapped components in 20-bit RGBY format. The color
remapper 324 can include a color space converter that per-
forms a 4x4 matrix conversion to generate 20-bit RGBY
color remapped components that are luminance tone mapped
by tone mapper 326 to generate tone mapped components in
20-bit RGBY format. The color space converter 328 can
perform a 3x4 matrix conversion to generate the transform
color space signals 332 in RGB format. The use of 4x4 and
3x4 matrices allow the various blocks to operate based on
linear combinations of (R, G, B,Y) in one configuration set by
configuration data 206. In other configurations, difference
signals such as (R-Y), (G-Y), (B-Y) or 3x3 matrix operations
with (R, G, B) can likewise be used. Further details regarding
the operation of tone mapper 322 and 326 including several
optional functions and features are presented in conjunction
with FIG. 8 that follows.

[0066] FIG. 8 presents a block diagram representation of a
tone mapper in accordance with an embodiment of the
present disclosure. In particular a tone mapper 322 or 326 is
presented that includes weighting module 342, mode select
344, log2 look-up tables 346 and 354, transfer function inter-
polator 348, adders 356 and inverse log2 look-up table 354.
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The tone mapper converts color space signals 350 into tone
mapped color space signals 352, for example, in formats
described in conjunction with FIG. 7.

[0067] The tone mapper 322 or 326 can be set in either a
scale mode or a translate mode based on the configuration
data 206 or dynamic color transform metadata 202. In a
chrominance tone mapper implementation (tone mapper 322)
that is set in a scale mode, the weighting module 342 gener-
ates a weighted maximum of gamut shaped components in
formats (such as R,G, B andY) specified by the dynamic color
transform metadata 202 and further based on weighting coef-
ficients established by the dynamic color transform metadata
202. The mode select 344, log2 look-up table 346 and transfer
function interpolator 348 operate in a similar fashion to mode
select 301, log2 look-up table 302 and transfer function inter-
polator 304, to obtain a scale factor for each of the gamut
shaped components.

[0068] In a normal mode of operation set by mode select
344 (in the scale mode), the value of the weighted maximum
in the log2 domain is used as an index in three chrominance
mapping tables programmed in response to the dynamic color
transform metadata to reflect the artist’s intent, one for each
of the color components (such as R, G and B). Slope and
y-intercept values for each of the three components are used
to generate these three scale factors. Reverse mode (in the
scale mode can be implemented), as previously discussed, by
mode select 344 for values of the weighted maximum close to
1. The resulting scale factors in the log2 domain are added by
adders 356 to log2 domain values of the color components
(such as R, G and B) that are generated by log2 look-up table
354. Adding these values in the log2 domain operates as
multiplication to generate scaled gamut shaped components.
Inverse log2 look-up table 356 generates the chrominance
mapped components by inverse log2 conversion of the scaled
gamut shaped components.

[0069] When the translate mode is set based on the configu-
ration data 206 or dynamic color transform metadata 202, the
weighting module 342, log2 look-up table 354 and adders 356
are bypassed and the gamut shaped color components (such
as R, G and B) in the log2 domain are directly translated by
the transfer function interpolator 348 based on corresponding
tables that are programmed in response to the dynamic color
transform metadata 202 to reflect the artist’s intent. In the
case the transfer function interpolator directly generates the
chrominance mapped components in the log2 domain.
[0070] In addition to configuration to scale or translate
mode as discussed above, the tone mapper 322 or 326 can be
configurable based on configuration data 206 to differing
mastering dynamic ranges, differing color spaces (RGB,
RGBY, (R-Y), (G-Y), (B-Y)) and other differing configura-
tions that implement other selectable functions and features.
In a luminance tone mapper implementation, the components
of'the tone mapper 326 are implemented similarly to generate
transform color space signals 352 in the form of luminance
mapped components in response to color space signals 350 in
the form of color remapped components. In particular, the
transfer function interpolator 348 implements three lumi-
nance mapping tables that are programmed in response to the
dynamic color transform metadata 202 to reflect the artist’s
intent.

[0071] FIG. 9 presents a block diagram representation of a
color volume transformer in accordance with an embodiment
of the present disclosure. As discussed in conjunction with
FIG. 7, the circuits that implement the color volume trans-
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form path 360 of the color volume transformer 215 can be
configured in a processing pipeline for operation timed by a
pixel clock to produce one pixel output per cycle of the pixel
clock 366. In addition, the dynamic color transform metadata
202 can be applied on a frame by frame basis to generate
transform color space signals 332 that reflect the artistic
intent for each frame. The pixel and frame clock generator
362 is provided to generate the pixel clock and a frame clock
based on configuration data that indicates, for example, the
frame rate, the number of pixels per frame and/or other timing
information.

[0072] In various embodiments, the circuits in the color
volume transform path 360 can each include a plurality of
registers that store the configuration data 206 and the dynamic
color transform metadata 202. As shown, gamut mapper 320
includes registers 500, tone mapper 322 includes registers
502, color remapper 324 includes registers 504, tone mapper
326 includes registers 506 and color space converter 328
includes registers 508. Any of the registers 500, 502, 504, 506
and 508 can be implemented by a processor register, cache,
buffer memory or other memory that stores the configuration
data 206 and dynamic color transform metadata 202. In this
fashion, configuration data 206, such as matrix dimensions
and look-up table data representing log2 and inverse log2
conversions and other configuration parameters can be stored
in the corresponding circuits that use this data, to configure
each circuit to the particular conversion process currently
being run. In addition, the registers or other memory can
further store the dynamic color transform metadata 202 such
as matrix coefficients, weighting coefficients, and other
dynamic color transform metadata 202 in corresponding cir-
cuits to conform with the current or next frame or scene of the
source video 200 being processed. The registers that store the
dynamic color transform metadata 202 for each frame can be
shadowed and swapped at frame boundaries to facilitate the
frame by frame processing.

[0073] In various embodiments, in a time period where an
(n-1)* video frame is being processed by the color volume
transformer 215, the color volume transformer 215 loads the
dynamic color transform metadata 202 associated with an n™
video frame of the source video 200 in first ones of the
registers 500, 502, 504, 506 and 508. During the next time
period, the color volume transformer 215 processes the n”
video frame using the dynamic color transform metadata 202
associated with the n” frame of the source video loaded in the
first ones of the registers 500, 502, 504, 506 and 508. During
that same time period wherein the n” video frame is being
processed, the color volume transformer 215 loads the
dynamic color transform metadata 202 associated with the
(n+1)* video frame of the source video in second ones of the
registers 500, 502, 504, 506 and 508. During the next time
period, the color volume transformer 215 processes the (n+1)
** video frame using the dynamic color transform metadata
202 associated with the (n+1)” frame of the source video
loaded in the second ones of the registers 500, 502, 504, 506
and 508. During that same time period wherein the (n+1)*
video frame is being processed, the color volume transformer
215 loads the dynamic color transform metadata 202 associ-
ated with a (n+2)? frame of the source video in first ones of the
registers 500, 502, 504, 506 and 508, etc.

[0074] In this fashion, two sets of registers for each circuit
can be alternatively loaded when not in use and swapped back
and forth at the boundary of each successive frame as required
to meet the needs of the processing of the current video frame.
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Inparticular, the frame boundary can be determined based on
processing of the last pixel of each frame as indicated based
on a frame clock 364 or a counter based on the pixel clock.
Because the circuits of color volume transformer 215 are
configured in a processing pipeline for operation timed by the
pixel clock to produce one pixel output per cycle of the pixel
clock, the frame boundary appears for each circuit at stag-
gered times in accordance with the pipelined configuration. In
particular, each circuit swaps registers when the frame bound-
ary occurs for that circuit—at the time processing of the last
pixel of the prior frame is complete and processing of the first
pixel of the next frame is about to begin.

[0075] For example, consider the case where there are p
pixels in a frame. If the color space converter 328 is process-
ing the pixel p (corresponding to the last pixel in a frame),
tone mapper 326 is processing pixel p-1, color remapper 324
is processing pixel p-2, tone mapper 322 is processing pixel
p-3 and gamut shaper 320 is processing pixel p-4. At the next
cycle of the pixel clock, the color space converter 328 crosses
the frame boundary and swaps registers 508 to begin using the
dynamic color transform metadata 202 for the new frame to
process the pixel 1 (the first pixel in the new frame). At this
same time, the tone mapper 326 processes pixel p of the prior
frame, color remapper 324 processes pixel p-1 of the prior
frame, tone mapper 322 processes pixel p-2 of the prior frame
and gamut shaper 320 processes pixel p-3 of the prior frame.
At the next cycle of the pixel clock, the color space converter
328 processes pixel 2 of the new frame, the tone mapper 326
crosses the frame boundary and swaps registers 506 to begin
using the dynamic color transform metadata 202 of the new
frame to begin processing of the pixel 1 of the new frame,
color remapper 324 processes pixel p of the prior frame, tone
mapper 322 processes pixel p-1 of the prior frame and gamut
shaper 320 processes pixel p-2 of the prior frame, etc. It
should be noted that the foregoing is merely one example of
possible implementations and in further that one or more
blocks in the processing pipeline can include one or more
functions that operate in sub-pixel time.

[0076] FIG.10 presents a graphical representation of clock
signals in accordance with an embodiment of the present
disclosure. In particular, examples of frame clock 364 and
pixel clock 366 are presented. In the embodiment shown, the
pixel clock 366 has a number of pixel clock cycles for each
frame duration corresponding to the number of pixels in each
frame. The frame clock 364 shown has two states, each hav-
ing a duration that corresponds to the duration of a single
frame.

[0077] As discussed in conjunction with FIG. 9, a pixel and
frame clock generator can generate the pixel clock 366 and
frame clock 364 based on configuration data 206 that indi-
cates, for example, the frame rate, the number of pixels per
frame and/or other timing information. While particular
examples of the pixel clock 366 and frame clock 364 are
shown, it should be noted that in other embodiments, a frame
clock that has a single clock cycle per frame can likewise be
implemented. Further, while a single frame clock 364 is
shown, a plurality of staggered frame clocks can beused, each
timed to correspond to the frame boundary of one of the
circuits of color volume transformer 215 in the processing
pipeline.

[0078] FIG. 11 presents a flowchart representation of a
method in accordance with an embodiment of the present
disclosure. In particular, a method is presented for use with
one or more functions and features discussed in conjunction
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with FIGS. 1-10. Step 400 includes converting a source color
space of a source video having a source dynamic range to
nonlinear color space signals. Step 402 includes converting
the nonlinear color space signals to linearized color space
signals having a mastering dynamic range via a piecewise
linear interpolation of a transfer function. Step 404 includes
color volume transforming the linearized color space signals
on a frame by frame basis, based on dynamic color transform
metadata associated with the source video, to generate master
adjusted color space signals. Step 406 includes delinearizing
the master adjusted color space signals to nonlinearized color
space signals via a piecewise linear interpolation of an inverse
transfer function in accordance with a display dynamic range.
Step 408 includes converting the nonlinearized color space
signals to display domain signals.

[0079] In various embodiments, the color volume trans-
forming includes: loading in a plurality of first registers prior
to a first time period, the dynamic color transform metadata
associated with a first video frame of the source video; pro-
cessing first frame data corresponding to the first video frame
of the source video during the first time period using the
dynamic color transform metadata associated with the first
video frame of the source video loaded in the plurality of first
registers; loading in a plurality of second registers during the
first time period, the dynamic color transform metadata asso-
ciated with a second video frame of the source video; pro-
cessing second frame data corresponding to the second video
frame of the source video during a second time period that is
after the first time period, using the dynamic color transform
metadata associated with the second video frame of the
source video loaded in the plurality of second registers; and
loading in the plurality of first registers during the second
time period, the dynamic color transform metadata associated
with a third video frame of the source video.

[0080] The color volume transforming can switch from
processing of the video data corresponding to the first video
frame of the source video to processing of the video data
corresponding to the second video frame of the source in
response to frame boundary. In addition, the color volume
transforming van operate via a plurality of circuits in a pipe-
lined configuration under control of a pixel clock, and the
frame boundary can be determined based on processing of the
last pixel of the first frame. A plurality of circuits used in the
color volume transforming can be switched from processing
of'the video data corresponding to the first video frame ofthe
source video to processing of the video data corresponding to
the second video frame of the source video in response to the
frame boundary at staggered times in accordance with the
pipelined configuration.

[0081] In various embodiments, the method includes con-
figuring at least one configurable circuit based on configura-
tion data, to perform any of the steps 400, 402, 404, 406 or
408. The configuration data can indicate the source dynamic
range, the master dynamic range and the display dynamic
range. The transfer function can be configured based the
configuration data as one of: an electro-optical transfer func-
tion or a gamma function and the inverse transfer function is
configured based the configuration data as a corresponding
one of: an inverse of the electro-optical transfer function or an
inverse of the gamma function. The color volume transform-
ing can apply luminance tone mapping and chrominance tone
mapping in accordance with a color component space indi-
cated by the configuration data. The color volume transform-
ing can apply gamut shaping, color remapping and additional
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color space conversion in accordance with a color component
space indicated by the configuration data.

[0082] In various embodiments, the method can include
controlling a plurality of circuits in a processing pipeline via
a pixel clock that implements one or more of the steps 400,
402, 404, 406 and 408. Each of the plurality of circuits can
output a pixel at a rate of one pixel per clock cycle of the pixel
clock. The processing pipeline can further include layering
the master color space signals with further data planes prior to
delinearizing and/or color converting the master color space
signals prior to prior to delinearizing. The color volume trans-
forming can include: applying gamut shaping to the linear-
ized color space signals in accordance with the dynamic color
transform metadata to generate gamut shaped components;
applying chrominance tone mapping by scaling the gamut
shaped components in accordance with the dynamic color
transform metadata to generate chrominance mapped com-
ponents; color converting the chrominance mapped compo-
nents in accordance with the dynamic color transform meta-
data to generate color remapped components; applying
luminance tone mapping by scaling the color remapped com-
ponents in accordance with the dynamic color transform
metadata to generate luminance mapped components; and
color converting the luminance mapped components in accor-
dance with the dynamic color transform metadata to generate
the master adjusted color space signals.

[0083] FIG. 12 presents a flowchart representation of a
method in accordance with an embodiment of the present
disclosure. In particular, a method is presented for use with
one or more functions and features discussed in conjunction
with FIGS. 1-11. Step 410 includes converting a source color
space of a source video having a source dynamic range to
nonlinear color space signals. Step 412 includes converting
the nonlinear color space signals to linearized color space
signals having a mastering dynamic range via a piecewise
linear interpolation of a transfer function. Step 414 includes
color volume transforming the linearized color space signals
based on dynamic color transform metadata associated with
the source video to generate master adjusted color space
signals. Step 416 includes delinearizing the master adjusted
color space signals to nonlinearized color space signals via a
piecewise linear interpolation of an inverse transfer function
in accordance with a display dynamic range. Step 418
includes converting the non to nonlinearized color space sig-
nals to display domain signals.

[0084] The method can further include layering the master
color space signals with further data planes prior to delinear-
izing and/or color converting the master color space signals
prior to prior to delinearizing. The color volume transforming
can include: applying gamut shaping to the linearized color
space signals in accordance with the dynamic color transform
metadata to generate gamut shaped components; applying
chrominance tone mapping by scaling the gamut shaped com-
ponents in accordance with the dynamic color transform
metadata to generate chrominance mapped components;
color converting the chrominance mapped components in
accordance with the dynamic color transform metadata to
generate color remapped components; applying luminance
tone mapping by scaling the color remapped components in
accordance with the dynamic color transform metadata to
generate luminance mapped components; and color convert-
ing the luminance mapped components in accordance with
the dynamic color transform metadata to generate the master
adjusted color space signals.
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[0085] FIG. 13 presents a flowchart representation of a
method in accordance with an embodiment of the present
disclosure. In particular, a method is presented for use with
one or more functions and features discussed in conjunction
with FIGS. 1-11. Step 420 includes operating a logarithm
base 2 (log2) domain circuit that uses piecewise linear inter-
polation to perform at least one of: converting nonlinear color
space signals to linearized color space signals; converting
linear color space signals to nonlinearized color space sig-
nals; scaling gamut shaped components in accordance with
dynamic color transform metadata to generate chrominance
mapped components; or scaling color remapped components
in accordance with the dynamic color transform metadata to
generate luminance mapped components.

[0086] In various embodiments, the log2 domain circuit is
further operated to scale the dynamic range of at least one of:
an input signal of the log2 domain circuit or an output signal
of'the log2 domain circuit. The input signal x can represent a
positive value less than 1 and wherein for values of x greater
than T, the log2 domain circuit can operate in a reverse mode
based on 1-x. The operations of the log2 domain circuit fur-
ther include converting an input signal into a log2 domain
signal; determining a slope and intercept based on a piecewise
linear representation of a log2 domain transfer function; gen-
erating an interpolated result by interpolating the log2
domain signal based on the slope and intercept; and generat-
ing an output signal based on an inverse log2 conversion of
the interpolated result.

[0087] In various embodiments, the log2 domain transfer
function can represent one of: an electro-optical transfer
function, a gamma function, an inverse electro-optical trans-
fer function or an inverse gamma function. The operations of
the log2 domain circuit can further include: generating a
weighted maximum of the gamut shaped components, based
on the dynamic color transform metadata; obtaining a scale
factor for the gamut shaped components based on the log2
domain circuit; multiplying the scale factor by corresponding
ones of the gamut shaped components to generate scaled
gamut shaped components; and generating the chrominance
mapped components via an inverse log2 conversion of the
scaled gamut shaped components. The operations of the log2
domain circuit can further include: generating a weighted
maximum of the color remapped components, based on the
dynamic color transform metadata; obtaining a scale factor
for the color remapped components based on the log2 domain
circuit; and multiplying the scale factor by corresponding
ones of the color remapped components to generate scaled
color remapped components and generating the luminance
mapped components via an inverse log2 conversion of the
scaled color remapped components.

[0088] As may also beused herein, the term(s) “configured

t0”, “operably coupled to”, “coupled to”, and/or “coupling”
includes direct coupling between items and/or indirect cou-
pling between items via an intervening item (e.g., an item
includes, but is not limited to, a component, an element, a
circuit, and/or a module) where, for an example of indirect
coupling, the intervening item does not modify the informa-
tion of a signal but may adjust its current level, voltage level,
and/or power level. As may further be used herein, inferred
coupling (i.e., where one element is coupled to another ele-
ment by inference) includes direct and indirect coupling
between two items in the same manner as “coupled to”. As
may even further be used herein, the term “configured to”,
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cates that an item includes one or more of power connections,
input(s), output(s), etc., to perform, when activated, one or
more its corresponding functions and may further include
inferred coupling to one or more other items. As may still
further be used herein, the term “associated with”, includes
direct and/or indirect coupling of separate items and/or one
item being embedded within another item.

[0089] As may also be used herein, the terms “processing
module”, “processing circuit”, “processor”, and/or “process-
ing unit” may be a single processing device or a plurality of
processing devices. Such a processing device may be a micro-
processor, micro-controller, digital signal processor, micro-
computer, central processing unit, field programmable gate
array, programmable logic device, state machine, logic cir-
cuitry, analog circuitry, digital circuitry, and/or any device
that manipulates signals (analog and/or digital) based on hard
coding of the circuitry and/or operational instructions. The
processing module, module, processing circuit, and/or pro-
cessing unit may be, or further include, memory and/or an
integrated memory element, which may be a single memory
device, a plurality of memory devices, and/or embedded cir-
cuitry of another processing module, module, processing cir-
cuit, and/or processing unit. Such a memory device may be a
read-only memory, random access memory, volatile memory,
non-volatile memory, static memory, dynamic memory, flash
memory, cache memory, and/or any device that stores digital
information. Note that if the processing module, module,
processing circuit, and/or processing unit includes more than
one processing device, the processing devices may be cen-
trally located (e.g., directly coupled together via a wired
and/or wireless bus structure) or may be distributedly located
(e.g., cloud computing via indirect coupling via a local area
network and/or a wide area network). Further note that if the
processing module, module, processing circuit, and/or pro-
cessing unit implements one or more of its functions via a
state machine, analog circuitry, digital circuitry, and/or logic
circuitry, the memory and/or memory element storing the
corresponding operational instructions may be embedded
within, or external to, the circuitry comprising the state
machine, analog circuitry, digital circuitry, and/or logic cir-
cuitry. Still further note that, the memory element may store,
and the processing module, module, processing circuit, and/
or processing unit executes, hard coded and/or operational
instructions corresponding to at least some of the steps and/or
functions illustrated in one or more of the Figures. Such a
memory device or memory element can be included in an
article of manufacture.

[0090] One or more embodiments have been described
above with the aid of method steps illustrating the perfor-
mance of specified functions and relationships thereof. The
boundaries and sequence of these functional building blocks
and method steps have been arbitrarily defined herein for
convenience of description. Alternate boundaries and
sequences can be defined so long as the specified functions
and relationships are appropriately performed. Any such
alternate boundaries or sequences are thus within the scope
and spirit of the claims. Further, the boundaries of these
functional building blocks have been arbitrarily defined for
convenience of description. Alternate boundaries could be
defined as long as the certain significant functions are appro-
priately performed. Similarly, flow diagram blocks may also
have been arbitrarily defined herein to illustrate certain sig-
nificant functionality.
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[0091] To the extent used, the flow diagram block bound-
aries and sequence could have been defined otherwise and
still perform the certain significant functionality. Such alter-
nate definitions of both functional building blocks and flow
diagram blocks and sequences are thus within the scope and
spirit of the claims. One of average skill in the art will also
recognize that the functional building blocks, and other illus-
trative blocks, modules and components herein, can be imple-
mented as illustrated or by discrete components, application
specific integrated circuits, processors executing appropriate
software and the like or any combination thereof.

[0092] In addition, a flow diagram may include a “start”
and/or “continue” indication. The “start” and “continue” indi-
cations reflect that the steps presented can optionally be incor-
porated in or otherwise used in conjunction with other rou-
tines. In this context, “start” indicates the beginning of the
first step presented and may be preceded by other activities
not specifically shown. Further, the “continue” indication
reflects that the steps presented may be performed multiple
times and/or may be succeeded by other by other activities not
specifically shown. Further, while a flow diagram indicates a
particular ordering of steps, other orderings are likewise pos-
sible provided that the principles of causality are maintained.
[0093] The one or more embodiments are used herein to
illustrate one or more aspects, one or more features, one or
more concepts, and/or one or more examples. A physical
embodiment of an apparatus, an article of manufacture, a
machine, and/or of a process may include one or more of the
aspects, features, concepts, examples, etc. described with
reference to one or more of the embodiments discussed
herein. Further, from figure to figure, the embodiments may
incorporate the same or similarly named functions, steps,
modules, etc. that may use the same or different reference
numbers and, as such, the functions, steps, modules, etc. may
be the same or similar functions, steps, modules, etc. or dif-
ferent ones.

[0094] Unless specifically stated to the contra, signals to,
from, and/or between elements in a figure of any of the figures
presented herein may be analog or digital, continuous time or
discrete time, and single-ended or differential. Forinstance, if
a signal path is shown as a single-ended path, it also repre-
sents a differential signal path. Similarly, if a signal path is
shown as a differential path, it also represents a single-ended
signal path. While one or more particular architectures are
described herein, other architectures can likewise be imple-
mented that use one or more data buses not expressly shown,
direct connectivity between elements, and/or indirect cou-
pling between other elements as recognized by one of average
skill in the art.

[0095] The term “module” is used in the description of one
or more of the embodiments. A module implements one or
more functions via a device such as a processor or other
processing device or other hardware that may include or
operate in association with a memory that stores operational
instructions. A module may operate independently and/or in
conjunction with software and/or firmware. As also used
herein, a module may contain one or more sub-modules, each
of which may be one or more modules.

[0096] While particular combinations of various functions
and features of the one or more embodiments have been
expressly described herein, other combinations of these fea-
tures and functions are likewise possible. The present disclo-
sure is not limited by the particular examples disclosed herein
and expressly incorporates these other combinations.
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What is claimed is:

1. A dynamic range converter comprising:

a plurality of circuits configured in a processing pipeline
for operation timed by a pixel clock, wherein the plural-
ity of circuits include:

a first color space converter configured to convert a source
color space of a source video having a source dynamic
range to nonlinear color space signals;

alinearizer configured to convert the nonlinear color space
signals to linearized color space signals having a mas-
tering dynamic range via a piecewise linear interpola-
tion of a transfer function;

a color volume transformer configured to apply dynamic
color transform metadata associated with the source
video to generate master adjusted color space signals
from the linearized color space signals;

a delinearizer configured to convert the master adjusted
color space signals to nonlinearized color space signals
via a piecewise linear interpolation of an inverse transfer
function in accordance with a display dynamic range;
and

a second color space converter configured to convert the
nonlinearized color space signals to display domain sig-
nals.

2. The dynamic range converter of claim 1 wherein each of
the plurality of circuits output a pixel at a rate of one pixel per
clock cycle of the pixel clock.

3. The dynamic range converter of claim 1 wherein the
linearizer and nonlinearizer are responsive to first configura-
tion data to selectively operate in a first mode of operation
where the source dynamic range is a high dynamic range and
the display dynamic range is a standard dynamic range are
further responsive to second configuration data to selectively
operate in a second mode of operation where the source
dynamic range is a standard dynamic range and the display
dynamic range is a high dynamic range.

4. The dynamic range converter of claim 1 wherein the
plurality of circuits further include:

a compositer configured to layer the master adjusted color
space signals with further data planes prior to delinear-
ization by the delinearizer.

5. The dynamic range converter of claim 1 wherein the

plurality of circuits further include:

a third color space converter configured to color converts
the master adjusted color space signals prior to delinear-
ization by the delinearizer.

6. The dynamic range converter of claim 1 wherein the
color volume transformer applies gamut shaping, luminance
tone mapping, chrominance tone mapping and additional
color space conversion.

7. The dynamic range converter of claim 6 wherein the
color volume transformer includes:

a third color space converter configured to that apply the
gamut shaping to the linearized color space signals in
accordance with the dynamic color transform metadata
to generate gamut shaped components;

a first tone mapper configured to apply first tone mapping
by scaling the gamut shaped components in accordance
with the dynamic color transform metadata to generate
first mapped components;

a fourth color space converter configured to color converts
the first mapped components in accordance with the
dynamic color transform metadata to generate color
remapped components;
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a second tone mapper configured to apply second tone
mapping by scaling the color remapped components in
accordance with the dynamic color transform metadata
to generate second mapped components; and

a fifth color space converter configured to color converts
the second mapped components in accordance with the
dynamic color transform metadata to generate the mas-
ter adjusted color space signals.

8. The dynamic range converter of claim 7 wherein the first
tone mapper operates in accordance with the dynamic color
transform metadata to:

generate a weighted maximum of the gamut shaped com-
ponents;

index the weighted maximum to a piecewise linear lookup
table to obtain a scale factor for each of the gamut shaped
components; and

multiply each scale factor by a corresponding one of the
gamut shaped components to generate the first mapped
components.

9. The dynamic range converter of claim 7 wherein the
second tone mapper operates in accordance with the dynamic
color transform metadata to:

generate a weighted maximum of the color remapped com-
ponents;

index the weighted maximum to a piecewise linear lookup
table to obtain a scale factor for each of the color
remapped components; and

multiply each scale factor by a corresponding one of the
color remapped components to generate the second
mapped components.

10. The dynamic range converter of claim 1 wherein the

plurality of circuits further include:

a dithering limiter configured to reduce a number of bits in
display domain signals to generate video display data.

11. The dynamic range converter of claim 1 wherein the
plurality of circuits further include:

a display encoder configured to generate encoded video

display data, based on the display domain signals.

12. The dynamic range converter of claim 1 wherein the
plurality of circuits convert the source video to the display
domain signals with low-latency.

13. A method comprising:

controlling a plurality of circuits in a processing pipeline
via a pixel clock, wherein the processing pipeline
includes the following:

converting a source color space of a source video having a
source dynamic range to nonlinear color space signals;

converting the nonlinear color space signals to linearized
color space signals having a mastering dynamic range
via a piecewise linear interpolation of a transfer func-
tion;

color volume transforming the linearized color space sig-
nals based on dynamic color transform metadata asso-
ciated with the source video to generate master adjusted
color space signals;

delinearizing the master adjusted color space signals to
nonlinearized color space signals via a piecewise linear
interpolation of an inverse transfer function in accor-
dance with a display dynamic range; and

converting the nonlinearized color space signals to display
domain signals.

14. The method of claim 13 wherein each of the plurality of

circuits output a pixel at a rate of one pixel per clock cycle of
the pixel clock.
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15. The method of claim 13 wherein the processing pipe-
line further includes:
layering the master adjusted color space signals with fur-
ther data planes prior to delinearizing.
16. The method of claim 13 wherein the processing pipe-
line further includes:
color converting the master adjusted color space signals
prior to prior to delinearizing.
17. The method of claim 13 wherein the color volume
transforming includes:
applying gamut shaping to the linearized color space sig-
nals in accordance with the dynamic color transform
metadata to generate gamut shaped components;
applying first tone mapping by scaling the gamut shaped
components in accordance with the dynamic color trans-
form metadata to generate first mapped components;
color converting the first mapped components in accor-
dance with the dynamic color transform metadata to
generate color remapped components;
applying second tone mapping by scaling the color
remapped components in accordance with the dynamic
color transform metadata to generate second mapped
components; and
color converting the second mapped components in accor-
dance with the dynamic color transform metadata to
generate the master adjusted color space signals.
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