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(57) ABSTRACT

The present invention relates to a method for determining and
reproducing virtual, location-based information for a region
of space, comprising the steps of:
using a sensor device to detect measurement data from at
least one part of a body of'a viewer in the region of space,
determining a posture of the viewer on the basis of the
measurement data, identifying a spatial position of the
viewer relative to the region of space,
determining a viewing direction of the viewer relative to
the region of space on the basis of the spatial position
and the posture,
determining the virtual, location-based information on the
basis of the viewing direction, and
using a display device to reproduce the virtual, location-
based information.
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METHOD AND DEVICE FOR DETERMINING
AND REPRODUCING VIRTUAL,
LOCATION-BASED INFORMATION FOR A
REGION OF SPACE

CROSSREFERENCES TO RELATED
APPLICATIONS

[0001] This application is a continuation of international
patent application PCT/EP2012/061195, filed on Jun. 13,
2012 designating the U.S., which international patent appli-
cation has been published in German language and claims
priority from German patent application DE 10 2011 104
524.8, filed on Jun. 15, 2011. The entire contents of these
priority applications are incorporated herein by reference.

FIELD OF INVENTION

[0002] The present invention relates to a method and a
corresponding device for determining and reproducing vir-
tual, location-based information for a region of space. The
present invention also relates to a control and analysis unit for
a device for determining and reproducing virtual, location-
based information for a region of space. In addition, the
invention relates to a method for operating such a control and
analysis unit. Finally, the present invention relates to a non-
transitory computer-readable recording medium.

BACKGROUND OF THE INVENTION

[0003] U.S. 2007/0164988 Al, for example, discloses a
method and a device for determining and reproducing virtual,
location-based information for a region of space. This docu-
ment provides that a mobile device comprises a camera that
can detect a surrounding area. An optical orientation of the
camera relative to the device is adjusted according to a view-
ing angle of a user. An orientation of the pupils of the user
relative to the device is measured and analyzed to determine
the viewing angle. Then a position of the device is found and
analyzed along with the optical orientation of the camera in
order to be able to determine the virtual, location-based infor-
mation. Finally, the device reproduces the virtual, location-
based information.

SUMMARY OF THE INVENTION

[0004] The object of the present invention is to provide a
method and a device which, compared to conventional meth-
ods and devices, enable robust, fast and accurate determina-
tion and reproduction of virtual, location-based information
for a region of space.

[0005] According to one aspect of the present invention,
this object is achieved by a method of the type mentioned in
the introduction, comprising the steps of:

[0006] using a sensor device to detect measurement data
from at least one part of a body of a viewer in the region
of space,

[0007] determining a posture of the viewer on the basis
of the measurement data,

[0008] identifying a spatial position of the viewer rela-
tive to the region of space,

[0009] determining a viewing direction of the viewer
relative to the region of space on the basis of the spatial
position and the posture,

[0010] determining the virtual, location-based informa-
tion on the basis of the viewing direction, and
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[0011] wusing a display device to reproduce the virtual,
location-based information.

[0012] According to a further aspect of the present inven-
tion, this object is achieved by a device of the type mentioned
in the introduction, comprising a sensor device for detecting
measurement data from at least one part of a body of a viewer
in the region of space, a control and analysis unit for deter-
mining a posture of the viewer on the basis of the measure-
ment data, for identifying a spatial position of the viewer
relative to the region of space, for determining a viewing
direction of the viewer relative to the region of space on the
basis of the spatial position and the posture, and for determin-
ing the virtual, location-based information on the basis of the
viewing direction, and a display device for reproducing the
virtual, location-based information.

[0013] According to a further aspect of the present inven-
tion, a control and analysis unit is provided for using in a
device of the type mentioned in the introduction, said unit
comprising means for receiving measurement data from a
sensor device, which detects measurement data from at least
one part ofabody ofa viewer in the region of space, means for
determining a posture of the viewer on the basis of the mea-
surement data, means for identifying a spatial position of the
viewer relative to the region of space, means for determining
a viewing direction of the viewer relative to the region of
space on the basis of the spatial position and the posture,
means for determining the virtual, location-based informa-
tion on the basis of the viewing direction, and means for
providing the virtual, location-based information for repro-
ducing the virtual, location-based information.

[0014] According to a further aspect of the present inven-
tion, a method is provided for operating a control and analysis
unit of the type mentioned in the introduction, comprising the
steps of:

[0015] receiving measurement data from a sensor
device, which detects measurement data from at least
one part of a body of a viewer in the region of space,

[0016] determining a posture of the viewer on the basis
of the measurement data,

[0017] identifying a spatial position of the viewer rela-
tive to the region of space,

[0018] determining a viewing direction of the viewer
relative to the region of space on the basis of the spatial
position and the posture,

[0019] determining the virtual, location-based informa-
tion on the basis of the viewing direction, and

[0020] providing the virtual, location-based information
for reproducing the virtual, location-based information.

[0021] According to a further aspect of the present inven-
tion, a non-transitory computer-readable medium is provided
that stores therein a computer program product, which, when
executed by a processor, causes the method as disclosed
herein to be performed.

[0022] The invention is based on the knowledge that the
viewing direction of the viewer can be determined on the
basis of the posture and spatial position of the viewer. If the
viewing direction of the viewer relative to the region of space
is known then it is possible to determine virtual, location-
based information that is associated with a segment of the
region of space at which the viewing direction is pointing.
Tests by the applicant have shown that this approach advan-
tageously is very robust to movements of the viewer, and
produces very accurate results when determining and repro-
ducing the virtual, location-based information. It is particu-
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larly advantageous that the invention does not require any
special markers in the region of space or on the viewer. In
particular, the posture is determined without special markers
on the body of the viewer.

[0023] The viewer is detected by a sensor device which
detects measurement data about the viewer. In this case, the
sensor device can detect the entire viewer. Alternatively, it is
possible that only a part of the body of the viewer is detected,
from which the posture can be determined.

[0024] The sensor device advantageously comprises at
least one imaging sensor, such as a digital camera, for
instance, in order to detect the at least one part of the body of
the viewer. When using imaging sensors, the relevant mea-
surement data is detected in the form of image data.

[0025] The measurement data is used to determine the pos-
ture of the viewer. The posture is understood to mean a spatial
orientation of at least one body part ofthe viewer, in particular
of arms, torso and/or neck, or a part of the body part. It is
preferable if the posture is determined on the basis of a plu-
rality of body parts and the orientation of the body parts with
respect to one another.

[0026] Itis possible to infer from the posture which part of
the region of space the viewer is looking at. In a preferred
embodiment, the viewing direction is determined under the
assumption that the viewer is holding the display device in at
least one hand. Under the additional assumption that the
viewer is looking at the display device, the viewing direction
can be determined directly on the basis of the spatial orien-
tation of the head and the arms. In an alternative embodiment,
the viewing direction is determined under the assumption that
the viewer is looking above the display device. Then the
viewing direction can be determined on the basis of the spatial
orientation of the head and the arms and a suitable adjustment
that takes into account the display device. In a particularly
preferred embodiment, the orientation of the head and the
arms of the viewer with respect to one another is analyzed in
order to determine automatically whether the viewer is look-
ing at the display device or looking past the display device.
Determining the viewing direction can then be adapted auto-
matically to the given situation.

[0027] In order to be able to determine the viewing direc-
tion relative to the region of space, the spatial position of the
viewer relative to the region of space is additionally deter-
mined. The spatial position can be represented in the region of
space as a point in space having spatial coordinates, wherein
the position of the point in space relative to the body of the
viewer is known.

[0028] It is preferably provided that a sensor position and a
sensor orientation of the sensor device within the region of
space are known. The sensor position and/or the sensor ori-
entation can be determined, for example by calibrating the
sensor device. If sensor position and sensor orientation are
known, it is sufficient to determine a position of the viewer
relative to the sensor device, because this relative position can
then be transformed on the basis of the sensor position and
sensor orientation into the spatial position of the viewer rela-
tive to the region of space. It is necessary to identify the spatial
position relative to the region of space in order to be able to
determine correctly the virtual, location-based information
on the basis of the viewing direction.

[0029] The virtual, location-based information preferably
constitutes items of information that are associated with spe-
cific segments of the region of space. The association is then
made within a virtual coordinate system in which the virtual,
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location-based information is organized. The orientation and
position of the virtual coordinate system relative to the region
of space are preferably known. If the viewing direction rela-
tive to the region of space is determined, it can be transformed
into the virtual coordinate system in order to determine the
location-based, virtual data.

[0030] In addition, it is preferably provided that virtual,
location-based information is stored in a database. The data-
base can beheld, for example, in the control and analysis unit,
the display device and/or in a network to which the control
and analysis unit or the display device has access. The virtual,
location-based information can be pieces of text, for example,
that are associated with individual sections or points of the
region of space. Alternatively or additionally, it can be graphi-
cal information that represents the viewed segment of the
region of space virtually and preferably with additional infor-
mation.

[0031] For example, it is possible that the viewer is located
inside the unfinished shell of an aircraft fuselage. According
to the viewing direction of the viewer, the viewer is presented
with information about which components have to be fitted,
tested or replaced. In addition, it is possible to show the
viewer which operations must be carried out for the relevant
task. This also provides a simple way of checking whether
components are installed correctly.

[0032] As a further example, it is possible that the device
and the method are used in a medical field. For instance, a
doctor could be shown, according to the viewing direction of
the doctor towards a patient, a choice of suitable CT images
that relate to the patient’s body area that the doctor is looking
at.

[0033] As a further example, it is possible that a viewer
inside a house is looking at an area of wall, and the viewer is
shown parts of a plan of the house as virtual, location-based
information. This can then inform the viewer about cabling or
pipework or variations in the structure of the area of wall.
[0034] As a further example, it is possible that the viewer is
located in a railway car. This railway car may be partially or
fully constructed. According to the viewing direction of the
viewer, the viewer is presented with virtual, location-based
information about which components have to be fitted, tested
or replaced. In particular in this case, the viewer can be given
virtual, location-based information about how electrical
cables and/or pressure pipelines are laid or are meant to be
laid. Thus it is possible to show the viewer also which opera-
tions must be carried out for relevant tasks such as installation
ormaintenance tasks. This also provides a very simple way of
checking whether components, in particular the electrical
cables and pressure pipelines, are installed correctly.

[0035] As a further example, itis possible that the viewer is
located in a partially or fully constructed hull of a ship.
According to the viewing direction of the viewer, virtual,
location-based information is presented to the viewer about
which components have to be fitted, tested or replaced. In
particular, electrical cables, pipelines and panel sections can
be included in this information. It is also possible that entire
assemblies to be built into the hull of the ship are displayed,
such as for example a bridge or a ship’s engine. Moreover, it
is possible to display to the viewer, virtual, location-based
information about safety-related points such as, for example,
heavily stressed weld joints. The viewer can then use this
information to check the relevant points and, if applicable,
compare with reference data. In addition, it is possible to
show the viewer which operations must be carried out for the
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relevant task. This also provides a simple way of checking
whether components are installed correctly. Furthermore, it is
possible to provide the viewer with virtual, location-based
information about passenger cabins, such as, for example,
information about interior fittings of the relevant passenger
cabins and information about existing cables behind wall
panels for maintenance work.

[0036] As a further example, it is possible that the device
and the method are used in road building. According to the
viewing direction of the viewer towards a road, the viewer can
then, for example, obtain virtual, location-based information
about the structure below the road. In particular, the viewer
can be provided with virtual, location-based information
about lines such as pipelines, gas pipes and electrical cables.
In other words, the viewer can look virtually through the road
into the ground. In addition, it is possible for the viewer to be
shown in the form of virtual, location-based information,
sections from a relevant construction drawing for a viewed
area in the viewing direction. This is a quick and easy way to
inform the viewer of appropriate construction work. In addi-
tion, it is very easy for the user to compare operations that
have already been performed with reference information.
[0037] As a further example, it is possible that the device
and the method are used in a cellular manufacturing system
employing an assembly cell. Cellular manufacturing systems
are used, for example, in the production of engines, in par-
ticular internal combustion engines. In these systems, the
motor is arranged centrally, with an assembly operator able to
move around the engine in order to be able to work on it from
different sides. In this case, the method and device according
to the invention make it possible to provide the assembly
operator, according to his position, directly with the virtual,
location-based information that the assembly operator needs
for operations in the area in which he is located. In particular
for cellular manufacturing, it is possible that the display
device is a fixed monitor or a pivotable monitor. For instance
it can be rotatably arranged above the assembly cell. Alterna-
tively or additionally, it is possible for a plurality of monitors
to be used simultaneously, which can be viewed from differ-
ent positions of the assembly operator. In this case, it is
possible to show the assembly operator which operations
need to be performed for the relevant tasks in the area at which
the assembly operator’s viewing direction is pointing. In
addition, the assembly operator can be shown which compo-
nents are required for these tasks. Furthermore, the assembly
operator can be shown how to fit the parts and which way the
parts are meant to face when fitted. Moreover, it is also very
easy to be able to check that the components are fitted cor-
rectly.

[0038] The display device is preferably designed such that
it can reproduce the virtual, location-based information.
Alternatively or additionally, it is possible to reproduce the
virtual, location-based information acoustically and/or hap-
tically. Additional reproduction options can thereby be added
to the aforementioned examples. Inaddition, itis possible that
acoustic and/or haptic reproductions can give people who
have a visual impairment information about the relevant part
of the region of space.

[0039] A further advantage of the invention is that the vir-
tual, location-based information can be determined irrespec-
tive of a position of the display device. Only the virtual,
location-based information that corresponds to the actual
viewing direction of the viewer is determined and repro-
duced. This simplifies a control system for reproducing the

Oct. 2,2014

virtual, location-based information, because this information
is selected implicitly by movements of the viewer and can be
adapted accordingly.

[0040] In addition, it is possible that the viewing direction
can be inhibited by manual input by the user. It is intended
here that the viewer fixes the viewing direction and hence the
currently displayed virtual, location-based information. The
viewer can thus move freely in the region of space without
changing the information on the display device that is relevant
to the viewer.

[0041] Alternatively or additionally, it is possible that the
viewer can manipulate the viewing direction manually, for
example by means of an input device such as a mouse, a
trackball or a touchscreen. The viewer can thus additionally
and selectively retrieve relevant information that does not
depend on the posture of the viewer, if this information is
required.

[0042] Tt is preferable if the control and analysis unit is in
the form of a computer, for example a PC. In further preferred
embodiments, the control and analysis unit can be composed
of a multiplicity of processing units such as, for example,
microprocessors, which communicate with one another. In
addition, the sensor device and/or the display device can
comprise in-device processing units. The control and analysis
unit can hence be designed as a discrete unit. Alternatively, it
can be designed as the combination of a plurality of process-
ing units, wherein these processing units are preferably
arranged in different modules of the device according to the
invention. As a further alternative, the control and analysis
unit can also be integrated entirely in the sensor device and/or
the display device.

[0043] In an embodiment of the invention, three-dimen-
sional measurement data is detected as the measurement data.
In this embodiment, the posture of the viewer is then deter-
mined on the basis of three-dimensional measurement data.
The measurement data comprises depth information in addi-
tion to height and width information. This allows the posture
of the viewer to be determined particularly precisely. Using
three-dimensional measurement data also makes it possible
to identify the spatial position of the viewer even more pre-
cisely.

[0044] The sensor device can comprise a 3D camera, for
example a stereo camera, as the sensor in order to detect the
three-dimensional measurement data. In further preferred
embodiments, the sensor device comprises as the sensor a
digital (2D) camera, an infrared depth sensor, a laser depth
sensor, a time-of-flight camera and/or an ultrasound sensor.
[0045] Ina further embodiment of the invention, the sensor
device is arranged in the region of space independently of the
viewer. In this embodiment, the sensor device is arranged
apart from, and physically independent of, the viewer. An
advantage here is that the viewer-independent arrangement
means that the sensor position and the sensor orientation can
be established very accurately. This advantageously results in
the viewing direction of the viewer being detected particu-
larly accurately.

[0046] Inaddition, it is possible to adapt the sensor device
automatically or by selective control by the viewer to the
spatial position of the viewer. The sensor device can thereby
track the viewer in order to cover a larger region of space.
[0047] Ina further embodiment of the invention, the sensor
device is arranged in a fixed position in the region of space. In
this embodiment, the sensor device is fixed relative to the
region of space. This results in a constant sensor position,
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making it easier and faster to identify the spatial position. It
also results in the advantage that the sensor device, for
example needs to undergo initial measurements and calibra-
tion only once before use, making it possible to detect highly
accurate measurement data. An additional advantage is that
the sensor device can be calibrated very accurately with
respect to interference effects such as light and shadow con-
ditions, in the detected part of the region of space. The accu-
racy can thereby be improved further by taking into account
the effects of interference of the region of space on the sensor
device.

[0048] In afurther embodiment of the invention, the sensor
device automatically determines a sensor position relative to
the region of space. In this embodiment, the sensor position is
determined, for example, directly on the basis of the measure-
ment data from the sensor device. This can be done during a
calibration process, for instance.

[0049] The sensor device preferably detects the region of
space within a sensor field and aligns the relevant measure-
ment data with virtual data about the structure of the region of
space. One advantage here is that the sensor device can be
calibrated particularly quickly and accurately. In addition, it
is possible to determine repeatedly the sensor position and
therefore guarantee permanently very high accuracy when
determining the viewing direction.

[0050] Alternatively or additionally, it is possible that the
sensor device uses a position sensor to determine the sensor
position. The sensor device preferably comprises the position
sensor. The position sensor can be in the form of a GPS
sensor, for example. The GPS sensor has the advantage that
the sensor position can be determined very accurately even
when the region of space is initially unknown to the sensor
device. It is particularly preferred if the GPS sensor is a
differential GPS sensor. Alternatively or additionally, it is
possible that radio positioning systems are used. Such radio
positioning systems determine the sensor position using radio
direction-finding and/or triangulation. They have the advan-
tage that they can be used in enclosed spaces and they deter-
mine the sensor position with high accuracy. Such radio
direction-finding systems can be implemented, for example,
by means of WLAN, Bluetooth and/or UMTS. As another
alternative, it is possible to use laser sensors to determine the
sensor position.

[0051] In a further embodiment, the sensor device auto-
matically determines a sensor orientation relative to the
region of space. In this embodiment, the sensor orientation is
determined directly on the basis of the measurement data
from the sensor device. This can be done during a calibration
process, for instance.

[0052] The sensor device preferably detects the region of
space within the sensor field and aligns the relevant measure-
ment data with virtual data about the structure of the region of
space. One advantage here is that the sensor device can be
calibrated particularly quickly and accurately. In addition, it
is possible to determine repeatedly the sensor orientation and
therefore guarantee permanently very high accuracy when
determining the viewing direction.

[0053] Alternatively or additionally, it is possible that the
sensor device uses an attitude and position sensor to deter-
mine the sensor attitude and position. The attitude and posi-
tion sensor can be in the form of a GPS sensor, accelerometer
and/or compass chip for example. These attitude and position
sensors have the advantage that the sensor attitude and posi-
tion can be determined very accurately even when the region
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of space is initially unknown to the sensor device. It is par-
ticularly preferred if the GPS sensor is a differential GPS
sensor. Alternatively or additionally, it is possible that radio
positioning systems are used. Such radio positioning systems
determine the sensor attitude and position using radio direc-
tion-finding and/or triangulation. They have the advantage
that they can be used in enclosed spaces and they determine
the sensor attitude and position with high accuracy. Such
radio direction-finding systems can be implemented, for
example, by means of WLAN, Bluetooth and/or UMTS. As
another alternative, it is possible to use laser sensors to deter-
mine the sensor attitude and position.

[0054] In a further embodiment, a multiplicity of sensor
devices are used. In this embodiment, the multiplicity of
sensor devices are used to detect the measurement data
jointly.

[0055] It is preferably provided that different sensor
devices detect different or at least partially different segments
of'the region of space. The sensor field in which the viewer is
detected can thereby be increased.

[0056] Alternatively or additionally, it is possible that a
plurality of sensor devices jointly detect a segment of the
region of space. One advantage here is that the viewer is
detected from different directions and hence the measure-
ment data from the sensor devices can be compared with one
another. It is thus possible to achieve a greater accuracy and
robustness in identifying the spatial position and determining
the posture of the viewer.

[0057] Ina further embodiment of the invention, at least an
arm region of the viewer is used as the at least one part of the
body of the viewer. In this embodiment, only one part of the
body of the viewer is taken into account to determine the
viewing direction. Tests by the applicant have shown that
measurement data from the body of the viewer from the
region of the arms is sufficient to be able to determine the
viewing direction very accurately. One advantage of this is
that this reduces the measurement data to be processed and
hence speeds up execution of the method while maintaining
the measurement accuracy.

[0058] In this embodiment it is in particular possible to
detect a spatial orientation and a spatial position of the lower
arm and upper arm of the viewer in order to generate the
viewing direction. The viewing direction can then be deter-
mined, for example, under the assumption that it extends
along the lower arm. Thus the viewer can use the lower arm in
a similar way to a pointer in order to specify the viewing
direction to the device. In this embodiment, it is particularly
preferred that only an arm of the viewer is taken into account.
Tests by the applicant have shown that taking into account
only an arm of the viewer can generally provide very robust
and accurate results.

[0059] Inaddition, it can be provided that a shoulder region
of the viewer is additionally taken into account. A spatial
orientation of the entire arm can be determined even more
accurately on the basis of the shoulder region.

[0060] Inaddition, itcanbe provided that a base of the neck
of the viewer is additionally taken into account. A spatial
orientation of the head can be determined on the basis of the
base of the neck. One advantage here is that the accuracy is
further increased. This embodiment is particularly advanta-
geous when a direction from the head of the viewer to an area
of the hands of the viewer is assumed to be the viewing
direction.
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[0061] In a further embodiment of the invention, at least a
chest region of the viewer is used as the at least one part of the
body of the viewer. In this embodiment, it is likewise only a
part of the body of the viewer that is taken into account to
determine the viewing direction. Tests by the applicant have
shown that information about the posture of the viewer in the
region of the chest is already sufficient to be able to determine
the viewing direction. One advantage in this case is the par-
ticularly large reduction in measurement data to be processed
and hence a particularly large increase in the execution speed
of the method.

[0062] This embodiment is particularly advantageous
when a direction extending orthogonally from the chest
region of the viewer is assumed to be the viewing direction. In
this case, the chest region is preferably simplified by treating
it as a plane, with the viewing direction then being the normal
to this plane.

[0063] In a further embodiment of the invention, a skeleton
model is formed on the basis of the measurement data, and the
skeleton model is used to determine the posture of the viewer.
In this embodiment, the at least one part of the body of the
viewer is initially approximated as a skeleton model. This
typically results in a highly simplified representation of the
viewer similar to a “stick figure”. The skeleton model pro-
vides a simplified representation of body parts of the viewer
as straight lines. In addition to the simplified body parts, the
skeleton model preferably comprises pivot points which pro-
vide a pivoting joint between the individual body parts. The
skeleton model additionally comprises for each pivot point an
angle between the respective body parts, which angles
uniquely define the posture. The posture and future possible
movements of the viewer can advantageously be determined
and analyzed very easily and with little computing effort on
the basis of these simplified body parts and pivot points.
[0064] The skeleton model is preferably dependent on the
part of the body of the viewer that is detected by the sensor
device. In other words, only a part of the body of the viewer is
taken into account and hence the skeleton model is also only
generated from this part. An advantage here is a further reduc-
tion in the data required and hence a reduction in the comput-
ing effort.

[0065] It is also preferred that the spatial position repre-
sents a point in space inside the skeleton model. This point in
space can then be arranged as a fixed point inside the skeleton
model. Thus on the basis of the posture, the viewing direction
can be determined very easily with respect to this fixed point,
and then transformed into a coordinate system of the region of
space.

[0066] In a further embodiment of the invention, a move-
ment of the viewing direction is detected, and the viewing
direction is determined on the basis of the movement. In this
embodiment of the invention, the previous movement of the
viewing direction is taken into account in determining the
viewing direction. Changes in the viewing direction over time
are thus detected and analyzed. Then the previous movement
is used to determine the viewing direction with even greater
accuracy. For example, future viewing directions can be cal-
culated in advance. One advantage of this is that relevant
virtual, position-related information can be pre-stored, speed-
ing up the method overall.

[0067] In addition, it is possible to filter the movement so
that motion smoothing, for instance motion filtering using a
low-pass filter, can be used in determining the viewing direc-
tion. One advantage here is that the viewing direction can be
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determined even more accurately, and interference effects
such as sensor noise, for example, can be reduced. Hence this
results in a particularly stable, smooth and interference-free
reproduction of the actually required virtual, location-based
information. It also results in the advantage that the deter-
mined virtual, location-based information coincides particu-
larly accurately with the actual viewing direction of the
viewer because interference effects are minimized.

[0068] Ina further embodiment of the invention, CAD data
is used as the virtual, location-based information. At least
some of the virtual, location-based information is based on
CAD data. One advantage here is that CAD data is typically
already available in industrial applications. In addition, this
CAD data is typically available as three-dimensional models.
[0069] Itis particularly preferred if the CAD data provides
avirtual model of at least part of the region of space itself. The
viewing direction can thereby be transformed into a virtual
coordinate system of the CAD data. A viewed segment of the
region of space can then be determined on the basis of the
viewing direction. Then the respective virtual, location-based
information can thus be determined directly. This achieves a
particularly simple assignment of the viewing direction to the
corresponding virtual, location-based information. In addi-
tion, it results in the advantage that existing systems can be
used together with the invention very easily and economi-
cally.

[0070] In a further embodiment of the invention, a tablet
computer is used as the display device. In this embodiment,
the display device is embodied as a mobile unit in the form of
a tablet computer. The term tablet computer is understood to
mean in particular mobile devices that comprise at least one
screen and a graphics processor for reproducing the virtual,
location-based data, for instance such as a tablet PC or a
mobile phone.

[0071] Alternatively or additionally, it is possible that the
display device is designed as a head-up display. The head-up
display can be embodied, for example, as data goggles that
are worn by the viewer. In this case, the data goggles comprise
at least one visual reproduction means that can reproduce the
virtual, related information.

[0072] In particularly preferred embodiments, the display
device comprises a wireless transceiver such as, for example,
Bluetooth and/or WLAN. The display device can thus
receive, for example, data about the viewing direction and/or
the virtual, location-based information. One advantage here
is that the freedom of movement of the viewer is not
restricted. A further advantage is that such mobile display
devices are available very easily and economically for indus-
trial purposes. It is thereby possible to produce the device
economically and to implement the method economically.
[0073] In a further preferred embodiment, the display
device comprises an attitude and position sensor. The attitude
and position sensor can be in the form of a GPS sensor,
compass chip and/or accelerometer, for instance. The attitude
and position sensor of the display device determines a spatial
position and/or spatial orientation of the display device itself.
This spatial position and/or spatial orientation of the display
device can be provided to the control and analysis unit. The
control and analysis unit can then use this additional infor-
mation to check the viewing direction and/or take into
account this information when determining the viewing
direction. This is particularly advantageous when the viewing
direction is assumed to come from the head of the viewer
towards or above the display device. A radio positioning
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system based on WL AN, Bluetooth or UMTS, for instance, is
also possible as the attitude and position sensor.

[0074] Ina further embodiment of the invention, additional
real, location-based information is reproduced on the display
device. In this embodiment, the virtual, location-based infor-
mation is displayed simultaneously with the real, location-
based information. For instance, the virtual, location-based
information can be superimposed on the real-location-based
information.

[0075] It is preferable if the display device comprises a
camera which detects the segment of the region of space into
which the viewing direction is pointing. In addition, it is
possible to adapt automatically an orientation of the camera
for the real, location-based information on the basis of the
viewing direction. Alternatively, it is possible that a camera is
arranged in the area of the viewer, for example as a helmet
camera or finger camera, in order to detect the real, location-
based information. The finger camera is particularly advan-
tageous when the viewing direction is determined on the basis
of'the arm position, wherein the viewing direction represents
an extension of the lower arm of the viewer. One advantage
here is that the viewer is presented with additional real infor-
mation which associates the virtual, location-based informa-
tion directly with the real region of space.

BRIEF DESCRIPTION OF THE DRAWINGS

[0076] The invention is described in greater detail below
with reference to exemplary embodiments that have no lim-
iting effect on the invention, and with regard to drawings, in
which:

[0077] FIG. 1 shows a preferred usage location of the
invention,
[0078] FIG. 2 shows a schematic diagram of an exemplary

embodiment of the device according to the invention,
[0079] FIG. 3 shows a schematic diagram of different coor-
dinate systems for determining a viewing direction,

[0080] FIG. 4 shows a first skeleton model of a viewer,
wherein the viewing direction is established from an arm
region, shoulder region and head region of the viewer,
[0081] FIG. 5 shows a second skeleton model of a viewer,
wherein the viewing direction is established according to a
chest region of the viewer, and

[0082] FIG. 6 shows a flow diagram of a preferred exem-
plary embodiment of the method according to the invention.

DESCRIPTION OF PREFERRED
EMBODIMENTS

[0083] FIG.1shows atypical usage area 10 ofthe invention
in an example application. The usage area 10 is formed by an
aircraft fuselage 12, a section of which is shown schemati-
cally here. A region of space 14 is formed inside the aircraft
fuselage 12. The region of space 14 is bounded by a floor 16
and a wall 18. The region of space 14 is open on two sides
because of the schematic representation. A viewer 20 is
located inside the region of space 14. The body 22 and hence
also the head 24 of'said viewer are oriented towards a viewed
segment 26 of the region space 14 on the wall 18. The viewer
20 is holding a display device 28 in his hands. The display
device 28 reproduces virtual, location-based information
related to the viewed segment 26 of the region of space 14.

[0084] In the usage area 10 shown, for example, informa-
tion about which production steps have to be performed in the
viewed segment 26 of the region of space 14 can be presented
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to the viewer 20 as virtual, location-based information. It is
also possible that the viewer is given virtual, location-based
information about which components must already be present
in the viewed segment 26 of the region of space 14 so that it
is possible to assess production steps that have already been
made or are still to be made. The invention allows the viewer
20 to move freely in the region of space 14 while the virtual,
location-based information associated with the viewed seg-
ment 26 of the region of space 14 is presented simultaneously
to the viewer very accurately on the display device 28.
[0085] The viewer 20 here looks above and beyond the
display device 28 to the viewed segment 26 of the region of
space 14. This is done in a viewing direction 30 from the head
24 of the viewer 20 to the viewed segment 26 of the region of
space 14 on the wall 18.

[0086] FIG. 2 shows the viewer 20 in schematic form
together with a device 32 for determining and reproducing the
virtual, location-based information. The device 32 comprises
a sensor device 34 in addition to the display device 28. The
sensor device 34 is arranged on a tripod 36. This results in the
sensor device 34 being arranged in a fixed position in relation
to the region of space 14. In addition, the sensor device 34 is
arranged independently of the viewer in the region of space
14. The sensor device 34 comprises a 3D camera as the sensor.
The 3D camera comprises a digital camera and an infrared
depth measurement sensor. It is pointed out here for the sake
of completeness that the sensor device is not restricted to the
use of a 3D camera and an infrared depth measurement sen-
sor. The individual sensors of the sensor device 34 are not
shown here for reasons of clarity.

[0087] The sensor device 34 detects the viewer 20 within a
sensor field, which is shown schematically here by straight
lines 38 and 38'. The sensor field shown detects the entire
viewer 20. Sensor fields that detect only parts of the body 22
of'the viewer 20 are also possible.

[0088] The information detected in the sensor field by the
sensor device 34 is converted into three-dimensional mea-
surement data, which is sent over a line 40 to a computer 42.
Alternatively it is possible that the line 40 is designed as a
wireless radio link. The computer 42 is likewise part of the
device 32. It is arranged on a trolley 44 for reasons of port-
ability. The computer 42 receives the three-dimensional mea-
surement data and then determines the viewing direction 30
of the viewer 20.

[0089] The computer 42 further comprises a transceiver 46.
The computer 42 then sends the viewing direction 30 via the
transceiver 46 to the display device 28. For this purpose, the
display device 28 likewise comprises a transceiver 48. The
transceivers 46 and 48 are preferably designed as wireless
transceivers 46 and 48. The viewer 20 thus has maximum
possible freedom of movement within the region of space 14.
[0090] Thedisplay device 28 determines on the basis of the
viewing direction 30 which segment 26 of the region of space
14 is currently being looked at by the viewer 20. For this
purpose, the display device 28 comprises a processing unit
(not shown). On the basis of this information, the virtual,
location-based information is selected from a suitable data-
base. Then the virtual, location-based information is repro-
duced by the display device 28. In this exemplary embodi-
ment, the computer 42 and the processing unit of the display
device 28 together form a control and analysis unit.

[0091] InFIG. 3, the region of space 14, the viewer 20 and
part of the device 32 are represented using dashed lines. A
coordinate system 50 is assigned to the region of space 14.
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This coordinate system 50 preferably corresponds to a virtual
coordinate system for the virtual, location-based information
inside the database. For example, this may be a reference
system for CAD data.

[0092] The tripod 36 serves as a reference for the sensor
device 34 in the region of space 14. The sensor position 52 is
hence assumed to be a point in space on the tripod 36. The
sensor position 52 is also an origin of a coordinate system 54
for the sensor device 34. The orientation of the coordinate
system 54 defines a sensor orientation of the sensor device 34
within the region of space 14 and relative to the coordinate
system 50. A spatial position 56 is assigned to the viewer 20.
Likewise in this case, this spatial position 56 is embodied as
a point in space, which is located inside the body 22 of the
viewer 20.

[0093] A space-sensor vector 58 is resultant that extends
from the coordinate system 50 to the sensor position 52. This
vector 58 is known to the sensor device 34 and/or to the
control and analysis unit, for example from a calibration
process. The sensor device 34 detects the measurement data
in the coordinate system 54. This measurement data can be
transformed into the coordinate system 50 of the region of
space 14 on the basis of the known space-sensor vector 58.
This transformation takes into account the position and ori-
entation of the coordinate system 54 with respect to the coor-
dinate system 50. In addition, a sensor-viewer vector 60
extends from the sensor position 52 to the spatial position 56.
This sensor-viewer vector 60 is determined on the basis of the
measurement data. The spatial position 56 can be represented
in the coordinate system 50 by transformation of the sensor-
viewer vector 60. This results in a space-viewer vector 62,
which defines the spatial position 56 of the viewer 20 relative
to the space 14.

[0094] FIG. 4 shows a skeleton model 64 of the viewer 20.
The skeleton model 64 represents inside the computer 42 the
posture of the viewer 20. The posture of the viewer 20 can be
analyzed on the basis of the skeleton model 64, and hence the
viewing direction 30 can be determined. The skeleton model
64 is a three-dimensional skeleton model. For reasons of
clarity, it is shown in two dimensions here. The skeleton
model 64 comprises simplified representations of the indi-
vidual body parts of the viewer 20 in the form of straight lines.
These representations are connected to one another by pivot
points. In addition, angles are defined between the individual
body parts in order to be able to represent the posture fully and
specifically.

[0095] The skeleton model 64 shown here corresponds to a
part of the body 22 of the viewer 20. It represents a chest
region, an arm region, a neck region and a head region of the
viewer 20. For the purpose of representing these regions of
the body 22, the skeleton model 64 accordingly comprises a
chest part 66. This is connected to an upper-arm part 70 via a
shoulder joint 68. The upper-arm part 70 is further connected
to a lower-arm part 74 via an elbow joint 72. A neck part 76
extends from the shoulder joint 68 to a joint 78. The joint 78
represents an ability of the head 24 of the viewer 20 to pivot.
A head part 80 extends from the joint 78.

[0096] Each of'the joints 68, 72 and 78 are assigned appro-
priate angles that define the spatial orientation of the indi-
vidual body parts. An angle 82 specifies a relative spatial
orientation of the chest part 66 to the upper-arm part 70. An
angle 84 specifies a relative spatial orientation of the upper-
arm part 70 to the lower-arm part 74. A further angle 86
specifies a relative spatial orientation of the upper-arm part 70
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to the neck part 76. A further angle 88 specifies a relative
spatial orientation of the neck part 76 to the head part 80.

[0097] The posture of the viewer 20 in space can be speci-
fied very accurately on the basis of this information. In order
to determine the viewing direction 30, it is additionally
assumed here that the viewer 20 is looking above the display
device 28. Thus an obstacle 90 of predefined length is addi-
tionally taken into account, which obstacle extends from one
end of the lower-arm part 74 at an angle 92.

[0098] The viewing direction 30 is determined by defining
on the head part 80 an origin point 94 from which the viewing
direction 30 extends. The viewing direction 30 then runs from
the origin point 94 and passes above the obstacle 90. In order
to specify the posture in the coordinate system 50 of the
region of space 14, the spatial position 56 and an angle 96
between the sensor-viewer vector 60 and the chest part 66 are
additionally taken into account. The overall result of this is
the viewing direction 30 inside the coordinate system 50.

[0099] Which part 26 of the region of space 14 the viewer
20 is currently looking at is then determined on the basis of
the viewing direction 30 and the stored virtual information
about the region of space 14.

[0100] In addition, an alternative, simplified option for
determining the viewing direction is possible. This alternative
is not shown explicitly in the figures. A simplified skeleton
model of the viewer is established in order to determine the
viewing direction. The skeleton model then comprises merely
an upper-arm part 70 and a lower-arm part 74, as they are
shown in FIG. 4. In this embodiment, the viewing direction is
determined under the assumption that the viewing direction
extends from the elbow joint 72 through the lower-arm part
74. Hence the viewing direction can be determined in a simi-
lar way to the viewing direction 30 in FIG. 4, with the viewing
direction corresponding to a pointing direction of the viewer.
The viewer can then use the detected arm in a similar way to
apointer in order to change the viewing direction. The advan-
tage here is that highly intuitive control of the viewing direc-
tion is possible while enabling the viewing direction to be
determined very easily. A further advantage is that using the
lower-arm part to identify directly the viewing direction
increases the stability in determining the viewing direction.

[0101] FIG. 5 shows a further, simplified option for deter-
mining the viewing direction 30. In this case, the viewing
direction 30 is determined under the assumption that it runs as
a normal to a chest region of the viewer 20. Under this
assumption, it is sufficient to detect the spatial orientation of
the chest part 66 as a skeleton model 64'. The viewing direc-
tion 30 can then be determined as a normal to the chest part 66
extending from a predefined origin point 98. The chest part 66
is preferably represented as a plane in order to be able to
determine the orientation of the viewing direction 30 in space
simply and uniquely.

[0102] FIG. 6 shows a flow diagram 100 of an exemplary
embodiment of the method according to the invention. In a
first step 102, the viewer 20 is detected by the sensor device
34. This is done by means of the digital camera, which cap-
tures color images as measurement data. In addition, the
infrared depth sensor is used to detect depth information as
measurement data. The measurement data from the digital
camera and from the infrared depth sensor together provide
three-dimensional measurement data, which is sent to the
computer 42.
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[0103] In a further step 104, the computer 42 forms the
skeleton model 64 of the viewer on the basis of the three-
dimensional measurement data.

[0104] Inaddition,in step 106, the spatial position 56 of the
viewer is identified on the basis of the three-dimensional
measurement data.

[0105] Inastep 108, the viewing direction 30, as explained
above, is determined on the basis of the skeleton model 64,
and hence on the basis of the posture of the viewer 20 and the
spatial position 56.

[0106] Inastep110,the viewingdirection 30 determined in
this way is then buffered as transmit data in a transmit buffer
in the computer 42. The transmit data is transmitted to a
corresponding receive buffer in the display device 28, which
buffers the transmit data as receive data. The purpose of
buffering the transmit data in step 110 and buffering the
receive data in step 112 is to ensure that the virtual, location-
based information is reproduced reliably and smoothly even
when unusable or unexpected measurement data is detected
by the sensor device 34, or a communication link between the
computer 42 and the display device 28 is temporarily unavail-
able.

[0107] In a further step 114, a dynamic viewing area is
defined. This is performed by a sliding-window-frame calcu-
lation, which takes into account a previous movement of the
viewing vector 30. Defining the dynamic viewing area pre-
pares for the virtual, location-based information to be dis-
played on the display device as a sliding view. In other words,
the virtual information follows the viewing direction 30
seamlessly. This results in a dynamic display of the virtual,
location-based information, wherein rather than separate
images being displayed regardless of the movement of the
display device 28, smooth transitions are possible between
the displayed virtual, location-based information.

[0108] Smoothing of the movement of the viewing direc-
tionis preferably additionally carried out in step 114. This can
be done, for example, by performing a Fast Fourier Transform
on the viewing direction 30 in conjunction with low-pass
filtering and an inverse Fast Fourier Transform. The result in
terms of the image is that the virtual, location-based informa-
tion reproduced by the display device 28 slides particularly
smoothly and synchronously with the movements of the
viewing direction 30.

[0109] In afurtherstep 116, the data obtained in step 114 is
filtered in order to minimize computing effort. In this case, a
frame rate for reproducing the virtual, location-based infor-
mation on the display device 28 is reduced. The frame rate is
preferably reduced to three frames per second.

[0110] Ina further step 118, there is additionally the option
for the viewer 20 to modify manually the currently repro-
duced virtual, location-based information. The viewer 20 can
fix a viewing direction 30 that currently exists. The viewer can
thereby view the currently displayed virtual, location-based
information independently of the movements made by the
viewer. It is additionally provided that the viewing direction
30 can be modified by manual inputs by the user 20 in the
user’s display device 28. For this purpose, the display device
28 comprises input means such as a touchscreen, for example,
which the viewer 20 can use to adjust the viewing direction 30
manually.

[0111] In a further step 120, the virtual, location-based
information is determined on the basis of the viewing direc-
tion 30, which information corresponds to the respective
viewing direction 30.
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[0112] Finally in step 122, the virtual, location-based infor-
mation obtained in this way is reproduced.

[0113] The present invention thus enables very robust, fast
and accurate determination and reproduction of virtual, loca-
tion-based information while ensuring simple operation by
the viewer. In addition, the invention enables the viewer to
manage without special markers for this purpose on the body.
In all, the invention gives the viewer a maximum possible
freedom to view his surroundings at the same time as provid-
ing robustness, speed and accuracy of the determined and
reproduced location-based information.

[0114] In further exemplary embodiments, which are not
shown here, the control and analysis unit can have a different
design. For instance, the computer 42 can also determine the
virtual, location-based information, wherein then, for
example, only graphics information is transmitted to the dis-
play device, similar to a terminal system. It is also possible
that the display device 28 provides the entire control and
analysis unit, wherein then an external computer 42 would be
dispensed with. In addition, it is possible to integrate the
control and analysis unit partially or fully in the sensor device
34. These exemplary embodiments in particular result in a
very compact embodiment of the device 32. Atthe same time
there is the possibility that already available components such
as existing sensor devices and/or display devices can be used
to produce the device economically.

[0115] The invention has been presented by way of
example and described in detail with reference to the figures.
This presentation and description shall be understood to be
illustrative or exemplary but not limiting. It is self-evident
that the above-mentioned features can be used not only in the
stated combination in which they appear but also in other
combinations or in isolation, without departing from the
scope of the present invention.

[0116] In the claims, the term “comprising” does not
exclude further elements or steps. In addition, using indefinite
articles does not rule out the existence of a multiplicity of
similar elements or the execution of a multiplicity of similar
steps. A single element or another unit can perform the func-
tions of a plurality of elements in the claims. The mere fact
that certain measures are described in different dependent
claims does not rule out the possibility of using a combination
of these measures together.

[0117] A computer program can be stored or provided in a
suitable non-volatile medium such as, for example, an optical
storage medium or a solid-state medium together with, or as
part of, further hardware. The computer program, however,
can also be provided in another way, for example via the
Internet or other wired or wireless telecommunication sys-
tems.

[0118] Reference signs in the claims do not limit the scope
of said claims.

1. A method for determining and reproducing virtual, loca-
tion-based information for a region of space, comprising the
steps of:

using a sensor device to detect measurement data from at

least one part of a body of'a viewer in the region of space,
determining a posture of the viewer on the basis of the
measurement data,

identifying a spatial position of the viewer relative to the

region of space,

determining a viewing direction of the viewer relative to

the region of space on the basis of the spatial position
and the posture,
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determining the virtual, location-based information on the

basis of the viewing direction, and

using a display device to reproduce the virtual, location-

based information.

2. The method as claimed in claim 1, characterized in that
three-dimensional measurement data is detected as the mea-
surement data.

3. The method as claimed in claim 1, characterized in that
the sensor device is arranged in the region of space indepen-
dently of the viewer.

4. The method as claimed in claim 1, characterized in that
the sensor device (34)4s arranged in a fixed position in the
region of space.

5. The method as claimed in claim 1, characterized in that
the sensor device automatically determines a sensor position
relative to the region of space.

6. The method as claimed in claim 1, characterized in that
the sensor device automatically determines a sensor orienta-
tion relative to the region of space.

7. The method as claimed in claim 1, characterized in that
a multiplicity of sensor devices are used.

8. The method as claimed in claim 1, characterized in that
at least an arm region of the viewer is used as the at least one
part of the body of the viewer.

9. The method as claimed in claim 1, characterized in that
at least a chest region of the viewer is used as the at least one
part of the body of the viewer.

10. The method as claimed in claim 1, characterized in that
a skeleton model is formed on the basis of the measurement
data, and the skeleton model is used to determine the posture
of the viewer.

11. The method as claimed in claim 1, characterized in that
a movement of the viewing direction is detected, and the
viewing direction is determined on the basis of the movement.

12. The method as claimed in claim 1, characterized in that
CAD data is used as the virtual, location-based information.

13. The method as claimed in claim 1, characterized in that
a tablet computer is used as the display device 28.

14. The method as claimed in claim 1, characterized in that
additional real, location-based information is reproduced on
the display device.

15. A device for determining and reproducing virtual, loca-
tion-based information for a region of space, comprising;

a sensor device for detecting measurement data from at

least one part of abody of a viewer in the region of space,

a control and analysis unit for determining a posture of the

viewer on the basis of the measurement data, for identi-
fying a spatial position of the viewer relative to the

Oct. 2,2014

region of space, for determining a viewing direction of
the viewer relative to the region of space on the basis of
the spatial position and the posture, and for determining
the virtual, location-based information on the basis of
the viewing direction,

and a display device for reproducing the virtual, location-

based information.
16. A control and analysis unit for a device for determining
and reproducing virtual, location-based information for a
region of space, comprising
means for receiving measurement data from a sensor
device, which detects measurement data from at least
one part of a body of a viewer in the region of space,

means for determining a posture of the viewer on the basis
of the measurement data,

means for identifying a spatial position of the viewer rela-

tive to the region of space,

means for determining a viewing direction of the viewer

relative to the region of space on the basis of the spatial
position and the posture,

means for determining the virtual, location-based informa-

tion on the basis of the viewing direction, and

means for providing the virtual, location-based informa-

tion for reproducing the virtual, location--based infor-
mation.

17. A method for operating a control and analysis unit for
a device for determining and reproducing virtual, location-
based information for a region of space, comprising the steps
of:

receiving measurement data from a sensor device, which

detects measurement data from at least one part of a
body of a viewer in the region of space,

determining a posture of the viewer on the basis of the

measurement data,

identifying a spatial position of the viewer relative to the

region of space,

determining a viewing direction of the viewer relative to

the region of space on the basis of the spatial position
and the posture,

determining the virtual, location-based information on the

basis of the viewing direction, and

providing the virtual, location-based information for

reproducing the virtual, location-based information.

18. A non-transitory computer-readable recording medium
that stores therein a computer program product, which, when
executed by a processor, causes the method as claimed in
claim 17 to be performed.
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