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IMAGE ENCODING METHOD AND IMAGE
DECODING METHOD

TECHNICAL FIELD

[0001] The present invention relates to an image informa-
tion processing technique, and more particularly, to methods
of'encoding and decoding a 3D video and a device using the
methods.

BACKGROUND ART

[0002] In recent years, demands for a high-resolution and
high-quality video have increased in various fields of appli-
cations. However, the higher the resolution and quality video
data becomes, the greater the amount of video data becomes.
[0003] Accordingly, when video data is transferred using
media such as existing wired or wireless broadband lines or
video data is stored in existing storage media, the transfer cost
and the storage cost thereof increase. High-efficiency video
compressing techniques can be used to effectively transfer,
store, and reproduce high-resolution and high-quality video
data.

[0004] On the other hand, with realization of capability of
processing a high-resolution/high-capacity video, digital
broadcast services using a 3D video have attracted attention
as a next-generation broadcast service. A 3D video can pro-
vide a sense of realism and a sense of immersion using multi-
view channels.

[0005] A 3D video can be used in various fields such as free
viewpoint video (FVV), free viewpoint TV (FTV), 3DTV,
surveillance, and home entertainments.

[0006] Unlike a single-view video, a 3D video using multi-
views have a high correlation between views having the same
picture order count (POC). Since the same scene is shot with
multiple neighboring cameras, that is, multiple views, multi-
view videos have almost the same information except for a
parallax and a slight illumination difference and thus differ-
ence views have a high correlation therebetween.

[0007] Accordingly, the correlation between different
views can be considered for encoding/decoding a multi-view
video. For example, a block to be decoded in a current view
can be predicted or decoded with reference to a block in
another view. In this case, the relationship between different
views can be derived and used for prediction.

DISCLOSURE OF THE INVENTION

Technical Problem

[0008] An object of the present invention is to provide a
method and a device reusing motion information (for
example, a motion vector) in encoding and decoding a 3D
video.

[0009] Another object of the present invention is to provide
a method and a device of determining or deriving motion
information of a current view picture reusing motion infor-
mation of another view picture in encoding and decoding a
3D video.

[0010] Still another object of the present invention is to
provide a method and a device of determining or deriving
motion information of a depth picture reusing motion infor-
mation of a texture picture in encoding and decoding a 3D
video.

[0011] Still another object of the present invention is to
provide a method and a device of encoding/decoding a cur-
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rent view picture on the basis of motion information obtained
reusing a motion vector of another view picture.

[0012] Still another object of the present invention is to
provide a method and a device of encoding/decoding a depth
picture on the basis of motion information obtained reusing
motion information of a texture picture in.

Solution to Problem

[0013] (1) According to an aspect of the present invention,
there is provided a video encoding method including the steps
of: determining motion information of a current block; and
transmitting information for deriving the motion information,
wherein the step of determining the motion information ofthe
current block includes determining the motion information of
the current block reusing motion information of a reference
block.

[0014] (2) In the video encoding method according to (1),
the current block may be a block of a texture picture and the
reference block may be a block in a reference view.

[0015] (3) In the video encoding method according to (2),
the information for deriving the motion information may
include at least one of information indicating that the motion
information of the reference block is reused, information
indicating a direction of the reference view, and information
indicating a global disparity vector (GDV) of the reference
block.

[0016] (4) In the video encoding method according to (2),
the GDV of'the reference block may determined for each area
in a picture to which the current block belongs, and the area of
which the GDV is determined may have a quad tree structure.
[0017] (5) In the video encoding method according to (4),
the information for deriving the motion information may
include largest depth information and largest size information
of'the quad tree structure, and may include information indi-
cating a GDV value when the area of which the GDV is
determined is an area having the largest depth.

[0018] (6) In the video encoding method according to (4),
the information for deriving the motion information may
include information indicating whether to split the quad tree
structure, and may include information indicating a GDV
value when the area of which the GDV is determined is not
split.

[0019] (7) In the video encoding method according to (1),
the current block may be a block of a depth picture, and the
reference block may be a block of a texture picture in the same
view.

[0020] (8) In the video encoding method according to (7),
the motion information of the current block may be deter-
mined on the basis of the motion information of the reference
block and motion information of neighboring blocks of the
reference block when the current block is larger than the
reference block.

[0021] (9) In the video encoding method according to (7),
the motion information of the current block may be deter-
mined on the basis of motion information of sub blocks of the
reference block when the current block is smaller than the
reference block.

[0022] (10) In the video encoding method according to (7),
the information for deriving the motion information may
include offset information for compensating for a depth value
of the current block reconstructed on the basis of the motion
information of the reference block.

[0023] (11) According to another aspect of the present
invention, there is provided a video decoding method includ-



US 2014/0294088 Al

ing the steps of: receiving information for deriving motion
information of a current block; and deriving the motion infor-
mation of the current block on the basis of the received
information for deriving the motion information, wherein the
step of determining the motion information of the current
block includes determining the motion information of the
current block reusing motion information of a reference
block.

[0024] (12) In the video decoding method according to
(11), the current block may be a block of a texture picture, and
a block in a reference view may be set as the reference block
when the information for deriving the motion information
includes information indicating that the motion information
of'the current block is derived reusing motion information of
a block in another view.

[0025] (13) In the video decoding method according to
(12), the information for deriving the motion information
may include information indicating a direction of the refer-
ence view and/or information indicating a global disparity
vector (GDV) of the reference block.

[0026] (14) In the video decoding method according to
(12), the information for deriving the motion information
may include a global disparity vector (GDV) of the reference
block, and the value of the GDV may be determined for each
area in a picture to which the current block belongs.

[0027] (15) In the video decoding method according to
(14), the area of which the GDV value is specified may have
a quad tree structure, and the information for deriving the
motion information may include information indicating a
largest depth of the quad tree structure; and

[0028] information indicating the GDV value when the cur-
rent block is a GDV setting area having the largest depth.
[0029] (16) In the video decoding method according to
(14), the area of which the GDV value is specified may have
a quad tree structure, and the information for deriving the
motion information may include information indicating
whether to split the GDV setting area; and information indi-
cating the GDV value when a GDV setting area to which the
current block is not split.

[0030] (17) In the video decoding method according to
(11), the current block may be a block of a depth picture, and
a block of a texture picture in the same view as the depth
picture may be set as the reference block when the informa-
tion for deriving the motion information includes information
indicating that the motion information of the current block is
derived reusing the motion information of the block of the
texture picture.

[0031] (18) In the video decoding method according to
(17), the motion information of the current block may be
derived on the basis of the motion information of the refer-
ence block and motion information of neighboring blocks of
the reference block when the current block is larger than the
reference block.

[0032] (19) In the video decoding method according to
(17), the motion information of the current block may be
derived on the basis of motion information of sub blocks of
the reference block when the current block is smaller than the
reference block.

[0033] (20) In the video decoding method according to
(17), the information for deriving the motion information
may include offset information for compensating for a depth
value of the current block reconstructed on the basis of the
motion information of the reference block
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Advantageous Effects

[0034] According to the present invention, it is possible to
reduce an amount of information to be transmitted and to
reduce complexity in processing information by reusing
motion information (for example, a motion vector) in encod-
ing and decoding a 3D video.

[0035] According to the present invention, it is possible to
determine or derived motion information of a current view
picture reusing motion information of another view picture.
[0036] According to the present invention, it is possible to
determine or derive motion information of a depth picture
reusing motion information of a texture picture.

[0037] According to the present invention, it is possible to
improve coding efficiency and to reduce overhead by reusing
a motion vector of another view picture for a current view
picture or reusing a motion vector of a texture picture for a
depth picture.

BRIEF DESCRIPTION OF THE DRAWINGS

[0038] FIG. 1 is a diagram schematically illustrating an
example of video information for processing a 3D video.
[0039] FIG. 2 is a block diagram schematically illustrating
a video encoder according to an embodiment of the present
invention.

[0040] FIG. 3 is a block diagram schematically illustrating
a video decoder according to an embodiment of the present
invention.

[0041] FIG. 4 is a diagram schematically illustrating a
method of performing inter-view prediction using a GDV in
the course of encoding/decoding a 3D video.

[0042] FIG. 5 is a diagram schematically illustrating an
example where a multi-view video is decoded.

[0043] FIG. 6 is a diagram schematically illustrating an
example where a skip mode is used for inter-view prediction.
[0044] FIG. 7 is a diagram schematically illustrating an
example of neighboring blocks available for predicting a
current block in inter prediction using a merge mode.

[0045] FIG. 8 is a diagram schematically illustrating
another example of neighboring blocks available for predict-
ing a current block in inter prediction.

[0046] FIG. 9 is a diagram schematically illustrating an
example of a motion vector predictor available for inter-view
prediction.

[0047] FIG. 10 is a diagram schematically illustrating
another example of a motion vector predictor available in
inter-view prediction.

[0048] FIG. 11 is a diagram schematically illustrating
directions of reference views.

[0049] FIG. 12 is a diagram schematically illustrating an
example of a method of defining and applying a GDV for each
area of a current picture to inter-view prediction.

[0050] FIG. 13 is a diagram schematically illustrating an
example where a single scene is displayed in a texture picture
and a depth picture.

[0051] FIG. 14 is a diagram schematically illustrating a
method of predicting a depth picture of a current view using
motion information of a texture picture.

[0052] FIG. 15 is a diagram schematically illustrating a
method of deriving a motion vector of a current depth block
from a motion vector of a corresponding texture block.
[0053] FIG. 16 is a flowchart schematically illustrating a
method of encoding a 3D video reusing motion information
according to the present invention.
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[0054] FIG. 17 is a flowchart schematically illustrating an
example of a method of determining motion information of a
texture picture and performing prediction using the motion
information in a video encode according to the present inven-
tion.

[0055] FIG. 18 is a flowchart schematically illustrating an
example of a method of predicting a depth picture using
motion information of a texture picture according to the
present invention.

[0056] FIG. 19 is a flowchart schematically illustrating a
method of decoding a 3D video reusing motion information
according to the present invention.

[0057] FIG. 20 is a diagram schematically illustrating an
example of a method of deriving motion information of a
texture picture in a video decoder according to the present
invention.

[0058] FIG. 21 is a schematically illustrating an example of
amethod of deriving motion information of a depth picture in
the video decoder according to the present invention.

DESCRIPTION OF EMBODIMENTS

[0059] The invention may be variously modified in various
forms and may have various embodiments, and specific
embodiments thereof will be illustrated in the drawings and
described in detail. However, these embodiments are not
intended for limiting the invention. Terms used in the below
description are used to merely describe specific embodi-
ments, but are not intended for limiting the technical spirit of
the invention. An expression of a singular number includes an
expression of a plural number, so long as it is clearly read
differently. Terms such as “include” and “have” in this
description are intended for indicating that features, numbers,
steps, operations, elements, components, or combinations
thereof used in the below description exist, and it should be
thus understood that the possibility of existence or addition of
one or more different features, numbers, steps, operations,
elements, components, or combinations thereof is not
excluded.

[0060] On the other hand, elements of the drawings
described in the invention are independently drawn for the
purpose of convenience of explanation on different specific
functions in a video encoder and a video decoder, and do not
mean that the elements are embodied by independent hard-
ware or independent software. For example, two or more
elements out of the elements may be combined to form a
single element, or one element may be split into plural ele-
ments. Embodiments in which the elements are combined
and/or split belong to the scope of the invention without
departing from the concept of the invention.

[0061] In encoding/decoding for reproducing a 3D video
on a display device, a video input to a video encoder may
include a texture video and a depth map. The depth map
means a video representing a distance from a viewpoint to the
surface of an object in the video. Here, the viewpoint may be
camera imaging the video. The depth map (depth video) may
be generated by a camera imaging a depth.

[0062] The texture video means a video constituting a 3D
video and including information (for example, color and
brightness) other than depth information. The texture video
may include multi-view videos.

[0063] In order to process a 3D video, depth maps (depth
picture) and texture pictures may be processed in the encod-
ing/decoding process to be described later, and the texture
pictures may be processed by views. At this time, the texture
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pictures may be referred to for processing a depth map and the
depth maps may be referred to for processing a texture pic-
ture. The texture picture may be processed with reference to
another view video.

[0064] FIG. 1 is a diagram schematically illustrating an
example of video information used to process a 3D video.
[0065] Inorder to processa 3D video, a multi-view video is
processed as described above. In FIG. 1, video processing
using two views V1 and V2 is illustrated for the purpose of
convenience of explanation.

[0066] Referring to FIG. 1, a texture picture VT1 and a
depth map DV1 of view 1 V1 and a texture picture VI2 and a
depth map DV2 of view 2 V2 may be present in the same
picture order count (POC). The POC represents a picture
output order. Pictures having the same POC can be said to
have the same picture output order.

[0067] A depth map VD1' of a view other than view 1 may
be generated through warping using additional information
such as camera parameters and depth information on the basis
of'the depth map DV1 of view 1 V1.

[0068] FIG. 2 is a block diagram schematically illustrating
a video encoder according to an embodiment of the present
invention. Referring to FIG. 1, a video encoder 100 includes
a picture splitting module 205, a prediction module 210, a
transform module 215, a quantization module 220, a rear-
rangement module 225, an entropy encoding module 230, a
dequantization module 235, an inverse transform module
240, a filter module 245, and a memory 250.

[0069] The picture splitting module 205 may split an input
picture into at least one process unit. Here, a block as the
process unit may be a prediction unit (hereinafter, referred to
as a PU), a transform unit (hereinafter, referred to as a TU), or
a coding unit (hereinafter, referred to as a CU).

[0070] The prediction module 210 performs a prediction
process on the process units of the picture split by the picture
splitting module 205 to construct a predicted block. The pro-
cess unit of a picture in the prediction module 210 may be a
CU, aTU, ora PU. The prediction module 210 may determine
a prediction method used for the corresponding process unit
and may determine specific details (for example, a prediction
mode) of the determined prediction methods.

[0071] The prediction module 210 may use any one of intra
prediction, inter prediction, and inter-view prediction as the
prediction method.

[0072] The prediction module 210 may perform a predic-
tion process on the basis of information of at least one picture
of'a picture previous to and/or subsequent to a current picture
to construct a predicted block in the inter prediction. The
prediction module 210 may perform a prediction process on
the basis of pixel information of a current picture to construct
apredicted block in the intra prediction. The prediction mod-
ule 210 may construct a predicted block with reference to
pictures of different views in the inter-view prediction.
[0073] A skip mode, a merge mode, a motion vector pre-
diction mode, and the like may be used in the inter prediction
method. In the inter prediction, a reference picture may be
selected for a PU and the reference block having the same size
as the PU may be selected. The prediction module 210 con-
structs residual signals of the current block and a predicted
block of which a motion vector is minimized.

[0074] Information such as an index of a reference picture
selected in the inter prediction, a motion vector predictor, and
residual signals is entropy-encoded and is transmitted to a
video decoder. When the skip mode is used, a predicted block
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may be used as a reconstructed block without using a residual
block. Accordingly, the residual block may not be con-
structed, transformed, quantized, and transmitted.

[0075] When the intra prediction is performed, the predic-
tion mode may be determined in the unit of PUs and the
prediction may be performed in the unit of PUs. The predic-
tion mode may be determined in the unit of PUs and the intra
prediction may be performed in the unit of TUs.

[0076] The prediction modes in the intra prediction may
include 33 directional prediction modes and at least two non-
directional modes. The non-directional modes may include a
DC prediction mode and a planar mode.

[0077] In the intra prediction, a predicted block may be
constructed after a filter is applied to reference samples. At
this time, it may be determined whether a filter should be
applied to reference samples, depending on the intra predic-
tion mode of a current block and/or the size of the current
block.

[0078] In the inter-view prediction, the prediction module
210 may perform a prediction process on a current block
using a global disparity vector (GDV) specifying a position of
a corresponding block, which can be referred to for prediction
of a current block in a current view, in a reference view to
construct a predicted block. The prediction module 210 may
perform an inter-view prediction process on the current block
using the skip mode similarly to the inter prediction or using
a MVP on the basis of motion information of the correspond-
ing block.

[0079] A PU may be a block having various sizes/shapes.
For example, the PU may be a 2Nx2N block, a 2NxN block,
an Nx2N block, or an NxN block (where N is an integer). In
addition to the above-mentioned sizes, PUs such as an NxmN
block, an mNxN block, a 2NxmN block, and an mNx2N
block (where m<1) may be additionally defined and used.
[0080] Residual values (a residual block or a residual sig-
nal) between the constructed predicted block and the original
block may be input to the transform module 215. The predic-
tion mode information, the motion vector information, the
disparity vector, and the like used for the prediction may be
encoded along with the residual values by the entropy encod-
ing module 230 and may be transmitted to the video decoder.
[0081] The transform module 215 may perform a transform
operation on the residual block in the unit of TUs and create
transform coefficients.

[0082] The transform module 215 may perform the trans-
form after down-sampling the texture picture and the depth
map. The down-sampling may be performed on low-fre-
quency areas in the texture picture and the depth picture and
may be performed on areas of which detailed characteristics
are not important. By this down-sampling, it is possible to
reduce complexity and to enhance coding efficiency.

[0083] The unit of transform in the transform module 215
may be a TU and may have a quad tree structure. At this time,
the size of the TU may be determined within a range including
a predetermined largest size and a predetermined minimum
size. The transform module 215 may transform the residual
block using discrete cosine transform (DCT) and/or discrete
sine transform (DST).

[0084] The quantization module 220 may quantize the
residual values transformed by the transform module 215 and
may create quantization coefficients. The values derived by
the quantization module 220 may be supplied to the dequan-
tization module 235 and the rearrangement module 225.
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[0085] The rearrangement module 225 may rearrange the
quantization coefficients supplied from the quantization
module 220. By rearranging the quantization coefficients, it is
possible to enhance the coding efficiency in the entropy
encoding module 230. The rearrangement module 225 may
rearrange the quantization coefficients in the form of a two-
dimensional block to the form of a one-dimensional vector
through the use of a coefficient scanning method. The rear-
rangement module 225 may enhance the entropy encoding
efficiency in the entropy encoding module 230 by changing
the order of coefficient scanning on the basis of stochastic
statistics of the coefficients transmitted from the quantization
module.

[0086] The entropy encoding module 230 may perform an
entropy encoding process on the quantization coefficients
rearranged by the rearrangement module 225. Entropy encod-
ing methods such as an exponential Golomb method, a
CAVLC (Context-Adaptive Variable Length Coding)
method, and/or a CABAC (Context-Adaptive Binary Arith-
metic Coding) method may be used for the entropy encoding.
The entropy encoding module 230 may encode a variety of
information such as quantization coefficient information,
block type information, prediction mode information, parti-
tion unit information, transfer unit information, motion vec-
tor information, reference picture information, block interpo-
lation information, and filtering information which are
supplied from the rearrangement module 225 and the predic-
tion module 210.

[0087] The entropy encoding module 230 may multiplex
the picture information on the multiple views and the picture
information on the depth map and may transmit the multi-
plexed information through the use of a bitstream.

[0088] Thedequantization module 235 dequantizes the val-
ues quantized by the quantization module 220. The inverse
transform module 240 inversely transforms the values
dequantized by the dequantization module 235. When down-
sampling is performed by the transform module 215, the
inverse transform module 240 may perform up-sampling on
the inversely-transformed residual block. The sampling rate
of the up-sampling may be determined to correspond to the
sampling rate of the down-sampling performed by the trans-
form module 215.

[0089] The residual values created by the dequantization
module 235 and the inverse transform module 240 and the
predicted block predicted by the prediction module 210 may
be added to construct a reconstructed block.

[0090] FIG. 2 illustrates that the residual block and the
predicted block are added by an adder to construct a recon-
structed block. Here, the adder may be considered as a par-
ticular module (reconstructed block constructing module)
that constructs a reconstructed block.

[0091] The filter module 245 may apply at least one of a
deblocking filter, an adaptive loop filter (ALF), and a sample
adaptive offset (SAO) to the reconstructed picture.

[0092] The deblocking filter may remove a block distortion
generated at the boundary between blocks in the recon-
structed picture. The ALF may perform a filtering process on
the basis of the resultant values of comparison of the original
picture with the reconstructed picture of which the blocks
have been filtered by the deblocking filter. The ALF may be
applied only when high efficiency is necessary. The SAO may
reconstruct an offset difference of the residual block, which
has been subjected to the deblocking filter, from the original
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picture in the unit of pixels and may be applied in the form of
a band offset and an edge offset.

[0093] The memory 250 may store the reconstructed block
or picture derived by the filter module 245. The reconstructed
block or picture stored in the memory 250 may be supplied to
the prediction module 210 that performs the inter prediction.
[0094] FIG. 3 is a block diagram schematically illustrating
a video decoder according to an embodiment of the present
invention. Referring to FIG. 3, a video decoder 300 may
include an entropy decoding module 310, a rearrangement
module 315, a dequantization module 320, an inverse trans-
form module 325, a prediction module 330, a filter module
335, and a memory 340.

[0095] When a video bitstream is input from the video
encoder, the input bitstream may be decoded on the basis of
the order in which video information is processed by the
video encoder.

[0096] Forexample, when the video encoder uses a variable
length coding (hereinafter, referred to as “VLC”) method
such as the CAVLC method to perform the entropy encoding
operation, the entropy decoding module 310 may implement
the same VLC table as the VLC table used in the video
encoder and may perform the entropy decoding operation.
When the video encoder uses the CABAC method to perform
the entropy encoding process, the entropy decoding module
310 may perform the entropy decoding operation using the
CABAC method to correspond thereto.

[0097] When the bitstream received from the video encoder
is obtained by multiplexing picture information on the multi-
views and picture information on the depth map, the entropy
decoding module 310 may perform the entropy decoding
operation after de-multiplexing the received bitstream.
[0098] Information for constructing a predicted block out
of the information decoded by the entropy decoding module
310 may be supplied to the prediction module 330, and the
residual values entropy-decoded by the entropy decoding
module 310 may be input to the rearrangement module 315.
[0099] The rearrangement module 315 may rearrange the
bitstream entropy-decoded by the entropy decoding module
310 on the basis of the rearrangement method in the video
encoder. The rearrangement module 315 may reconstruct and
rearrange coefficients expressed in the form of a one-dimen-
sional vector into coefficients in the form of a two-dimen-
sional block. The rearrangement module 315 may be supplied
with information associated with the coefficient scanning
performed by the video encoder and may perform the rear-
rangement using a method of inversely scanning the coeffi-
cients on the basis ofthe scanning order in which the scanning
is performed by the video encoder.

[0100] The dequantization module 320 may perform
dequantization on the basis of the quantization parameters
supplied from the video encoder and the coefficient values of
the rearranged block.

[0101] The inverse transform module 325 may perform the
inverse DCT and/or inverse DST of the DCT and/or DST,
which has been performed by the transform module of the
video encoder, on the quantization result from the video
encoder. The inverse transform may be performed on the
basis of the transfer unit or the partition unit of a picture
determined by the video encoder. The transform module of
the video encoder may selectively perform the DCT and/or
DST depending on plural information pieces such as the
prediction method, the size of a current block, and the pre-
diction direction, and the inverse transform module 325 of the
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video decoder may perform the inverse transform on the basis
of the transform information on the transform performed by
the transform module of the video encoder.

[0102] When the transform is performed on the residual
block after the down-sampling is performed thereon by the
video encoder, the inverse transform module 325 may per-
form the up-sampling on the inversely-transformed residual
block to correspond to the down sampling performed by the
video encoder.

[0103] The prediction module 330 may construct a pre-
dicted block on the basis of prediction block construction
information supplied from the entropy decoding module 310
and the previously-decoded block and/or picture information
supplied from the memory 340.

[0104] When the prediction mode of a current block is an
intra prediction mode, the prediction module 330 may per-
form an intra prediction operation of constructing a predicted
block on the basis of pixel information of a current picture to
construct a predicted block.

[0105] When the prediction mode of a current block is the
inter prediction mode, the prediction module 330 may per-
form the inter prediction operation on the current block on the
basis of information included in at least one of a previous
picture and a subsequent picture of the current picture. At this
time, motion information for the inter prediction of the cur-
rent block, for example, information on motion vectors and
reference picture indices, supplied from the video encoder
may be derived on the basis of a skip flag, a merge flag, and the
like received from the video encoder.

[0106] When the inter-view prediction is performed on the
current block, the prediction module 330 may perform a
prediction operation on the current block using reference
pictures in another view to construct a predicted block.
[0107] The reconstructed block may be constructed using
the predicted block constructed by the prediction module 330
and the residual block supplied from the inverse transform
module 325. FIG. 3 illustrates that the residual block and the
predicted block are added by an adder to construct a recon-
structed block. Here, the adder may be considered as a par-
ticular module (reconstructed block constructing module)
that constructs a reconstructed block.

[0108] When the skip mode is used, the residual signal may
not be transmitted and the predicted block may be used as a
reconstructed block.

[0109] The reconstructed block and/or picture may be sup-
plied to the filter module 335. The filter module 235 may
perform a deblocking filtering operation, an SAO operation,
and/or an ALF operation on the reconstructed block and/or
picture.

[0110] The memory 340 may store the reconstructed pic-
ture or block for use as a reference picture or a reference block
and may supply the reconstructed picture to an output mod-
ule. Although not illustrated, an output module may provide a
3DV video using the reconstructed multi-view pictures.

[0111] A multi-view video sequence imaged with plural
cameras is used in encoding/decoding a 3D video. A differ-
ence of global disparity is present between videos imaged
from different viewpoints. The global disparity may be men-
tioned as a difference of global disparity present between a
picture at a specific time in a current view and a picture at the
same time in another view. Here, the global disparity differ-
ence between two views may be expressed by a global dis-
parity vector (hereinafter, referred to as a “GDV™).
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[0112] FIG. 4 is a diagram schematically illustrating a
method of performing inter-view prediction using a GDV in
encoding/decoding a 3D video. In FIG. 4, texture pictures in
the views are illustrated for the purpose of convenience of
explanation.

[0113] InFIG. 4, for example, the inter-view prediction is
performed on a current block 410 of a picture 400 in the n-th
view Vn out of the multi-views.

[0114] Referring to FIG. 4, motion information of a refer-
ence block 430 of a picture 420 in the m-th view Vm out of the
multi-views may be referred to for the inter-view prediction
of'the current block 410. The picture 400 in the n-th view and
the picture 420 in the m-th view are pictures at the same time,
that is, pictures having the same picture order count (POC).
The POC is information indicating a picture output order.
[0115] The relationship between the current block 410 and
the reference block 430 belonging to different views may be
defined by a GDVnm 450. In consideration of the relationship
between a block obtained by projecting the current block 410
to the m-th view and the reference block 430, the relationship
between the top-left pixel (X, y) of the current block 410 in the
n-th view and the top-left pixel (x', y') of the reference block
430 in the m-th view may be expressed by Expression 1.

(x’y)GDVnm+(x,y)

GDVImM=(dvx,,,,,, AV )

[0116] The current block 410 in the n-th view may be
predicted (460) using the reference block 430 in the m-th
view specified by the GDV derived by Expression 1 as a
reference block.

[0117] The video encoder may select disparity minimizing
an error between two pictures of the same POC in different
views as the global disparity between the corresponding
views. For example, the disparity having the optimal sum of
absolute differences (SAD) between two views may be deter-
mined by blocks. Here, an mean square error (MSE), a mean
absolute vector (MAD), or the like may be used instead of the
SAD.

[0118] The GDV is expressed as a vector representing the
selected global disparity.

[0119] The video encoder may transmit information of the
derived GDV through the use of a bitstream so as to enable the
video decoder to use the same GDV.

[0120] When the inter-view prediction is performed using
the GDV, motion information of a block (reference block) of
a reference picture in a reference view corresponding to the
current block of the current view may be acquired and used
for prediction of the current block using the GDV. For
example, the motion information (for example, a motion vec-
tor) of the reference block may be copied and used as a
temporal motion vector of the current block or a motion
vector predictor of the current block.

[0121] Texture pictures are illustrated in FIG. 4, but the
present invention is not limited to the texture pictures. The
details described with reference to FIG. 4 may be similarly
applied to depth maps or a depth map and a texture picture.
[0122] FIG. 5 is a diagram schematically illustrating an
example where a multi-view video is decoded. In the example
illustrated in FI1G. 5, videos of three views V0, V1, and V2 are
decoded, pictures in the respective views form a sequence
depending on the POC, and eight continuous pictures in the
POC order form a group of pictures (GOP). In FIG. 5, texture
pictures are illustrated for the purpose of explanation.

<Expression 1>
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[0123] InFIG.5,GDV,,is a GDV used to predict a current
block in view V1 using view VO as a reference view, GDV,
is a GDV used to predict a current block in view V1 using
view V2 as a reference view, and GDV,, is a GDV used to
predict a current block in view V2 using view VO as a refer-
ence view. The GDV indicates a correlation between two
blocks among pictures of the same time point (that is, the
same POC) in two different views.

[0124] The GDVs may be transmitted through the use of a
bitstream from the video encoder as described above. The
video decoder may decode and use the GDVs from the bit-
stream.

[0125] Referring to FIG. 5, a prediction operation is per-
formed on a current block 520 of a current picture 500 in view
V2 with reference to a block 530 (reference block) of a
reference picture 510 in view VO. The current picture 500 and
the reference picture 510 have the same POC (POC=2). As
described above, GDV ,,=(dvx,,, dvy,,) is a GDV for speci-
fying the position of the reference block in the reference view
VO at the time of decoding the current view V2.

[0126] Referring to Expression 1, when the top-left posi-
tion of the current block in the current picture 500 in view VO
is (X, y), the top-left position (x', y') of the corresponding
block 430 (reference block) in the reference picture 510 in
view V2 (reference view) may be specified by Expression 2.

(*'¥)=(x»)+GDVy

[0127] The video encoder and the video decoder perform a
prediction operation on the current block with reference to
motion information of a block in a reference view determined
by the GDV in the inter-view prediction. For example, in the
example illustrated in FIG. 5, the video encoder and the video
decoder may copy the motion information from the reference
block 530 at the position (X', y') specified by GDV,, and may
use the copied motion information as a temporal motion
vector of the current block 520 or may use the copied motion
information as a motion vector predictor of the current block
520.

[0128] The texture pictures are described with reference to
FIG. 5, but the present invention is not limited to the texture
picture. The details described with reference to FIG. 5 may be
similarly applied to depth maps or a depth map and a texture
picture.

[0129] On the other hand, the pictures in the respective
views constituting a multi-view video are obtained by imag-
ing the same scene with plural cameras (for example, cameras
arranged in parallel). Accordingly, the pictures in neighbor-
ing views have a high texture correlation and a high motion
correlation.

[0130] In coding a multi-view video, the high texture cor-
relation between neighboring views may be used to perform
inter-view prediction. For example, in the inter-view predic-
tion, the inter prediction may be performed using a picture in
a neighboring view as a reference picture.

[0131] When the texture correlation with a neighboring
view (reference view) is high at the time of performing the
inter-view prediction, the motion information used for the
inter prediction in the corresponding block in the reference
view may be directly used for the current block in the current
view. For example, the skip mode may be used for the inter-
view prediction.

[0132] FIG. 6 is a diagram schematically illustrating an
example where the skip mode is used as an example of the
inter-view prediction.

<Expression 2>
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[0133] FIG. 6 illustrates an example where the skip mode is
applied between two views (the reference view and the cur-
rent view) subjected to the inter-view prediction for the pur-
pose of convenience of explanation.

[0134] In the skip mode in the inter-view prediction, the
high motion correlation between neighboring views is used.
The motion information used for the inter prediction mode of
the reference view may be used to the coding of the current
view in the skip mode.

[0135] Referring to FIG. 6, the motion information of the
current view is predicted on the basis of the motion informa-
tion of the reference view at POC , of an anchor picture. At the
current POC POC,_,, of a non-anchor picture, the current
block 610 is subjected to the inter-view prediction on the
basis of the GDV of the corresponding block 620 in the
reference view. The GDV is used to derive the position of a
block (corresponding block) corresponding to the current
block in the reference picture of a neighboring view to be
referred to. When the skip mode is used, the motion informa-
tion used in the derived corresponding block is directly used
to code the current block.

[0136] The anchor picture is a picture in which all slices in
the same access unit are reference slices. Accordingly, the
inter prediction is not performed on the anchor picture but the
inter-view prediction is performed thereon. The pictures sub-
sequent to the anchor picture in the POC order may be pre-
dicted using the inter-view prediction without using the inter
prediction using information on the previously-coded pic-
tures.

[0137] Onthe other hand, in the inter prediction, the current
block may be predicted reusing the motion information of the
neighboring blocks. Here, the neighboring blocks include
spatial neighboring blocks of the current block in the current
picture and a block (co-located block (Col block)) corre-
sponding to the current block in another picture.

[0138] For example, in the merge mode and the skip mode,
the motion information of one of the neighboring blocks is
used as the motion information of the current block. In the
skip mode, the video encoder may not transmit residual sig-
nals but may use the predicted signals created using the
motion information of the neighboring blocks as recon-
structed signals of the current block. When the MVP is used,
the video encoder may transmit a difference value of a motion
vector using any one of the motion vectors of the neighboring
blocks as the motion vector predictor ofthe current block, and
the video decoder may reconstruct the motion vector of the
current block on the basis of the received difference value of
the motion vector.

[0139] As described above, in the inter prediction, the
motion information of the current block may be predicted
reusing the motion information of the neighboring blocks.
[0140] FIG. 7 is a diagram schematically illustrating an
example of neighboring blocks which can be used to predict
the current block in the inter prediction using the merge mode.
[0141] Referring to FIG. 7, motion vector information of a
top block 700, motion vector information of a left block 710,
motion vector information of a co-located block (Col block)
720, motion vector information of a bottom-left corner block
730, and motion vector information of a top-upper corner
block 740 out of the motion vector information of the neigh-
boring blocks of the current block 750 may be used as motion
vector predictor candidates of the current block.

[0142] The motion vector predictor may include the motion
vector information used in the corresponding block, reference
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picture index information, and prediction direction informa-
tion. The motion vector predictor includes motion vector
information used in the corresponding block and the refer-
ence picture index to be used to predict the current picture
may be determined and transmitted to the video decoder by
the video encoder. On the other hand, as the reference picture
index (for example, the reference picture index of the Col
block) of the temporal merge candidates in the merge mode or
the skip mode, a specific reference picture out of the candi-
date reference pictures in the reference picture list may be
used regardless of the picture to be referred to by the Col
block.

[0143] The video encoder may select the motion vector
predictor of the current block out of the motion vector pre-
dictor candidates. For example, the video encoder may deter-
mine the motion information predictor of the current block in
consideration of rate distortion optimization, compression
efficiency, and the like. The video decoder may receive infor-
mation indicating whether which motion information predic-
tor to use from the video encoder and the prediction on the
current block may be performed using the motion informa-
tion predictor.

[0144] On the other hand, in the skip mode and the predic-
tion mode using an MVP, the motion vector predictor candi-
dates illustrated in FIG. 7 may be used in the same way as in
the merge mode. When the MVP is used, a reference picture
index may be separately transmitted to the video decoder
from the video encoder.

[0145] FIG. 8 is a diagram schematically illustrating
another example of neighboring blocks which can be used for
prediction of the current block in the inter prediction.

[0146] the video encoder and the video decoder may per-
form prediction on the current block using the motion infor-
mation of the neighboring blocks of the current block 860.
Referring to FIG. 8, the motion information of one of a
top-left block 800 of the current block 860, a top block 810 of
the current block 860, a top-right corner block 820 of the
current block, a bottom-left corner block 830 of the current
block 860, a left block 840 of the current block 860, and a Col
block 850 corresponding to the current block 860 in another
picture may be used as the motion information predictor of
the current block.

[0147] The video encoder may select the motion vector
predictor of the current block out of the motion vector pre-
dictor candidates. For example, the video encoder may deter-
mine the motion information predictor of the current block in
consideration of rate distortion optimization, compression
efficiency, and the like. The video decoder may receive infor-
mation indicating whether which motion information predic-
tor to use from the video encoder and the prediction on the
current block may be performed using the motion informa-
tion predictor.

[0148] As described above, the motion vector predictor
may include the motion vector applied to the corresponding
block and the reference picture index. For example, in the
merge mode or the skip mode, the motion vector and the
reference picture index of the neighboring block as informa-
tion of the selected motion vector predictor may be applied to
the current block. When the MVP is used, the reference
picture index may be transmitted from the video encoder to
the video decoder. On the other hand, in the merge mode or
the skip mode, as the reference picture indices (for example,
the reference picture index of the Col block) of the temporal
merge candidates, a specific reference picture out of the can-
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didate reference pictures in the reference picture list may be
used regardless of the pictures referred to by the Col block.

[0149] Inthe inter-view prediction, as in the examples illus-
trated in FIGS. 7 and 8, the prediction on the current block
may be performed using the motion information of the neigh-
boring blocks. When the motion information of the neighbor-
ing blocks is used for the inter-view prediction, the neighbor-
ing blocks include a block corresponding to the current block
in another view.

[0150] FIG. 9 is a diagram schematically illustrating an
example of a motion vector predictor which can be used for
the inter-view prediction.

[0151] FIG. 9 illustrates an example where the information
of'a reference view VO can be used to predict the current view
V1.InFIG. 9, as in the example illustrated in FIG. 7, the inter
prediction may be performed on the current block 915 using
motion information (predictors) of a top block 930 of the
current block 915, a top-right corner block 935 of the current
block 915, a left block 925 of the current block 915, and a
bottom-left corner block 920 of the current block 915 which
are spatial neighboring blocks in the current picture 900. That
is, the video encoder/video decoder may perform the inter
prediction on the current block 915 using motion information
960 of the top block 930 of the current block 915, motion
information 965 of the top-right corner block 935 of the
current block 915, motion information 955 of the left block
925 of the current block 915, and motion information 950 of
the bottom-left corner block 920 of the current block 915 as
the motion vector predictor candidates.

[0152] A Colblock 940 corresponding to the current block
915 in another picture 905 in the current view V1 may be used
as the neighboring block of the current block 915. The video
encoder/decoder may perform the inter prediction on the
current block 915 using motion information 970 of the Col
block 940 as the motion vector predictor candidate.

[0153] In addition, a reference block 945 corresponding to
the current block 915 in a picture (reference picture) 910 of
the same POC as the current picture 900 out of the pictures in
another view (reference view) VO may be used as the neigh-
boring block of the current block. The video encoder/decoder
may perform the inter prediction on the current block 915
using motion information 975 of the reference block 945 as
the motion vector predictor candidate.

[0154] The video encoder may determine which motion
vector predictor to use to predict the current block 915 out of
the motion vector predictor candidates and may transmit
information on the determined motion vector predictor to the
video decoder. The video decoder may derive the motion
vector predictor to be used to predict the current block 915 on
the basis of the information transmitted from the video
encoder.

[0155] As described above, in the example illustrated in
FIG. 9, the prediction on the current block may be performed
by adding the predictor for the inter-view prediction to the
motion information predictor candidates of the current block
915. For example, in such a way of adding the motion vector
predictor (inter-view motion vector predictor) for the inter-
view prediction to the motion vector predictor candidates
illustrated in FIG. 7 and applying the motion vector predictor
candidates to the inter predictor modes such as the skip mode.
[0156] The motion vector predictor 975 used for the inter-
view prediction may include at least one of the motion vector,
the reference picture index refldx, the inter prediction direc-
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tion as the motion information of the corresponding block
945 searched for using the GDV as illustrated in the drawing.

[0157] The motion vector predictor 975 may be applied to
the prediction modes (the skip mode, the merge mode, and the
prediction mode using the MVP) for the inter-view prediction
and the inter prediction, and the motion vector predictor for
the inter-view prediction may not be defined or may not be
used when the block 945 of the reference view V0 determined
to be the corresponding block using the GDV is not a block
subjected to the inter prediction.

[0158] FIG. 10 is a diagram schematically illustrating
another example of a motion vector predictor which can be
used for the inter-view prediction.

[0159] FIG. 10 illustrates an example where the informa-
tion of the reference view VO can be used to predict the current
view V1. In FIG. 10, as in the example illustrated in FIG. 8,
the inter prediction may be performed on the current block
1015 using motion information (predictors) of a top-right
corner block 1020 of the current block 1015, a top block 1025
of'the current block 1015, a top-left corner block 1030 of the
current block 1015, a bottom-left corner block 1035 of the
current block 1015, and a left block 1040 of the current block
1015 which are spatial neighboring blocks in the current
picture 1000. That is, the video encoder/video decoder may
perform the inter prediction on the current block 915 using
motion information 1055 of the top-right corner block 1020
of'the current block 1015, motion information 1060 of the top
block 1025 of the current block 1015, motion information
1065 of the top-left corner block 1030 of the current block
1015, motion information 1070 of the bottom-left corner
block 1035 of the current block 1015, and motion information
1075 of the left block 1040 of the current block 1015 as the
motion vector predictor candidates.

[0160] A Col block 1045 corresponding to the current
block 1015 in another picture 1005 in the current view V1
may be used as the neighboring block of the current block
1015. The video encoder/decoder may perform the inter pre-
diction on the current block 1015 using motion information
1080 of the Col block 1045 as the motion vector predictor
candidate.

[0161] Inaddition, areference block 1050 corresponding to
the current block 1015 in a picture (reference picture) 1010 of
the same POC as the current picture 1000 out of the pictures
in another view (reference view) VO may be used as the
neighboring block of the current block. The video encoder/
decoder may perform the inter prediction on the current block
1015 using motion information 1080 of the reference block
1050 as the motion vector predictor candidate.

[0162] The video encoder may determine which motion
vector predictor to use to predict the current block 1015 out of
the motion vector predictor candidates and may transmit
information on the determined motion vector predictor to the
video decoder. The video decoder may derive the motion
vector predictor to be used to predict the current block 915 on
the basis of the information transmitted from the video
encoder.

[0163] As described above, in the example illustrated in
FIG. 10, the prediction on the current block may be performed
by adding the predictor for the inter-view prediction to the
motion information predictor candidates of the current block
1015. For example, in such a way of adding the motion vector
predictor (inter-view motion vector predictor) for the inter-
view prediction to the motion vector predictor candidates
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illustrated in FIG. 8 and applying the motion vector predictor
candidates to the inter predictor modes such as the skip mode.
[0164] The motion vector predictor 1085 used for the inter-
view prediction may include at least one of the motion vector,
the reference picture index refldx, the inter prediction direc-
tion as the motion information of the corresponding block
1050 searched for using the GDV as illustrated in the draw-
ing.

[0165] The motion vector predictor 1085 may be applied to
the prediction modes (the skip mode, the merge mode, and the
prediction mode using the MVP) for the inter-view prediction
and the inter prediction, and the motion vector predictor for
the inter-view prediction may not be defined or may not be
used when the block 1050 of the reference view VO deter-
mined to be the corresponding block using the GDV is not a
block subjected to the inter prediction.

[0166] When the skip mode or the merge mode is used, the
motion vector predictors 1055, 1060, 1065, 1070, 1075,
1080, and 1085 may include information indicating a refer-
ence picture to be used to predict the current block in addition
to the motion vectors. Alternatively, when the MVP is used,
the motion vector predictors 1055, 1060, 1065, 1070, 1075,
1080, and 1085 may include information on the motion vec-
tors and the information indicating the reference picture of
the current block may be separately transmitted to the video
encoder.

[0167] As described above, the prediction on a correspond-
ing block (current block) in the current view may be per-
formed reusing the motion information of a block (a corre-
sponding block or a reference block) in another view
(reference view) corresponding to the current block in the
inter-view prediction.

[0168] Thevideo encoder may transmit necessary informa-
tion through the use of the slice header for this purpose. The
video decoder may perform the inter-view prediction on the
current block on the basis of the received information.
[0169] Table 1 schematically shows an example of infor-
mation to be transmitted through the use of the slice header.

TABLE 1

slice__header () {
inter_ view__motion_ reuse__info_ flag
if(inter_ view__motion_ reuse__info_ flag) {
inter view_ motion_ reuse dir
global_disparity vector_ x
global_disparity_ vector_y

[0170] Referring to Table 1, the video encoder transmits the
necessary information for the inter-view prediction through
the use of the slice header. The video decoder may acquire the
necessary information for the inter-view prediction from the
slice header by parsing or entropy-decoding the received
bitstream, and may perform the inter-view prediction on the
basis thereof.

[0171] Here, inter_view_motion_reuse_info_flag indi-
cates whether the information on reuse of the motion infor-
mation (for example, the motion vector) is transmitted
through the use of the current slice corresponding to the slice
header in the inter-view prediction. For example, the infor-
mation on reuse of the motion information (for example, the
motion vector) includes information indicating whether to
reuse the motion information. The reuse of the motion infor-
mation includes predicting the current block using the motion
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information of the neighboring blocks of the current block
and the neighboring blocks of the current block include a
block corresponding to the current block in another view.
[0172] inter_view_motion_reuse_dir specifies a view
which is referred to by the current view when the motion
information is reused in the inter-view prediction (when the
motion information of the neighboring blocks is used). For
example, a view in a first direction may be referred to when
the value of inter_view_motion_reuse_dir is 0, and a view in
a second direction may be referred to when the value of
inter_view_motion_reuse_dir is 1. For example, when views
of the multi-view are arranged along the viewpoints, the
direction from the right view to the left view is defined as a
direction L0, and the direction from the left view to the right
view is defined as a direction L1.

[0173] FIG. 11 is a diagram schematically illustrating the
directions of the reference views. FIG. 11 illustrates an
example where five views VO to V4 in which the same object
1110 is imaged at the same time point (POCi) are present.
Here, the example where five views are present is described,
but the present invention is not limited to this example and the
number of views may be less than five or more than five.
[0174] Referringto FIG. 11, when the inter-view prediction
is applied to the views, the direction in which another view on
the left side is referred to is defined as the direction LO and the
direction in which another view on the right side is referred to
is defined as the direction L1.

[0175] Accordingly, in FIG. 11, it is assumed that the view
ID of the current view is 1, a view with a view ID of 0 is
referred to in the direction L0, and a view with a view ID of 2
is referred to in the direction L.1. When the value of inter
view_motion_reuse_dir is 0, the motion information of the
view with a view ID of 0 may be used. When the value of
inter_view_motion_reuse_dir is 1, the motion information of
the view with a view ID of 2 may be used.

[0176] global_disparity_vector_x and global_disparity_
vector_y specify the position of a block of which the motion
information is referred to in the reference picture (for
example, a picture having the same POC as the current pic-
ture) in the reference view on the basis of the position of the
current block (for example, a TU, a PU, or a CU to be
decoded). In other words, global_disparity_vector_x and glo-
bal_disparity_vector_y specify the x component and they
component of the GDV for the current block. The GDV for
the current block represents a difference between the position
corresponding to the position of the current block and the
position of the reference block in the reference picture (or a
difference between the position of the current block and the
position of the reference block in the current picture). The
values of global_disparity_vector_x and global_disparity_
vector_y, that is, the values of the GDV, may be defined in the
unit of predetermined pixels, for example, 4 pixels, 8 pixels,
or 16 pixels.

[0177] On the other hand, when the background and the
foreground in a picture have different motions, it is more
efficient to define plural GDVs for areas in the current picture
than to define one GDV for each reference picture.

[0178] FIG. 12 is a diagram schematically illustrating an
example of a method of defining the GDV for each area of the
current picture and applying the defined GDVs to the inter-
view prediction.

[0179] Referring to FIG. 12, a current picture (slice) is
partitioned into areas having the same motion in a quad tree
method. The optimal GDV information is allocated to each
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area having the same motion. The GDV for the current block
may be determined to be a GDV of an area to which the
current block belongs in the picture.

[0180] FIG. 12 illustrates an example where the current
picture 1200 is partitioned up to a depth of 2 (partitioned
twice). In the first partition in which the current picture 1200
is partitioned into four areas, it is assumed that the top-left
block, the top-right block, and the bottom-left block have a
motion in the block and the bottom-right block is partitioned
into four areas having the same motion again.

[0181] As the partition result, three blocks 1210, 1240, and
1270 out of seven blocks have the same motion and use GDVO
which is the largest GDV in common. Two other blocks 1220
and 1250 have the same motion and uses GDV1 in common.
Two remaining blocks 1130 and 1160 have the same motion
and use GVD2 which is the smallest GDV in common.
[0182] At this time, the smallest unit of the quad-tree par-
tition for allocating the GDV information may be limited to a
predetermined size. For example, the smallest unit of the
quad-tree partition may be limited to an LCU, a CU, a PU, or
a'TU, or may be limited to a predetermined size (for example,
4x4 pixels, 8x8 pixels, 16x16 pixels, 32x32 pixels, or 64x64
pixels), which is not a process unit.

[0183] The GDV for the current block may be determined
to be the GDV of the area to which the current block belongs
in the current picture. The video encoder may signal infor-
mation of the GDV to be used for the inter-view prediction on
the current picture to the video decoder. At this time, the GDV
indicates the position of a specific partition (block, area) in a
picture of a reference view on with respect to the current
block. The video decoder may determine which GDV to use
with reference to the quad-tree partition information in which
the GDVs are allocated for the inter-view prediction at the
time of decoding the current block (a CU or an LCU).
[0184] For example, the video encoder may transmit the
GDV for the inter-view prediction on the current block and
the video decoder may perform the inter-view prediction on
the current block using the received GDV. At this time, the
GDV may be determined for each area of the current picture
split by the quad-tree partitioning.

[0185] Table 2 shows an example of the quad tree informa-
tion on the GDV transmitted through the use of a sequence
parameter set for the inter-view prediction.

TABLE 2

seq__parameter__set__rbsp( ) {

max_ gdv_ gtree_ depth
max_ gdv_unit_size_log_ scale

[0186] The video encoder transmits largest depth informa-
tion in which the GDV is defined in the sequence parameter
set and information on the size of the largest block to which
the GDV is allocated.

[0187] InTable 2, max_gdv_gtree_depth specifies the larg-
est depth of the quad-tree structure relevant to the GDV. That
is, max_gdv_qtree_depth represents the largest depth in the
quad-tree structure of which the GDV information is trans-
mitted.

[0188] max_gdvunit_sizelog scale specifies the size of the
largest area in the quad-tree structure relevant to the GDV
information. For example, max_gdv_unit_size log_scale
represents a value obtained by applying logarithm (log2) to a
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value, which is obtained by dividing the size of the largest
area (for example, the largest unit) in the quad-tree structure
of' which the GDV information is transmitted by the size of a
criterion block and scaling the resultant value. Here, a largest
CU (LCU) may be used as the criterion block.

[0189] Table 3 shows an example of information to be
transmitted through the use of the slice header for the inter-
view prediction when the GDV is set for each area.

TABLE 3

slice_header () {
inter_view__motion__info_ flag
if(inter_view__motion__info_ flag ) {
num__gdv
for( i=0 ; i<num__gdv ; i++ ) {
inter_ view__motion_ reuse_ dir[i]
global_disparity_ vector_ x[i]
global_disparity vector_ y[i]

}
ifl num__gdv>1) {
gdv__gtree(0,0)

¥
gdv__gtree(i,depth) {
if( depth<maxGdvQtreeDepth) {
split_flag
if (depth<maxGdvQtreeDepth && split flag==1) {
for(i=0; i<4 ; i++) {
gdv__qgtree(i,depth+1)

¥
if(depth == maxGdvQtreeDepth ||~ split flag==0) {
gdv_id
¥
¥
[0190] Referring to Table 3, the video encoder transmits

information necessary for the inter-view prediction through
the use of the slice header. The video decoder may acquire the
information necessary for the inter-view prediction from the
slice header by parsing or entropy-decoding the received
bitstream and may perform the inter-view prediction on the
basis of the acquired information.

[0191] Here, inter view_motion_reuse_info_flag indicates
whether the information on reuse of the motion information
(for example, the motion vector) is transmitted through the
use of the current slice corresponding to the slice header in the
inter-view prediction. For example, the information on reuse
of the motion information (for example, the motion vector)
includes information indicating whether to reuse the motion
information. The reuse of the motion information includes
predicting the current block using the motion information of
the neighboring blocks of the current block and the neighbor-
ing blocks of the current block include a block corresponding
to the current block in another view.

[0192] inter_view_motion_reuse_dir specifies a view
which is referred to by the current view when the motion
information is reused in the inter-view prediction (when the
motion information of the neighboring blocks is used). For
example, a view in the first direction may be referred to when
the value of inter_view_motion_reuse_dir is 0, and a view in
the second direction may be referred to when the value of
inter_view_motion_reuse_dir is 1. For example, when views
of the multi-view are arranged along the viewpoints, it is
assumed that the direction from the right view to the left view
is defined as a direction L0, and the direction from the left
view to the right view is defined as a direction LL1. In addition,



US 2014/0294088 Al

it is assumed that the view ID of the current view is 1, a view
with a view ID of 0 is referred to in the direction L0, and a
view with a view ID of 2 is referred to in the direction L1.
When the value of inter_view_motion_reuse_dir is 0, the
motion information of the view with a view ID of 0 may be
used. When the value of inter_view_motion_reuse_dir is 1,
the motion information of the view with a view ID of 2 may be
used.

[0193] global_disparity_vector_x and global_disparity_
vector_y specify the position of a block of which the motion
information is referred to in the reference picture (for
example, a picture having the same POC as the current pic-
ture) in the reference view with respect to the position of the
current block (for example, a TU, a PU, or a CU to be
decoded). In other words, global_disparity_vector_x and glo-
bal_disparity_vector_y specify the x component and they
component of the GDV for the current block. The GDV for
the current block represents a difference between the position
corresponding to the position of the current block and the
position of the reference block in the reference picture (or a
difference between the position of the current block and the
position of the reference block in the current picture). The
values of global_disparity_vector_x and global_disparity_
vector_y, that is, the values of the GDV, may be defined in the
unit of predetermined pixels, for example, 4 pixels, 8 pixels,
or 16 pixels.

[0194] num_gdv specifies the number of areas having the
same GDV. In other words, num_gdv specifies the number of
GDVs used for the inter-view prediction. In the example
illustrated in FIG. 11, 3 may be transmitted as the value of
num_gdv.

[0195] Referring to Table 3, when the value of num_gdv is
greater than 0, a quad-tree structure for allocating the GDV is
set. A flag split_flag indicating whether to split in the quad-
tree structure is transmitted.

[0196] The GDV is specified by a partitioning index i and
the depth of partitions split in the quad-tree structure. In case
of split into four blocks, as the values of the partitioning
indices, 0 may be allocated to the top-left block, 1 may be
allocated to the top-right block, 2 may be allocated to the
bottom-right block, and 3 may be allocated to the bottom-left
block.

[0197] When the depth of the corresponding block is the
largest depth in the quad-tree structure for allocating the GDV
or is not split any more, the GDV value of the block is
transmitted.

[0198] It has been described above that a 3D video is
encoded/decoded reusing the motion information of the tex-
ture video out of multi-view videos, but the present invention
is not limited to this configuration and may be applied to a
depth video.

[0199] A depth video includes a series of depth images and
each depth image expresses the distances from the optical
center of cameras capturing the image to points of a 3D scene
using gray levels.

[0200] A depth video captures a 3D structure of a scene and
most parts of the depth image include gray values which are
separated by an edge indicating a boundary of an object in the
image and smoothly varying along the surface of the object.
[0201] FIG. 13 is a diagram schematically illustrating an
example where a single scene is displayed as a texture video
and a depth video.

[0202] FIG. 13(a) illustrates a texture video of a scene in
which a person appears. FIG. 13(b) illustrates a depth video of
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a scene in which a person appears and which is expressed in
gray levels along the surface of an object in the scene.
[0203] The depth video expresses geometric description. In
other words, the depth video expresses the distances to scene
contents in a texture video. Accordingly, the temporal evolu-
tion of motion contents in the texture video has a high corre-
lation with the temporal evolution of motion contents in the
corresponding depth video. For example, the motion vectors
around the boundary of an object tend to match in the texture
video and the depth video.

[0204] Therefore, it is possible to further effectively
encode/decode a depth video by utilizing similarity in motion
information between the depth video and the texture video.
[0205] As described above, the depth video has character-
istics correlated with the corresponding texture video and
exhibits a high correlation in the boundary area of an object.
Accordingly, motion information (for example, motion vec-
tors) of a texture video may be reused as motion information
(for example, motion vectors) of the corresponding depth
video.

[0206] FIG. 14 is a diagram schematically illustrating a
method of predicting a depth video of a current view using
motion information of a texture video.

[0207] Referring to FIG. 14, a current depth block 1495 of
a current depth picture 1490 out of depth videos VD1 of view
V1 may be predicted using motion information a texture
block 1415 corresponding to the current depth block 1495 in
atext picture 1400 having the same POC as the current depth
picture 1490 out of texture videos VT1 of view V1. For
example, motion vectors of the texture block 1415 corre-
sponding to the current depth block 1495 may be used as
motion vectors of the current depth block 1495.

[0208] At this time, the motion information of the texture
block 1415 may be predicted on the basis of the motion
information of the neighboring blocks. For example, as in the
example illustrated in FIG. 10, inter-view prediction may be
performed on the current texture block 1415 of the current
view V1 using motion information of a reference texture
picture 1410 having the same POC as the current picture 1400
out of texture videos VTO of a reference view VO.

[0209] Motion vector predictor candidates which can be
used by the current texture block 1415 includes motion infor-
mation 1455, 1460, 1465, 1470, and 1475 of a top-right
corner block 1420, a top block 1425, a top-left corner block
1430, a bottom-lower corner block 1435, and a left block
1440 which are spatial neighboring blocks and motion infor-
mation 1480 of a Col block 1445 in another texture picture
1405 of the current view V1. Motion information 1485 of a
reference block 1450 corresponding to the current texture
block 1415 in the texture picture 1410 having the same POC
as the current texture picture 1400 out of pictures in another
view may be used as the motion vector predictor candidate.
[0210] The video encoder may determine which motion
vector predictor to use for prediction of the current texture
block 1415 out of the motion vector predictor candidates and
may transmit information on the determined motion vector
predictor to the video decoder. The video encoder may deter-
mine whether to use the motion information (motion vector)
ofthe current texture block 1415 as the motion information of
the current depth block 1495 and may transmit information
thereon.

[0211] The video decoder may derive the motion vector
predictor to be used for the prediction of the current texture
block 1415 on the basis of the information transmitted from
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the video encoder. The video decoder may derive the motion
information (motion vector) of the current depth block 1495
using the motion information of the current texture block
1415 on the basis of the information transmitted from the
video encoder.

[0212] In FIG. 14, terms such as the current texture block,
the current depth block, the current texture picture, and the
current depth picture are used for the purpose of convenience
of explanation, but this does not mean that the current texture
block and the current depth block are simultaneously encoded
or decoded, and

[0213] means that the there is a relationship that the motion
information of the current texture block can be used by the
current depth block.

[0214] On the other hand, when the motion information of
an object in the texture picture is used to encode/decode the
depth picture, the object moves toward the camera or moves
apart from the camera and there may be a difference between
anobject depth of a reference picture referred to by the texture
picture and an object depth of the depth picture. The differ-
ence in depth value may cause a great difference between the
motion vector acquired from the texture picture and the
motion vector of the depth picture.

[0215] Accordingly, when the motion information of the
corresponding texture picture is used as the motion informa-
tion of the depth picture and there is a motion of an object in
a scene which may cause a difference in depth value, a
method of selectively applying a DC offset to compensate for
the difference may be considered.

[0216] When the depth picture is processed reusing the
motion information of a texture picture, it is possible to fur-
ther effectively encode/decode the depth picture.

[0217] Specifically, in reusing a motion vector, a motion
vector split/merge mode may be introduced to determine how
to reuse the motion vector of the corresponding texture block
(for example, a macro block, a CU, a PU, or a TU) for
prediction of the depth picture.

[0218] When a difference in depth value is caused due to a
motion in which an object moves apart from the camera in a
scene or a motion in which the object moves close to the
camera, a DC offset value may be retrieved or determined and
used to compensate for the difference.

[0219] The DC offset value may be determined by the video
encoder in consideration of costs. Expression 1 expresses an
example of a method of determining reuse of a motion vector
on the basis of rate-distortion optimization.

J(mb_type, reuse_type|A) = (Expression 3)

D+ A(Ruv + Rup_type + Rreuse_type + Rogser)

D= 3" (I(X) = r(X,) —~ Dogrer)?
XeMB

[0220] In Expression 3, J represents the cost, and A repre-
sents a Lagrange multiplier.

[0221] I corresponds to the pixel value of the depth picture
and I, -corresponds to the pixel value of the reference depth
picture.

[0222] D, ., represents a DC offset value for minimizing D
when the value of reuse_type is 1. The motion vector MV of
the depth block may be derived from the corresponding block
of the texture picture using the value of D, ..
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[0223] Xp represents the sum of the position X and the
motion vector MV of a target pixel in the depth block and also
represents the predicted sample position in the reference pic-
ture indicated by the motion vector.

[0224] R,,, represents a bit rate for encoding the motion
vector associated with the reference picture index refldx and
has a value of 0 when the value of reuse_type is 1.

[0225] R, represents a bit rate for encoding D, ., pre-
sented only when the value of reuse_type is 1.

[0226] R, ,,. represents a bit rate for encoding block
type information mb_type andR, ..., represents a bit rate
for encoding a motion vector reuse type MV reuse_type.
[0227] mb_type indicates the size and/or the prediction
mode (for example, the skip mode, the merge mode, and the
MVP mode) of the corresponding block (for example, a
macro block, a CU, a PU, or a TU).

[0228] InExpression 3,itis assumed that the corresponding
block is a macro block, but the present invention is not limited
to this assumption and details of Expression 3 may be simi-
larly applied to a case where the corresponding block isa CU,
a PU, a TU, or the like.

[0229] The video encoder may determine necessary infor-
mation including the DC offset D,, ., on the basis of Expres-
sion 1. The video encoder may perform compensation for the
texture picture when the depth picture reuses the motion
information of the texture picture using the DC offset infor-
mation. The video encoder may transmit information includ-
ing the DC offset to the video decoder.

[0230] Thevideo decoder may perform a decoding process
on the depth picture on the basis of the received information.
For example, when the information received from the video
encoder indicates decoding of a depth picture based on the
motion information of a texture picture, the video decoder
may decode the current depth block using the motion infor-
mation (for example, motion vector) of the corresponding
texture picture and the DC offset value.

[0231] At this time, as described above, the video encoder
may transmit information indicating whether to use the
motion information of a corresponding texture block and how
to use the motion information of the texture block to the video
decoder.

[0232] Table 4 shows an example of a syntax for signaling
information for using the motion information of a texture
picture to decode a depth picture.

TABLE 4

coding__unit( x0, y0, log2CbSize ) {
reuse__type

If (reuse__type){

DC_ offset

[0233] Table 4 shows an example where a current depth
block is a CU. Referring to Table 4, reuse_type indicates
whether to use the motion information of a texture picture to
decode the current depth block. When reuse_type indicates
that the texture picture is used, the DC offset value for com-
pensating for a motion of an object (a motion causing a
difference in depth, for example, a motion toward the camera)
between the texture picture and the depth picture is transmit-
ted.
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[0234] Specifically, when the value of reuse_type is 0, the
current depth block is decoded without using the motion
information of the texture picture. Therefore, the current
depth block may be predicted using a general prediction
mode.

[0235] For example, when the intra prediction is used, the
current depth block may be intra-predicted using neighboring
pixels in the current depth picture. When the inter prediction
is used, the current depth block may be inter-predicted on the
basis of a reference depth picture using the skip mode, the
merge mode, or the MVP mode. The inter prediction and the
intra prediction of a depth picture may be performed in the
same way as the inter prediction and the intra prediction of a
texture picture.

[0236] When the value of reuse_type is 0, the DC offset
value for compensating for the motion of an object between
the texture picture and the depth picture is not transmitted.
[0237] When the value of reuse_type is 1, the current depth
block is decoded using the motion information of the texture
picture. Accordingly, the prediction on the current depth
block may be performed on the basis of the motion informa-
tion of the corresponding texture block. In this case, as shown
in Table 4, the DC offset value for compensating for the
motion of an object between the texture picture and the depth
picture may be transmitted to the video decoder. The DC
offset value may be added to the reconstructed pixel values of
the current depth block to compensate for the motion of an
object between the texture picture and the depth picture
[0238] When the value of reuse_type is 1, the motion infor-
mation (for example, motion vector) of the current depth
picture may be derived from the motion information (for
example, motion vector) of the texture picture in consider-
ation of the size of the texture block corresponding to the
current depth block.

[0239] InTable4, itis described that the value of DC_offset
is transmitted when the value of reuse_type is 1, but the value
of DC_offset may be selective used as described above. For
example, when the value of reuse_type is 1, the motion infor-
mation ofthe texture picture is used, and there is no difference
or a small difference in depth value between the texture pic-
ture to be referred to and the depth picture, the value of
DC_offset may not be transmitted or the value of DC_offset
may eb set to 0.

[0240] FIG. 15 is a diagram schematically illustrating a
method of deriving the motion vector of a current depth block
from the motion vector of a corresponding texture block.
[0241] When the size of the current depth block is equal to
or larger than the size of the corresponding texture block (for
example, a candidate mb_type indicated from the video
encoder), the motion vector of the current depth block may be
derived on the basis of the motion vector of the corresponding
texture block and the motion vectors of the neighboring
blocks of the corresponding texture block. For example, the
motion vector of the current depth block may be derived as an
average of the motion vector of the corresponding texture
block and the motion vectors of the neighboring blocks of the
corresponding texture block. Alternatively, the motion vector
of the current depth block may be derived as a median of the
motion vector of the corresponding texture block and the
motion vectors of the neighboring blocks of the correspond-
ing texture block. Here, the corresponding texture block may
be a macro block, a CU, a PU, a TU, or the like.

[0242] FIG. 15(a) is a diagram schematically illustrating a
method of deriving a motion vector of a current depth block
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when the size of the current depth block is equal to or larger
than the size of the corresponding texture block (for example,
a candidate mb_type indicated from the video encoder).

[0243] Referring to FIG. 15(a), when the size of a current
depth block 1500 is equal to or larger than the size of the
corresponding texture block 1510, the motion vector of the
current depth block 1500 may be determined on the basis of
the motion vector of the corresponding texture block 1510
and the motion vectors of neighboring texture blocks 1520,
1530, 1540, 1550, and 1560 thereof. For example, the motion
vector of the current depth block 1500 may be derived as the
average of the motion vector of the corresponding texture
block 1510 and the motion vectors of the neighboring texture
blocks 1520, 1530, 1540, 1550, and 1560 thereof. Alterna-
tively, the motion vector of the current depth block 1500 may
be derived as the median of the motion vector of the corre-
sponding texture block 1510 and the motion vectors of the
neighboring texture blocks 1520, 1530, 1540, 1550, and 1560
thereof.

[0244] When the size of the current depth block 1500 is
equal to or larger than the size of the corresponding texture
block 1510, the motion vector ofthe current depth block 1500
may be derived using only a part of the motion vectors of the
neighboring texture blocks. For example, the motion vector
of'the current depth block 1500 may be derived as the median
or the average of the motion vector of the corresponding
texture block 1510, the motion vector of the left texture block
1530, and the motion vector of the top texture block 1500.

[0245] When the size of the current depth block is smaller
than the size of the corresponding texture block (for example,
a candidate mb_type indicated from the video encoder), the
motion vector of the current depth block may be derived on
the basis of the motion vectors of sub-blocks in the corre-
sponding texture block. For example, the motion vector of the
current depth block may be derived as the average of the
motion vectors of the sub-blocks in the corresponding texture
block. Alternatively, the motion vector of the current depth
block may be derived as the median of the motion vectors of
the sub-blocks in the corresponding texture block. Here, the
corresponding texture block and/or the sub-blocks in the cor-
responding texture block may be a macro block, a CU, a PU,
a TU, or the like.

[0246] FIG. 15(b) is a diagram schematically illustrating a
method of deriving a motion vector of a current depth block
when the size of the current depth block is smaller than the
size of the corresponding texture block (for example, a can-
didate mb_type indicated from the video encoder).

[0247] Referring to FIG. 15(5), when the size of the current
depth block 1570 is smaller than the size of the corresponding
texture block 1580, the motion vector of the current depth
block 1570 may be determined on the basis of the motion
vectors of the sub-blocks sby, sby, . . ., sb,, and sb,, (where n
is the number of sub-blocks) in the corresponding texture
block 1580. For example, the motion vector of the current
depth block 1570 may be derived as the average of the motion
vectors of the sub-blocks sb,, sb,, . . ., sb,, and sb,, in the
corresponding texture block 1580. Alternatively, the motion
vector of the current depth block 1570 may be derived as the
median of the motion vectors of the sub-blocks sb, sby, . . .,
sb,, and sb,, in the corresponding texture block 1580.

[0248] FIG. 16 is a flowchart schematically illustrating a
method of encoding a 3D video reusing motion information
according to the present invention.
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[0249] Referring to FIG. 16, the video encoder determines
motion information of a texture picture in a current view
(81610). The video encoder may determine the motion infor-
mation of a current block to be decoded (or a prediction target
block) of the texture picture using the motion information of
neighboring blocks. Here, the neighboring blocks include a
block corresponding the current block of a picture in a differ-
ent view having the same POC as the current picture in addi-
tion to the spatial neighboring blocks and the temporal neigh-
boring blocks of the current block (corresponding blocks of
different pictures in the same view). The video encoder may
perform prediction on the current block using the motion
information of the current block determined on the basis of
the motion information of the neighboring blocks and may
encode the current block. Details of the prediction and the
encoding are the same as described above with reference to
FIG. 2.

[0250] The video encoder may determine motion informa-
tion of a depth picture (S1630). The video encoder may deter-
mine the motion information of the depth picture on the basis
of the motion information of a texture picture or may deter-
mine the motion information of the depth picture on the basis
of th emotion information of another depth picture (the
motion information of a reference block in a reference depth
picture).

[0251] The video encoder may determine an offset value of
the depth picture (S1630). When the depth picture uses the
motion information of the texture picture, there may be a
difference in depth between an object in a block referred to by
the texture picture and the object in the current depth block.
The video encoder may compensate for the reconstructed
pixel values using the DC offset in consideration of the dif-
ference in depth.

[0252] The video encoder may transmit the motion infor-
mation (S1640). The video encoder may encode the motion
information of the texture picture and the motion information
of the depth picture and may transmit the encoded informa-
tion to the video decoder through a bitstream. The transform,
quantization, rearrangement, and entropy encoding which are
performed in the course of encoding are the same as described
above with reference to FIG. 2.

[0253] The transmitted information may include the infor-
mation described with reference to Tables 1 to 4.

[0254] The video encoder may transmit information (for
example, inter_view_motion_info_flag) indicating whether
to use the motion information of a reference picture belong-
ing to a different view when the inter-view prediction is
performed, information (for example, inter view_motion_
reuse_dir) indicating in what direction to refer to a view when
the motion information of a reference picture belonging to a
different view is used, and information (for example, global_
disparity_vector_x and global_disparity_vector_y) on the
GDV value indicating the position of a reference block. When
the GDV is set for each area of the current picture, informa-
tion (for example, num_gdv) indicating the number of GDV's
defined in the current picture, information (split_flag) on the
areas of which the GDV is defined, and GDV information
(gdv_id) in the current area may be transmitted together.
Here, information on the largest depth (for example, max_
gdv_qtree_depth) of partitioning of the areas of which the
GDV is defined and information (for example, max_gdv_
unit_size_log_scale) on the largest size of the areas may be
transmitted together or separately.
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[0255] The video encoder may also transmit information
(for example, reuse_type) indicating whether to derive the
motion information of the depth picture on the basis of the
motion information of a texture picture and information (for
example, DC_offset) on the offset values for compensating
for the reconstructed pixel values when the motion informa-
tion of the depth picture is derived on the basis of the motion
information of the texture picture.

[0256] The positions of the information pieces to be trans-
mitted are the same as described with reference to Tables 1 to
4.

[0257] It is described with reference to FIG. 16 that the
respective steps are performed by the video encoder, but the
present invention is not limited to this configuration. For
example, the determination of the motion information and the
offset may be performed by the prediction module of the
video encoder.

[0258] FIG. 17 is a flowchart schematically illustrating an
example of a method of determining motion information of a
texture picture and performing a prediction process using the
determined motion information in the video encoder.

[0259] Referring to FIG. 17, the video encoder determines
areference block to be used for prediction of a current texture
block (S81710). The prediction of the current texture block
includes the inter prediction in the same view and the inter-
view prediction between different views. The video encoder
may determine a reference block out of neighboring blocks of
the current texture block. The blocks which are the neighbor-
ing blocks of the current texture block which can use the
motion information of the corresponding block are the same
as described with reference to FIGS. 9 and 10.

[0260] The video encoder may determine the motion infor-
mation of the reference block as a motion information pre-
dictor (S1720). The video encoder may use the motion infor-
mation of the selected reference block out of the reference
block candidates as the motion information predictor. The
motion information predictor may include only information
on the motion vector of the corresponding block or may
include information on the motion vector and the reference
picture index. When the motion information predictor
includes only the information on the motion vector of the
corresponding block, the video encoder may separately trans-
mit the information of the reference picture necessary for the
prediction to the video decoder.

[0261] The video encoder may derive a residual of the
current texture block on the basis of the motion information
predictor (S1730). When the skip mode or the merge mode is
used for the inter prediction or the inter-view prediction, the
motion information predictor may include the reference pic-
ture index as well as the motion vector. In this case, the video
encoder may construct a predicted block on the basis of the
pixel values of the block indicated by the motion information
predictor and may derive the residual of the current texture
block. In the skip mode, the video encoder may not generate
a residual or may not transmit a residual. When the MVP is
used for the inter prediction or the inter-view prediction, the
motion information predictor to be used for the prediction
may include the motion vector predictor, that is, the MVP
information and the reference picture index may be sepa-
rately determined. In this case, the video encoder may con-
struct the predicted block of the current texture block on the
basis of the motion information predictor and the reference
picture index and may derive the residual of the current tex-
ture block.
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[0262] FIG. 18 is a flowchart schematically illustrating an
example of a method of performing a prediction process on a
depth picture using motion information of a texture picture as
a method of determining motion information of a depth pic-
ture and performing a prediction process using the motion
information in the video encoder.

[0263] Referring to FIG. 18, when the motion information
of a texture picture is used, the video encoder determines a
block of the texture picture corresponding to a current depth
block (S1810). The video encoder may determine the motion
information of the current depth picture using the motion
information of the texture picture. In this case, the video
encoder determines a block of a texture picture to be referred
to by the current depth block. The block of the texture picture
corresponding to the current depth picture may be a block of
a texture picture of the same view and the same POC as the
current depth picture. The corresponding block of the texture
picture may be a co-located block of the current depth block
in a texture picture of the same view and the same POC as the
depth picture. The corresponding block in the texture picture
may be a block including a pixel corresponding to a pixel
specifying the current depth block in the texture picture of the
same view and the same POC as the depth picture.

[0264] The video encoder may derive the motion informa-
tion of the current depth block on the basis of the motion
information of the texture picture (S1820). The motion infor-
mation of the current depth block may be determined on the
basis of the motion information of the corresponding texture
block. The motion information of the current depth block may
be determined using the motion information of the corre-
sponding texture block and the motion information of neigh-
boring blocks of the corresponding texture block. At this time,
the method of determining the motion information of the
current depth block on the basis of the motion information of
the texture picture is the same as described with reference to
FIG. 15.

[0265] The video encoder may determine the offset of the
current depth block (S1830). As described above, when the
depth picture uses the motion information of the texture pic-
ture, a difference in depth may occur between an object in a
block referred to by the texture picture and the object in the
current depth block. The video encoder may determine the
DC offset value in consideration of the difference in depth.
The error of the reconstructed pixel values due to the differ-
ence in depth may be compensated for using the DC offset.

[0266] The video encoder reconstructs the current depth
block (S1840). The video encoder may reconstruct the cur-
rent depth block using the texture picture. When the skip
mode or the merge mode is used, the motion information f the
current depth block acquired from the motion information of
the texture picture may include a reference picture (reference
depth picture) index as well as the motion vector. The video
encoder may construct a predicted block on the basis of the
pixel values of the depth block indicated by the motion infor-
mation of the current depth block acquired from the motion
information of the texture picture and may derive the residual
of'the current depth block. When the MVP is used for the inter
prediction or the inter-view prediction, the motion informa-
tion may include the motion vector predictor, that is, the MVP
information, and the reference picture index may be sepa-
rately determined. In this case, the video encoder may con-
struct a predicted block of the current depth block on the basis
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of'the motion information predictor and the reference picture
(reference depth picture) index and may derive the residual of
the current depth block.

[0267] The video encoder may use the depth block (depth
picture) reconstructed on the basis of the residual and the
predicted block for predicting a depth block to be encoded
later. The video encoder may encode information on the
residual of the current depth block and the information on the
prediction and may transmit the encoded information to the
video decoder.

[0268] On the other hand, it is described above with refer-
ence to FIGS. 16 and 18 that the current depth block is
reconstructed using the motion information f the texture pic-
ture, but the current depth block may be encoded using the
motion information of another depth picture as described
with reference to Table 4. The video encoder may transmit
information indicating whether to use the motion information
of'the texture picture as shown in Table 4 to the video decoder.
[0269] FIG. 19 is a flowchart schematically illustrating a
method of decoding a 3D video reusing the motion informa-
tion according to the present invention.

[0270] Referring to FIG. 19, the video decoder receives
information (bitstream) from the video encoder S(1910). The
received information (bitstream) includes parameters and the
like necessary for the decoding in addition to the picture
information including the residual. The video decoder may
acquire necessary information through the entropy decoding.
[0271] The received information may include the informa-
tion described with reference to Tables 1 to 4. For example,
the received information may include information (for
example, inter_view_motion_info_flag) indicating whether
to use the motion information of a reference picture belong-
ing to a different view when the inter-view prediction is
performed, information (for example, inter_view_motion_
reuse_dir) indicating in what direction to refer to a view when
the motion information of a reference picture belonging to a
different view is used, and information (for example, global_
disparity_vector_x and global_disparity_vector_y) on the
GDV value indicating the position of a reference block. When
the GDV is set for each area of the current picture, the
received information may include information (for example,
num_gdv) indicating the number of GDVs defined in the
current picture, information (split_flag) on the areas of which
the GDV is defined, and GDV information (gdv_id) in the
current area. Here, information on the largest depth (for
example, max_gdv_qtree_depth) of partitioning of the areas
of which the GDV is defined and information (for example,
max_gdv_unit_size_log_scale) on the largest size of the
areas may be received together or separately.

[0272] The received information may include information
(for example, reuse_type) indicating whether to derive the
motion information of the depth picture on the basis of the
motion information of a texture picture and information (for
example, DC_offset) on the offset values for compensating
for the reconstructed pixel values when the motion informa-
tion of the depth picture is derived on the basis of the motion
information of the texture picture.

[0273] The positions of the information pieces in the trans-
mitted (received) bitstream are the same as described with
reference to Tables 1 to 4.

[0274] The video decoder may derive the motion informa-
tion of the texture picture on the basis of the received infor-
mation (S1920). The video decoder may derive the motion
information of the current block on the basis of the motion
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information of the corresponding block in another view when
the received information indicates reuse of the motion infor-
mation in the inter-view prediction. For example, when the
merge mode or the skip mode is used in the inter-view pre-
diction, the video decoder may use the motion information of
the corresponding block in another view as the motion infor-
mation of the current texture block. At this time, the motion
information includes a motion vector and a reference picture
index. When the MVP is used in the inter-view prediction, the
video decoder may derive the motion vector of the current
block by using the motion vector of the corresponding block
in another block as a predictor and adding the motion vector
to a motion vector difference value. In this case, the reference
picture index and the motion vector difference value may be
transmitted from the video encoder.

[0275] The video decoder may derive the motion informa-
tion of the depth picture (S1930). The video decoder may
derive the motion information of the current depth block
reusing the motion information of the texture picture and may
derive the motion information of the current depth block on
the basis of the motion information of another texture picture.
Whether to reuse the motion information of the texture pic-
ture may be indicated by the information transmitted from the
video encoder.

[0276] Thevideo decoder may reconstruct a texture picture
(texture block) using the derived motion information. For
example, when the skip mode or the merge mode is used in the
inter prediction or the inter-view prediction, the derived
motion information may include a reference picture index in
addition to a motion vector. The video decoder may construct
a predicted block on the basis of the pixel values of the block
indicated by the motion information. The video decoder may
reconstruct a current texture block by adding the residual of
the current texture block to the predicted block. When the skip
mode is used, the residual may not be transmitted and the
video decoder may use the predicted block as the recon-
structed block. When the MVP is used in the inter prediction
or the inter-view prediction, the reference picture index may
be separately transmitted. The video decoder may construct a
predicted block of the current texture block on the basis of the
motion information and the reference picture index and may
reconstruct the current texture block by addition to the
residual.

[0277] The video decoder may reconstruct a depth picture
(depth block) using the derived motion information. When
the skip mode or the merge mode is used in the inter predic-
tion or the inter-view prediction, the motion information may
include a reference picture (reference depth picture) index in
addition to a motion vector. The video decoder may construct
apredicted block ofthe current depth block on the basis of the
pixel values of the block indicated by the motion information
and may construct a reconstructed block by adding the
residual to the predicted block. When the skip mode is used,
the video decoder may use the predicted block as the recon-
structed block. When the MVP is used in the inter prediction
or the inter-view prediction, the reference picture (reference
depth picture) index may be separately transmitted. The video
decoder may construct a predicted block of the current depth
block on the basis of the motion information and the reference
picture (reference depth picture) index and may construct the
reconstructed block by addition to the residual.

[0278] It has been described above for the compose of
convenience of explanation that the video decoder performs
the steps of FIG. 19, but a part or all of the steps of FIG. 19

Oct. 2,2014

may be performed by a predetermined module of the video
decoder. For example, steps S1920 and S1930 may be per-
formed by the prediction module of the video decoder.
[0279] FIG. 20 is a diagram schematically illustrating an
example of a method of deriving motion information of a
texture picture in the video decoder according to the present
invention.

[0280] Referring to FIG. 20, the video decoder derives
information necessary for prediction from the information
received from the video encoder (S2010). The information
necessary for prediction may be received from the video
encoder through the use of a bitstream. The received infor-
mation may include the information described with reference
to Tables 1 to 3. For example, the received information may
include information (for example, inter_view_motion_info_
flag) indicating whether to use the motion information of a
reference picture belonging to a different view when the
inter-view prediction is performed, information (reference
view direction information) indicating in what direction to
refer to a view when the motion information of a reference
picture belonging to a different view is used, and information
onthe GDV value indicating the position of a reference block.
When the GDV is set for each area of the current picture, the
received information may include information indicating the
number of GDVs defined in the current picture and split
information on the areas of which the GDV is defined.
[0281] The video decoder may derive the motion informa-
tion of the texture picture (S2020). When the inter-view pre-
diction is performed, the video decoder may use pictures of
the same POC in the view referred to by the current view out
of views in the direction indicated by the reference view
direction information (for example, inter_view_motion_re-
use_dir) transmitted from the video encoder as a reference
picture. At this time, a reference block of the reference picture
may be indicated by the GDV information (for example,
global_disparity_vector_x and global_disparity_vector_y or
gdv_id).

[0282] When the skip mode or the merge mode is used, the
motion information of the reference block may be used as the
motion information of the current texture block. In this case,
the motion information includes a motion vector and a refer-
ence picture index.

[0283] When the MVP is used, the video decoder may use
the motion vector of the reference block as the motion vector
predictor of the current texture block and may create the
motion vector of the current texture block by adding the
motion vector difference received from the video encoder
thereto. In this case, the reference picture index may be trans-
mitted from the video encoder.

[0284] FIG. 21 is a diagram schematically illustrating an
example of a method of deriving motion information of a
depth video in the video decoder according to the present
invention.

[0285] Referring to FIG. 21, the video decoder derives
motion information of a texture block corresponding to a
current depth block (S2110). The method of deriving the
motion information of the texture block is the same as
described above with reference to FIG. 20.

[0286] The video decoder derives motion information of
the current depth block (S2120). When the information
received from the video encoder indicates that the motion
information of the texture picture is used (for example, reuse_
type=1), the video decoder derives the motion information of
the current depth picture on the basis of the motion informa-
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tion of the corresponding texture block. The method of deriv-
ing the motion information of the current depth block on the
basis of the motion information of the texture block is the
same as described above with reference to FIG. 15.

[0287] When the information received from the video
encoder indicates that the motion information of the texture
picture is not used (for example, reuse_type=0), the video
decoder may derive the motion information of the current
depth block with reference to another depth picture in the
same view.

[0288] The video decoder may reconstruct a depth picture
(depth block) using the derived motion information. For
example, when the skip mode or the merge mode is used in the
inter prediction or the inter-view prediction, the derived
motion information may include a reference picture (refer-
ence depth picture) index in addition to a motion vector. The
video decoder may construct a predicted block on the basis of
the pixel values of the block indicated by the motion infor-
mation. The video decoder may reconstruct a current texture
block by adding the residual of the current depth block to the
predicted block. When the skip mode is used, the residual
may not be transmitted and the video decoder may use the
predicted block as the reconstructed block. When the MVP is
used in the inter prediction or the inter-view prediction, the
reference picture index may be separately transmitted. The
video decoder may construct a predicted block of the current
depth block on the basis of the motion information and the
reference picture index and may reconstruct the current depth
block by addition to the residual.

[0289] On the other hand, the video decoder may recon-
struct the current depth block using the offset value when the
current depth block is reconstructed using the motion infor-
mation of a texture picture (for example, reuse_type=1) and
the value of DC_offset is transmitted from the video encoder.
[0290] FIGS. 16 to 21 schematically illustrate the methods
according to the present invention for the purpose of facili-
tating understanding of the above-mentioned details of the
present invention. It should be noted that this does not exclude
details not illustrated in FIGS. 16 to 21 out of the above-
mentioned details of the present invention

[0291] In this description, a “video” and a “picture” are
mixed, which does not mean that the “video” and the “pic-
ture” are conceptually distinguished from each other. The
“video” in this description is a concept including the “pic-
ture” and may mean a “picture” depending on technical
details.

[0292] In this description, a “depth video”, a “depth pic-
ture”, and a “depth map” are mixed, which does not mean that
the “depth video”, the “depth picture”, and the “depth map”
are conceptually distinguished from each other. In this
description, it should be noted that the “depth video”, the
“depth picture”, and the “depth map” may be used as the same
a concept.

[0293] In this description, an expression, “a depth video
uses motion information of a texture video”, means that the
motion information of a current depth block in a depth video
is determined on the basis of motion information (pieces) of
the corresponding texture block(s) and includes using the
motion information of the texture block as motion informa-
tion of a depth block or deriving the motion information of the
depth block using the motion information of the texture
blocks.

[0294] While the methods in the above-mentioned embodi-
ments have been described on the basis of the flowcharts as a
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series of steps or blocks, the invention is not limited to the
order of the steps and a certain step may be performed in an
order other than described above or at the same time as
described above. The above-mentioned embodiments include
various examples. Therefore, the invention includes all sub-
stitutions, corrections, and modifications belonging to the
appended claims.

1. A video encoding method, the method comprising:

determining motion information of a current block; and

transmitting information for deriving the motion informa-
tion,

wherein in the step of determining the motion information

of the current block, the motion information of the cur-
rent block is determined by reusing motion information
of a reference block.

2. The method of claim 1, wherein the current block is a
block of a texture picture and the reference block is a block in
a reference view.

3. The method of claim 2, wherein the information for
deriving the motion information includes at least one of infor-
mation indicating that the motion information of the refer-
ence block is reused, information indicating a direction of the
reference view, and information indicating a global disparity
vector (GDV) of the reference block.

4. The method of claim 2, wherein the GDV of the refer-
ence block is determined for each area in a picture to which
the current block belongs, and

wherein the area of which the GDV is determined has a

quad tree structure.

5. The method of claim 4, wherein the information for
deriving the motion information includes largest depth infor-
mation and largest size information of the quad tree structure,
and

wherein GDV information is transmitted when the area of

which the GDV is determined is an area having the
largest depth.

6. The method of claim 4, wherein the information for
deriving the motion information includes information indi-
cating whether to split the quad tree structure, and

wherein GDV information is transmitted when the area of

which the GDV is determined is not split.

7. The method of claim 1, wherein the current block is a
block of a depth picture, and

wherein the reference block is a block of a texture picture

in the same view.

8. The method of claim 7, wherein the motion information
of'the current block is determined on the basis of the motion
information of the reference block and motion information of
neighboring blocks of the reference block when the current
block is larger than the reference block.

9. The method of claim 7, wherein the motion information
of the current block is determined on the basis of motion
information of sub blocks of the reference block when the
current block is smaller than the reference block.

10. The method of claim 7, wherein the information for
deriving the motion information includes offset information
for compensating for a depth value of the current block recon-
structed on the basis of the motion information of the refer-
ence block.

11. A video decoding method, the method comprising:

receiving information for deriving motion information of a

current block; and
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deriving the motion information of the current block on the
basis of the received information for deriving the motion
information,

wherein in the step of determining the motion information

of the current block, the motion information of the cur-
rent block is determined by reusing motion information
of a reference block.

12. The method of claim 11, wherein the current block is a
block of a texture picture, and

wherein a block in a reference view is set as the reference

block when the information for deriving the motion
information includes information indicating that the
motion information of the current block is derived by
reusing motion information of a block in another view.

13. The method of claim 12, wherein the information for
deriving the motion information includes information indi-
cating a direction of the reference view and/or information
indicating a global disparity vector (GDV) of the reference
block.

14. The method of claim 12, wherein the information for
deriving the motion information includes a global disparity
vector (GDV) of the reference block, and

wherein the value of the GDV is determined for each area

in a picture to which the current block belongs.

15. The method of claim 14, wherein the area of which the
GDV value is specified has a quad tree structure, and

wherein the information for deriving the motion informa-

tion includes

information indicating a largest depth of the quad tree
structure; and

information indicating the GDV value when the current
block is a GDV setting area having the largest depth.
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16. The method of claim 14, wherein the area of which the
GDV value is specified has a quad tree structure, and

wherein the information for deriving the motion informa-

tion includes

information indicating whether to split the GDV setting
area; and

information indicating the GDV value when a GDV
setting area to which the current block is not split.

17. The method of claim 11, wherein the current block is a
block of a depth picture, and

wherein a block of a texture picture in the same view as the

depth picture is set as the reference block when the
information for deriving the motion information
includes information indicating that the motion infor-
mation of the current block is derived by reusing the
motion information of the block of the texture picture.

18. The method of claim 17, wherein the motion informa-
tion of the current block is determined on the basis of the
motion information of the reference block and motion infor-
mation of neighboring blocks of the reference block when the
current block is larger than the reference block.

19. The method of claim 17, wherein the motion informa-
tion of the current block is determined on the basis of motion
information of sub blocks of the reference block when the
current block is smaller than the reference block.

20. The method of claim 17, wherein the information for
deriving the motion information includes offset information
for compensating for a depth value of the current block recon-
structed on the basis of the motion information of the refer-
ence block.



