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(57) ABSTRACT

An anomaly detection device is provided with a learning
unit that generates a detection model using a communication
log during normal operation of a communication apparatus
as learning data and an anomaly detection unit that detects
anomaly of the communication apparatus using the gener-
ated detection model. The anomaly detection device is
further provided with a data acquisition unit that acquires a
communication log (second communication log) generated
during a predetermined period later than a first communi-
cation log and a determination unit that instructs relearning
using the second communication log when there is differ-
ence information between the learning data (first communi-
cation log) of the current detection model and the second
communication log and when the number of pieces of
additional information (information on the additional flow)
or the number of pieces of deletion information (information
on the delete flow) included in the difference information
satisfies predetermined evaluation criteria.
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ABNORMALITY SENSING DEVICE AND
ABNORMALITY SENSING METHOD

Technical Field

[0001] The present invention relates to an anomaly detec-
tion device and an anomaly detection method.

Background Art

[0002] As methods for detecting anomaly caused by viral
infection or the like in apparatuses such as a PC, a signature
detection scheme that detects anomaly by matching a behav-
ior pattern of an apparatus and a known anomaly pattern and
an anomaly detection scheme that detects anomaly by
matching a behavior pattern of an apparatus and a behavior
pattern in a normal state have been conventionally proposed
and used (see Patent Literature 1).

[0003] The signature detection scheme has an anomaly
pattern defined in advance, and therefore while it is possible
to detect anomaly when the apparatus behavior pattern
matches the anomaly pattern, it is not possible to detect
anomaly caused, for example, by an unknown virus, for
which no anomaly pattern is defined in advance. On the
other hand, the anomaly detection scheme learns a normal
state using a machine learning technique as described in
Patent Literature 1 and detects all behavior patterns that do
not match the learned model as anomaly. The anomaly
detection scheme can therefore detect anomaly caused by an
unknown virus or the like. However, when the normal state
is changed due to changes in apparatus settings or the like,
behavior patterns that do not match past models are detected
as anomaly by the anomaly detection scheme.

[0004] Here, since the related art (e.g., see Patent Litera-
ture 1) defines a behavior of an apparatus in a normal state
used for the anomaly detection scheme based on past
observation values, it is necessary to relearn the behavior in
a normal state to follow the changes in the normal state
caused by changes in apparatus settings or the like.

CITATION LIST

Patent Literature

[0005] Patent Literature 1: Japanese Patent Laid-Open No.
2004-312064

SUMMARY OF THE INVENTION

Technical Problem

[0006] Here, in an environment that cannot afford addi-
tional computation cost, it is not possible to frequently
relearn a behavior of an apparatus in a normal state, and as
a result, there is a concern that security may deteriorate.
Therefore, in an environment that cannot afford additional
computation cost, it is necessary to relearn the behavior in
the normal state at appropriate timing. It is therefore an
object of the present invention to solve the above problem
and relearn a behavior of an apparatus in a normal state at
appropriate timing.

Means for Solving the Problem

[0007] In order to solve the above problem, the present
invention includes a learning unit that generates a detection
model for detecting anomaly of a communication apparatus
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using a communication log during normal operation of the
communication apparatus as learning data, an anomaly
detection unit that detects anomaly of the communication
apparatus using the generated detection model and the
communication log of the communication apparatus, a data
acquisition unit that acquires a second communication log,
which is a communication log generated during a predeter-
mined period after a first communication log, which is the
communication log used to generate the detection model, an
additional information identification unit that identifies a
communication log of the second communication log in
which the detection model detects anomaly as additional
information of the first communication log, a deletion infor-
mation identification unit that identifies deletion information
obtained by removing the additional information of the first
communication log from difference information between the
first communication log and the second communication log,
and a determination unit that instructs the learning unit to
generate a detection model using the second communication
log as the learning data when the additional information or
deletion information of the first communication log is pres-
ent if the number of pieces of the additional information or
the number of pieces of deletion information satisfies pre-
determined evaluation criteria.

Effects of the Invention

[0008] According to the present invention, it is possible to
relearn a behavior of an apparatus in a normal state at
appropriate timing.

BRIEF DESCRIPTION OF DRAWINGS

[0009] FIG. 1 is a diagram illustrating a configuration
example of a system.

[0010] FIG. 2 is a diagram for describing additional infor-
mation and deletion information according to the present
embodiment.

[0011] FIG. 3 is a diagram for describing difference infor-
mation between pre-update learning data set and latest
learning data set, additional information and deletion infor-
mation.

[0012] FIG. 4 is a flowchart illustrating an example of a
processing procedure of the anomaly detection device in
FIG. 1.

[0013] FIG. 5 is a diagram illustrating an example of a
computer that executes an anomaly detection program.

DESCRIPTION OF EMBODIMENT

[0014] Hereinafter, an embodiment for implementing the
present invention will be described with reference to the
accompanying drawings. The present invention is not lim-
ited to the present embodiment.

Configuration and Overview

[0015] First, a configuration example of a system includ-
ing an anomaly detection device of the present embodiment
will be described using FIG. 1, As shown, for example, in
FIG. 1, the system is provided with a communication
apparatus 10, a gateway device 20 and an anomaly detection
device 30. The communication apparatus 10 and the gate-
way device 20 are connected together via a LAN (local area
network) or the like. The gateway device 20 and the anomaly
detection device 30 are connected together via a network
such as the Internet.
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[0016] The communication apparatus 10 is a communica-
tion apparatus, which is a target of anomaly detection in the
present system. The communication apparatus 10 is, for
example, a PC. The gateway device 20 is a device that
connects the communication apparatus 10 to an external
device via a network such as the Internet or to another
communication apparatus 10 within the same LLAN. The
gateway device 20 acquires information indicating a behav-
ior of the communication apparatus 10. Information indi-
cating a behavior of the communication apparatus 10
includes information on network flows transmitted/received
by the respective communication apparatuses 10, commu-
nication feature values of the network flows and operation
logs of the respective communication apparatuses 10 or the
like.

[0017] Note that examples of information on a network
flow (network flow information) include a source IP (interact
protocol) address of the network flow, a source MAC (media
access control) address, a destination IP address, a destina-
tion MAC address, a communication port number, the
number of reception packets, the number of transmission
packets, a communication payload. Examples of the com-
munication feature value include a source IP address of the
network flow, a source MAC address, a destination IP
address, a destination MAC address, an average value of the
total number of reception packets, a variance of the total
number of transmission packets. Examples of the operation
log include an ID of a process executed by the communi-
cation apparatus 10, a start time at which the process is
executed.

[0018] The anomaly detection device 30 learns informa-
tion indicating a behavior of each communication apparatus
10 in a normal state acquired from the gateway device 20.
Thus, the anomaly detection device 30 detects abnormalities
such as unauthorized access to each communication appa-
ratus 10 or viral infection. The anomaly detection device 30
generates an anomaly detection type detection model using
network flow information of each communication apparatus
10 in a normal state, a communication feature value of the
network flow, an operation log of each communication
apparatus or the like (which are collectively called “com-
munication log”) as learning data. The anomaly detection
device 30 performs anomaly detection type anomaly detec-
tion using the generated detection model and the network
flow information, the communication feature value, the
operation log and the like of the communication apparatus
10, which is a detection target.

[0019] Here, the anomaly detection device 30 follows
changes in a normal state caused by setting changes or the
like of each communication apparatus 10. Therefore, the
anomaly detection device 30 relearns communication logs of
each communication apparatus 10 in the normal state and
updates the detection model using the relearning result.

[0020] For example, the anomaly detection device 30
acquires a communication log (learning data set B) of each
communication apparatus 10 generated after a communica-
tion log (learning data set A) used to generate the current
detection model A. Here, when the difference information
between the acquired learning data set B and the learning
data set A satisfies predetermined evaluation criteria, the
anomaly detection device 30 performs relearning using the
learning data set B. In this way, the anomaly detection
device 30 can relearn the behavior of the communication
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apparatus 10 in the normal state at appropriate timing even
in an environment that cannot afford additional computation
cost.

Anomaly Detection Device

[0021] The anomaly detection device 30 will continue to
be described in detail using FIG. 1. The anomaly detection
device 30 is provided with a learning unit 31, an anomaly
detection unit 32 and a relearning execution determination
unit 33.

[0022] The learning unit 31 generates a detection model to
detect anomaly of the communication apparatus 10 using a
communication log of the communication apparatus 10 in a
normal state as learning data. For example, when the learn-
ing unit 31 acquires a communication log of each commu-
nication apparatus 10 in a normal state from the gateway
device 20, the learning unit 31 generates a detection model
to detect anomaly of each communication apparatus 10
using the communication log as learning data.

[0023] When the learning using learning data is completed
and the detection model is generated, the learning unit 31
causes the anomaly detection unit 32 to start anomaly
detection (analysis for anomaly detection) using the detec-
tion model. The learning unit 31 saves the following three
items in the relearning execution determination unit 33. The
first one is identification information of the communication
apparatus 10 used for the learning, the second one is the
communication log (learning data set A) and the third one is
the detection model (detection model A) generated by learn-
ing of the communication log.

[0024] The anomaly detection unit 32 performs anomaly
detection type anomaly detection on the communication
apparatus 10 using the detection model generated by the
learning unit 31 and the communication log of the commu-
nication apparatus 10. For example, when the anomaly
detection unit 32 acquires the communication log of the
communication apparatus 10, which is the detection target,
from the gateway device 20, the anomaly detection unit 32
performs anomaly detection of the communication appara-
tus 10 using the detection model generated by the learning
unit 31.

[0025] The relearning execution determination unit 33
determines whether or not the learning unit 31 should
execute relearning of the communication log. The relearning
execution determination unit 33 is provided with a data
acquisition unit 330, an additional information identification
unit 331, a difference information identification unit 332, a
deletion information identification unit 333 and a determi-
nation unit 334.

[0026] Every predetermined period or when an instruction
is inputted from an administrator of the anomaly detection
device 30, the data acquisition unit 330 acquires a commu-
nication log (second communication log) for a predeter-
mined period from the point in time about the predetermined
communication apparatus 10 from the gateway device 20,
[0027] The additional information identification unit 331
identifies the communication log of the second communi-
cation log acquired by the data acquisition unit 330 in which
anomaly is detected by the detection model (detection model
A) currently used in the anomaly detection unit 32 as
additional information.

[0028] The difference information identification unit 332
compares the communication log (learning data set A) used
to generate the detection model A with the second commu-
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nication log (learning data set B) acquired by the data
acquisition unit 330 and determines the presence or absence
of the difference information.

[0029] For example, when the learning data sets A and B
to be compared are the network flow information or com-
munication feature values of the communication apparatus
10, the difference information identification unit 332 com-
pares S-tuple information (source/destination IP address,
source/destination MAC address and communication port
number) of the learning data sets A and B. For example,
when the learning data sets A and B are operation logs of the
communication apparatus 10, the difference information
identification unit 332 compares the IP address, MAC
address and communication port of the destination commu-
nication apparatus of the communication apparatus 10.
[0030] The deletion information identification unit 333
identifies deletion information obtained by removing the
additional information from the difference information
between the first communication log (learning data set A)
and the second communication log (learning data set B).
[0031] The additional information and the deletion infor-
mation will be described in detail with reference to FIG. 2.
[0032] For example, as shown in FIG. 2, a case will be
assumed where the learning data set A (network flow infor-
mation A-1, A-2, A-3, ... ) used to generate the pre-update
detection model (detection model A) and the latest learning
data set (learning data set B, network flow information B-1,
B-2, B-3, . . . ) are given. Each piece of network flow
information may include not only the 5-tuple information
but also non-5-tuple information the number of reception
packets, the number of transmission packets, payload) as
shown in FIG. 2.

[0033] In such a case, the additional information identifi-
cation unit 331 checks the presence or absence of anomaly
detection in the learning data set B using the pre-update
detection model (detection model A), and can thereby not
only know the presence or absence of an additional flow
(additional information) in the learning data set B but also
identify the additional flow (additional information) ((1)).
[0034] That is, the fact that anomaly has been detected in
the learning data set B using the detection model A means
that the learning data set B includes a communication log
(communication log of the additional flow) with the com-
munication destination, which is not found in the learning
data set A. Thus, if there is a communication log of the
learning data set B in which anomaly is detected using the
detection model A, the difference information identification
unit 332 identifies the communication log as additional
information.

[0035] Next, the difference information identification unit
332 checks a difference (difference information) between
both data sets using 5-tuple information of the learning data
set A and the learning data set B, and if difference informa-
tion is found, the deletion information identification unit 333
removes the additional flow (additional information) from
the difference information. This allows the deletion infor-
mation identification unit 333 not only to know the presence
or absence of a deletion flow (deletion information) but also
to identify the deletion flow (deletion information) ((2)).
[0036] That is, the fact that although there is a difference
(difference information) between the learning data set A and
the learning data set B, there is information (communication
log) other than the additional flow (additional information)
means that there is a communication destination not
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included in the learning data set B among the communica-
tion destinations included in the learning data set A. That is,
it means that there is a deletion flow. Therefore, if informa-
tion (communication log) other than the additional informa-
tion is found in the difference information between the
learning data set A and the learning data set B, the deletion
information identification unit 333 identifies the communi-
cation log as the deletion information.

[0037] Returning to FIG. 1, the determination unit 334
will be described. When there is difference information
between the first communication log (learning data set A)
and the second communication log (learning data set B), the
determination unit 334 instructs the learning unit 31 to
generate (to relearn) an anomaly detection model using the
second communication log (learning data set B) as the
learning data.

[0038] For example, when there is difference information
between the first communication log (learning data set A)
and the second communication log (learning data set B), if
the number of pieces of additional information or the
number of pieces of deletion information included in the
difference information satisfies predetermined evaluation
criteria, the determination unit 334 instructs the learning unit
31 to execute relearning using the second communication
log (learning data set B) as the learning data.

[0039] For example, (1) when the number of pieces of
additional information exceeds a predetermined threshold,
(2) when the number of pieces of deletion information
exceeds a predetermined threshold, or (3) when the total
number of pieces of additional information and deletion
information exceeds a predetermined threshold, the deter-
mination unit 334 instructs the learning unit 31 to execute
relearning.

[0040] Note that the thresholds used in (1) to (3) may be
determined by the user of the anomaly detection device 30
or may be determined by the anomaly detection device 30
based on past statistical values or the like.

[0041] When there is difference information between the
first communication log (learning data set A) and the second
communication log (learning data set B), if evaluation
criteria described by any one of (1) to (3) or a combination
of (1) to (3) is satisfied, the determination unit 334 may
instruct the learning unit 31 to execute relearning. Note that
the user of the anomaly detection device 30 can set as
appropriate what evaluation criteria should be used by the
determination unit 334 in making a determination.

[0042] When the relearning by the learning unit 31 is
completed and a new detection model (detection model B)
is generated, the learning unit 31 causes the anomaly detec-
tion unit 32 to start anomaly detection (analysis for anomaly
detection) using the detection model B. The learning unit 31
overwrites and saves the identification information of the
communication apparatus 10 used for relearning, the com-
munication log (learning data set B) and the detection model
(detection model B) generated by learning the communica-
tion log into the relearning execution determination unit 33.
[0043] Note that a relationship between the pre-update
learning data set (learning data set A) and the latest learning
data set (learning data set B) can be assumed to be patterns
1to 4 shown in FIG. 3. That is, it is possible to assume a case
where all the latest learning data set is included in the
pre-update learning data set as in pattern 1, a case where part
of the pre-update learning data set is included in part of the
latest learning data set as in pattern 2, a case where all the
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pre-update learning data set is included in the latest learning
data set as in pattern 3 and a case where the pre-update
learning data set is completely different from the latest
learning data set as in pattern 4.

[0044] Note that hatched areas in patterns 1 to 4 in FIG. 3
represent difference information between the pre-update
learning data set and the latest learning data set in the
respective patterns. In the case of pattern 1, the difference
information does not include additional information but does
include deletion information. In the cases of patterns 2 and
4, the difference information includes both additional infor-
mation and deletion information

[0045] In the cases of pattern 3, the difference information
includes additional information, but does not include dele-
tion information. Thus, in the case of pattern 1, the learning
unit 31 can generate a detection model with few overlooked
abnormalities by learning the latest learning data set. In the
cases of patterns 2 and 4, the learning unit 31 can generate
a detection model with few overlooked abnormalities and
few erroneous detections by learning the latest learning data
set. In the case of pattern 3, the learning unit 31 can generate
a detection model with few erroneous detections by teaming
the latest learning data set.

[0046] In the anomaly detection device 30, the determi-
nation unit 334 makes a determination whether or not to
execute relearning according to evaluation criteria using
additional information or deletion information (or combina-
tion of these pieces of information). This allows the anomaly
detection device 30 to instruct the learning unit 31 to execute
relearning at appropriate timing in any one of the above
patterns.

[0047] The above examples are given below. (1) When the
number of pieces of additional information exceeds a pre-
determined value, the determination unit 334 instructs the
learning unit 31 to perform relearning, and can thereby
realize relearning using the latest learning data set in pattern
2, 3 or 4. As a result, the learning unit 31 can generate a
detection model with few erroneous detections. (2) When
the number of pieces of deletion information exceeds a
predetermined value, the determination unit 334 instructs
the learning unit 31 to perform relearning, and can thereby
realize relearning using the latest learning data set in pattern
1, 2 or 4. As a result, the learning unit 31 can generate a
detection model with few overlooked abnormalities. (3)
When the total number of pieces of additional information
and deletion information exceeds a predetermined value, the
determination unit 334 instructs the learning unit 31 to
perform relearning, and can thereby realize relearning using
the latest learning data set in pattern 2 or 4. As a result, the
learning unit 31 can generate a detection model with few
erroneous detections and few overlooked abnormalities.

Processing Procedure

[0048] Next, a processing procedure of the anomaly detec-
tion device 30 will be described using FIG. 4. The process-
ing of the anomaly detection device 30 can be divided into
the following two phases. The first phase is an initial
learning phase of generating an initial detection model and
the second phase is an operation phase of updating a
detection model by relearning, Description will start with
the initial learning phase.

Initial Learning Phase

[0049] First, the learning unit 31 learns normal operation
(learning data set A) of the communication apparatus 10 and
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generates a detection model A (S1). The learning unit 31
then saves the learning data set A and the detection model A
in the relearning execution determination unit 33 (S2). The
learning unit 31 causes the anomaly detection unit 32 to start
analysis operation of anomaly detection using the detection
model (S3).

Operation Phase

[0050] Next, an operation phase will be described. After
S3, the data acquisition unit 330 acquires a communication
log (learning data set B) after learning data set A (S11), After
that, the additional information identification unit 331
checks the presence or absence of additional information
using the detection model A and the learning data set B
(S12). That is, the additional information identification unit
331 checks whether or not the learning data set B includes
a communication log in which anomaly is detected using the
detection model A. If the communication log is found, the
additional information identification unit 331 identifies the
communication log as additional information. After that, the
deletion information identification unit 333 checks the pres-
ence or absence of deletion information using the learning
data set A, the learning data set B and the additional
information (S13). That is, first, the difference information
identification unit 332 checks the presence or absence of a
difference between the learning data set A and the learning
data set B. If there is a difference, the deletion information
identification unit 332 identifies a communication log of the
difference as difference information. The deletion informa-
tion identification unit 333 checks whether or not the dif-
ference information includes a communication log other
than the additional information identified in S12. If the
communication log is found, the deletion information iden-
tification unit 333 identifies the communication log as
deletion information.

[0051] After S13, when there is additional information or
deletion information (that is, there is difference information)
(Yes in S14), and the number of pieces of additional infor-
mation or the number of pieces of deletion information
satisfies predetermined evaluation criteria (e.g., (1) to (3)
described above) (Yes in S15). the determination unit 334
instructs the learning unit 31 to relearn the normal operation
and generate the detection model B (S16). That is, the
determination unit 334 instructs the learning unit 31 to learn
the learning data set B and generate the detection model B.
In this way, the learning unit 31 generates the detection
model B. After that, the learning unit 31 overwrite the
learning data set A of the relearning execution determination
unit 33 with the learning data set B and overwrites the
detection model A with the detection model B (S17). The
learning unit 31 causes the anomaly detection unit 32 to start
analysis operation of anomaly detection using the detection
model (detection model B) overwritten in S17 (S18). After
that, the process of the anomaly detection device 30 returns
to S11.

[0052] Note that when the determination unit 334 deter-
mines that there is neither additional information nor dele-
tion information (that is, there is no difference information)
(No in S14), the process of the anomaly detection device 30
returns to S11. When the determination unit 334 determines
that the number of pieces of additional information or the
number of pieces of deletion information does not satisfy
predetermined evaluation criteria (e.g., (1) to (3) described
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above) (No in S15), the process of the anomaly detection
device 30 also returns to S11.

[0053] Thus, the anomaly detection device 30 determines
whether or not to execute relearning based on the evaluation
criteria using the number of pieces of additional information
or the number of pieces of deletion information in the
learning data set. That is, the anomaly detection device 30
determines whether or not to execute relearning based on the
number of additional flows or the number of deletion flows
after generating the current detection model. As a result, the
anomaly detection device 30 can execute relearning at
appropriate timing.

[0054] Note that although it has been assumed that the
anomaly detection device 30 determines whether or not to
execute relearning based on the evaluation criteria using the
number of pieces of additional information or the number of
pieces of deletion information in the learning data set, the
present invention is not limited to this. For example, the
anomaly detection device 30 may determine to execute
relearning when there is difference information regardless of
the presence or absence of additional information or deletion
information in the learning data set.

Program

[0055] The functions of the anomaly detection device 30
described in the above embodiment can be implemented by
installing a program for implementing such functions in a
desired information processing device (computer). For
example, by causing an information processing device to
execute the above program provided as package software or
on-line software, it is possible to cause the information
processing device to function as the anomaly detection
device 30. Examples of the information processing device
referred to here include a desktop type or notebook type
personal computer. In addition, the category of the informa-
tion processing device includes mobile communication ter-
minals such as smartphones, mobile phone sets, and MS
(personal handyphone system) or PDA (personal digital
assistant). Moreover, the anomaly detection device 30 may
be implemented on a cloud server.

[0056] An example of the computer that executes the
above program (management program) will be described
using FIG. 5. As shown in FIG. 5, a computer 1000 includes,
for example, a memory 1010, a CPU 1020, a hard disk drive
interface 1030, a disk drive interface 1040, a serial port
interface 1050, a video adapter 1060 and a network interface
1070. These components are connected by a bus 1080.
[0057] The memory 1010 includes a ROM (read only
memory) 1011 and a RAM (random access memory) 1012.
The ROM 1011 stores, for example, a boot program such as
BIOS (basic input output system). The hard disk drive
interface 1030 is connected to a hard disk drive 1090. The
disk drive interface 1040 is connected to a disk drive 1100.
A removable storage medium such as a magnetic disk or an
optical disk is inserted into the disk drive 1100. For example,
a mouse 1110 and a keyboard 1120 are connected to the
serial port interface 1050. For example, a display 1130 is
connected to the video adapter 1060.

[0058] Here, as shown in FIG. 5, the hard disk drive 1090
stores, for example, an OS 1091, an application program
1092, a program module 1093 and program data 1094.
[0059] Various kinds of data and information described in
the above embodiment are stored, for example, in the hard
disk drive 1090 and the memory 1010.
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[0060] The CPU 1020 reads the program module 1093 and
the program data 1094 stored in the hard disk drive 1090 into
the RAM 1012 as needed and executes the respective
aforementioned procedures.

[0061] Note that program module 1093 and the program
data 1094 associated with the above management program
are not only stored in the hard disk drive 1090, but those
programs may be stored in a removable storage medium and
may be read by the CPU 1020 via the disk drive 1100 or the
like. Alternatively, the program module 1093 and the pro-
gram data 1094 associated with the above program may be
stored in other computers connected via a network such as
a LAN (local area network) or a WAN (wide area network)
and read by the CPU 1020 via the network interface 1070.

REFERENCE SIGNS LIST

[0062] 10 communication apparatus

[0063] 20 gateway device

[0064] 30 anomaly detection device

[0065] 31 learning unit

[0066] 32 anomaly detection unit

[0067] 33 relearning execution determination unit
[0068] 330 data acquisition unit

[0069] 331 additional information identification unit
[0070] 332 difference information identification unit
[0071] 333 deletion information identification unit
[0072] 334 determination unit

1. An anomaly detection device comprising:
a memory; and
a processor coupled to the memory and programmed to
execute a process comprising:
generating a detection model for detecting anomaly of
a communication apparatus using a communication
log during normal operation of the communication
apparatus as learning data;

detecting anomaly of the communication apparatus
using the generated detection model and the com-
munication log of the communication apparatus;

acquiring a second communication log, which is a
communication log generated during a predeter-
mined period after a first communication log, which
is the communication log used to generate the detec-
tion model; and

instructing to generate a detection model using the
second communication log as learning data when
there is difference information between the first
communication log and second information log.

2. (canceled)

3. The anomaly detection device according to claim 1,
wherein the communication log of the communication appa-
ratus comprises at least one of information on network flows
transmitted/received by the communication apparatus, com-
munication feature values of the network flows and opera-
tion logs of the communication apparatus.

4. An anomaly detection method executed by an anomaly
detection device that detects anomaly of a communication
apparatus, the method comprising:

a step of generating a detection model that detects
anomaly of the communication apparatus using a com-
munication log during normal operation of the com-
munication apparatus as learning data;

a step of detecting anomaly of the communication appa-
ratus using the generated detection model and a com-
munication log of the communication apparatus;
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a step of acquiring a second communication log, which is
a communication log generated during a predetermined
period later than a first communication log, which is the
communication log used to generate the detection
model; and

a step of instructing a learning unit that generates the
detection model to generate a detection model using the
second communication log as learning data when there
is difference information between the first communi-
cation log and the second communication log.
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