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(57) ABSTRACT

An electronic device detects a first increase in a character-
istic intensity of a contact on a touch-sensitive surface, and
in response the device produces a first tactile output that has
a first tactile output profile. The first tactile output profile
includes an output parameter that varies in accordance with
a proximity of the characteristic intensity of the contact to
meeting a first intensity criteria. While producing the tactile
output that has the first tactile output profile, the device
detects a second increase in the characteristic intensity of the
contact. In response to detecting the second increase in the
characteristic intensity, in accordance with a determination
that the characteristic intensity meets the first intensity
criteria, the device produces a second tactile output that has
a second tactile output profile that is different from the first
tactile output profile.
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£00

602
Display a user interfacs that includes a first adjusiable control and a second
adiustable control

:

£04
Datect movemant of a first contact across g louch-sensitive surface in a drag
gesture

in accordance with a determination that the drag gesture is performed while a focus
selector is at a iocation that corresponds to the first adjustable control:
adjust the first adjustable coniral In accordance with the movement of the first
cantact in the drag gesture; and output, with the one or more tactife output
generators, a first plurality of tactile autputs, wherein: a respective tactife nutput, in
the first plurality of tactile outputs, is triggered based on progress adjusting the first
adjustable control; and the first plurality of tactile ocutputs have a first distribution of
tactite cutputs as the first adjustable controf is adjusted

;

808
in accordance with a determination thal the drag gestura is parformed while the
focus selactor is at a location that corresponds 1o the second adjustable cantrol:
adiust the second adjusiable control in acoordanca with the movement of the first
contact in the drag gesture; and output, with one or more tactile output generators,
2 second plurality of {actile oulpuls, wherein: a respective tactile oulput, in the
second pluratity of tactile outputs, is iriggered based on progress adjusting the
second adiustable conirol; and the second plurality of tactile outputs has a second
distribution of tactife cutputs that is different from the first distribution of tactile
outputs as the second adjustable control is adjusted.

]
The first adjustable control is a progress controf for selecting a position within |
content and the second control is a volume control for conlroliing volume of the |
content while it is plaving |

812

Sk !
E The first plurality of tactile oudpuds includes an endpoint factile cutput that is |
E provided in accordance with a defermination that the first adjustable controf has |
g reached an endpoint. i

v e v - e e e e e wowe we e v e e e e o o e e e e o)

Figure 6A



Patent Application Publication  Jul. 19,2018 Sheet 59 of 79  US 2018/0204425 A1l

For a respective tactile output in the first plurality of tactiie outputs, the respective
factile oulput is triggered when the focus selector is at a corresponding predefined
location on the display

816

E The first adjusteble control is a progress control, and at least some of the E

i pradefinad locations on the display correspond (o chapter markars for madia |
content whose playback is being adjusted with the progress control |

Q3SR R RO RIS RSO

I 818 !
| Each tactile output, in the first plurality of tactite cutputs and in the second pluratity |
f of taclile outputs, has a corresponding tactile culput profile i
f f
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A respective tactife output, in the first plurality of taclile outputs, has a first E
respective tactile oulput prefile; and a respective tactile cutput, in the second |
plurality of tactile outputs, has a second respective tactile output profile that is |

different from tha firsi respective tactile output profile. E

mmina mmme  mmnn  mmme  mMmm wmmm  wmnm Nmm e omnsd  imms  mmis cmmms  mss  mms  wmme  sinmn  dmmn  Smsin  dmmn s dmmm dmmn Gnms imems  imsins  immma e meme  mmne mmme b

622
Amplitudes of tactile cutputs in the first plurality of tactile outpuls are constant and
amplitudes of tactile oulpuls in the second plurality of tactile oulputs are variable

624
Amplitudes of tactile outputs in the first plurality of taciile cutputs vary in a first E
manner and amplitudes of tactie oulpuls in the second plurality of tactite cutputs E
vary in @ second manner that is different from the first manner E

M e e e v e e e e A e M M e W S v e e e e e A A A e e v e e e e

Tactile outputs in the first plurality of tactile outputs are accompanied by
corresponding audio outputs

Figure 6B
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830
Detect an input by a second cortact on the touch-sensitive surface whils a focus ;
selector is al a location thal corresponds to the play/pause toggle confrol i

|
o rasponse o detecting the input by the second contact: in accordance with a

F determination that the input corresponds o a request 1o play media content: playing
P the media content; displaying the play/pause toggle control in a play state; and

i outpuiting, with the one or more tactile output generators, at least one tactile output
Fthat has a first tactile output profile; and, in accordance with a determination that the j
g input corresponds 10 a request 10 pause the media corlent: pausing the media

i confent; displaying the play/pause toggle control in a pause siate; and ouiputting,

b with the one or more tactile output generalors, at least one actile output that has a

i second tactiie output profile that is different from the first tactiie oulput profile. i

b v e e e o v e v e e e v e v ey v wwwe wwwe v e e weww e o wwr ey wwwn wwwe wwww e et

Figure 6C
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While displaving a first user interface, datect a contact on a touch-sansitive surfaca

A
764
Datect a first increase in a charactarnstic intensity of the contact on a touch-sensitive
aurface

¥
7086
in response o detecting the first increases in the characieristic intensity of the
contact on the touch-sensitive surface, produce a first tactile oulput, with one or
more tactile output generators, that has a first {actile output profile, wherein the first
tactile output profile includes an ocutput parameter that varies in accordance with a
proximity of the characteristic infensity of the contact 10 mesting a first intensity
criteria

'

708
While producing the taciile output that has the first taciile cutput profile, detect a
second increase in the characteristic intensity of the contact on the touch-sensitive
surface

I response to deteciing the second increase in the characteristic intansity of the
contact on the touch-sensitive surface: in accordancs with a determingtion that the
characteristic intensity of the contact on the touch-sensitive surface meets the first

itensity criteria, produce 8 second tactite output that has a second taclile output
profila that is different from the first tactiie output profile; and, in accordance with a
determination that the characteristic intensity of the contact on the touch-sensitive
surface does not maet the first intensity criteria, continua {o produce the first tactile

output that has the first tactite outpat profile and vary the output paramater in
accordance with the second increase in the characteristic intensity of the contact
based on the proximily of the characteristic intensity of the contact to meeting the
first intensily criteria

Figure 74
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12
E Datermine whather the characleristic intensity of the contact on the touch-sensitive
surface meets the first intensity criteria in response {o detecting the second
: increase in the characteristic inlensity of the contact on tha touch-sensitive surface |

714
e : i
While detecting the second increase in the characteristic intensity of the contact, |
the first tactile oulput continues at least undil the first inlensity crileria are satisfied i

e o e v wwmr wwmw e wwme e wmmn s i s i s i e i e e i i i s G mwn i mmn i i dmed

S 3

11&
: in accordance with a determinalion that the characteristic intensity of the contact on
the touch-sensitive surface meets the first intensity criteria, cease to cutput the first |
factile output |

120
b After detecting the second increase in the characteristic intensity of the contact, |
I detect a decrease in the characteristic intensity of the contact, and, in accordance |
Fwith a determination that the decrease in the characteristic infensity of the contact is i
detected after the characteristic intensity of the contact on the touch-sensitive
surface meels the first intensity criteria, forgoing producing the first tactile output,
and in accordance with a dalermination that the decrease in the charactesistic |
‘ intensity of the contact is detected before the characteristic intensity of the contact |
! on the touch-sensitive surface mests the first intensity criterfa, continue to produce |
tthe first tactite output that has the first tactile output profile and continue to vary the
output parameter in accordance with the proximity of the characteristic intensity of
the contact o meeting the first intensity criteria. i

E While the first tactile outpud is producad, display an animation that varies in i
E accordance with the proximity of the charactaristic intensity of the corlact to i
E meeting the first inlensity critetia i

Figure 78
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!
' The oulpul parametar of the firs tactile oumz;)ut varies nonlinearly in accordance with

’ the proximity of the characteristic intensity of the contact to meeting the first i
: intensity criteria. i
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]

I After producing the first tactile oulput, detect a third increase in a characteristic |
| intensity of the contact on the touch-sensitive surface 1o an intensity that is greater |
| than a threshold intensity that is included in the first intensily criteria; and, in ]
| response to detecting the third increase in the characteristic intensity of the contact |
{ on the touch-sensitive surface, produce a third tactile cutput, with the one or more
| tactile oulput genarators, that has a third tactile oulput profile that variss in

| sccordance with a proximity of the characteristic intensity of the coniact to mesating
| a second intensity criferia.
|
|
!
|
!

accordance with the proximity of the characteristic intensity of the contact to
meeting the sacond intensity criletia

| oo o s s s s

s
§
s
s
i
z
z
z
s

As the third tactile output is produced, display an animation that varies in :
{
!

in accordance with a determination that the characteristic intensity of the

i

{ i
|

§ contact on the touch-sensitive swrface meels the second intensily criteria, : i
§ P

produce a fourth tactile output that has a fourth taclile output profife

Figure 7C
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728
After producing the first tactile oulput, detect a third increase in a characteristic
intensity of the contact on the fouch-sensilive surface (o an intensity that is greater
than a threshold intansily that is includad in tha first inlensity criteria; and, in
response to detecting the third increase in the characleristic intensity of the contact
on the touch-sensitive surface, produce g third tactife outpu, with the ane or mare
tactile oulput generators, that has a third tactiie cutput profile that varies in
accordance with a proximily of the characteristic intensity of the contact to meeting
& second intensity criteria.

In accordance with a delermination that the characteristic intensify of the |
contact on the fouch-sensitive surface mesats g third intensity crileria, produce |
a fifth tactile oulput that has a fifth tactile cutput profile, wherein the duration of |

the fifth tactife output is shorler than the duration of the first tactiie oufput. |

738
The first inlensity criteria includas a critarion that is met whan the
characteristic intensity of the contact exceeds a first intensily threshold;
the second intensily oriteria includes a criterion that is mel when the
characteristic intensity of tha coniact exceeds a sacond intensity
threshold, greater than the first intensily threshold; the third intensity
criteria includes a criterion that is met when the characteristic intensity of
the contact exceads a third intensily thrashold, greatar than the sacond i
intensity threshold; and the device foregoes producing a continuous
tactile output while the characteristic intensity of the contact is batween |
the second intensily threshold and tha third intensily threshold |

!
!
!
!
f
{
!
!
!
i
f
!

|
o ) , [
Whila displaying an animation that varies in accordance with the P
proximity of the characteristic intensity of tha contact o mesling the ot
second intensily criteria, detect a fourth increase in a characteristic P
intensity of the contact on the touch-sansilive surface; and P

in response to detecling the fourth increase in the characteristic intensily Pl
of the contact: in accordance with a determination that the characteristic |
intensity of the contact on the touch-sansilive surface meets the second |
intensity criteria, displaying a second user intarface that is distinct from §
the first user interface; and, in accordance with z determination that the i
characteristic intansity of the contact on the touch-sensitive surface i
maets the third intensity criteria, redisplaying the first user interface Pl

Figure 70
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80

802
Display a user interface that includes a plurality of user interface objects

i

804
Detect, on a touch-sensitive surface, a touch input by a contact that moves a focus
selector from a first user interface object of the plurality of usar inferface objects in a
first direction on the display

}

806
in response to detecting the touch input in accordance with a determination that the
first user interface object is selecied when the focus selector moves in the first
direction, generale a sequence of tactile outputs that correspond to the movement
of the focus selector in the first direction; and in accordance with a determination
that the first user interface object is not selected when the focus salactor moves in
the first direction, forgo generation of the sequence of taciile outputs that
correspond o the movemant of the focus seleclor in the first direction

808
. e , K oo
In response {o detecting tha touch input, move the first user interface object in i
accordance with the movement of the focus selector without regard 1o whether or {
not the first user interface object is selsctad i

. vt s ooy s wwwa | wwn wwww www | www wwn wwwn s wwe wwww mww  www eww owws  owwws s e wwe  www wr aw owwn owwwn e s e
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Irt response o datecting the touch input, In accordance with a determination that
the first user interface object is selected, move the first user interface object relative
to at least one other user intarface object in the plurality of user inlerface objecls

i in response to detecting the fouch input, in accordance with a determination g
{ . ) L . . 3 {
! that the first user intarface chiect is selacted, display a preview of ancther i
| object that corresponds {o the first user interface object. ;

814
; As the first user interface object is moved, generate discrete tactile oulputs i
’ thai correspond o movement of the first abiect relative to the at sast one |
1 cthar user intarface object in the plurality of user interface objects. i

As the first user interface objact is rgg;ed, generale discrele {actile oulputs
that correspond to movement of other user interface objects in response to the
movement of the first user interface object

818
In response o selecting the first user interface obiect, generate a tactiie output that
corresponds to the selection of the first user interface object that is different from
the saquence of tactile outpuls that correspond to movement of the first user i
interface object |

. www wwwr v wwn e wwn e wm wmwn v www wws v wmww s swn e o wm s . wwn s e wmen e sk

ln response to detecting the touch input, in accordance with a determination that the
first user interface object is not selected, meve a second user interface object in the
plurality of user interface objects along with the first user interface object i

- - — - - - e e v e e Y e e e e rve e e e e oo

842
! In response {o detecting a first portion of the touch input: select the first user
: interface object, and, generate an ongoing tactile cutput that indicates that the user i
| interfaces is in a first state in which the first user interface object is selected |

e www wwn www ww wwwn s vwww  wwwn www wwwn  wwn  www awww  wmwa wwmw www  wwwn www wmwn s vwww wwwn  wwws vmww wwmn wwwr www. wwwn s
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in response {o detecting a first portiaﬁf the touch input: select tha first user
interface object, and, generale an ongoing iactile ouiput that indicates that the user
irterface is in a first stale in which the first user interface object is selected

|
{ While the touch input is baing detected and while the first user inferface objedt |
I is selected, detecting a change in a state of the user interface from the first |
! state to a second state, and, in response 1o detecting the change in the state |
! of the user interface from the first state to the second state, change from an |
I ongoing first-state tactiie outpul to one or more second-state tactile cutputs, |
{ different from the ongoing first-state tactile output, to indicate that the change |
{ inthe state of the user interface from the first state to the second state has |
i neourred {
i

| 828 §
i Quiputting the one or mora second-state tactiia outputs includes i
! !
! |

is the active state of the first user interface

!

!

!

!

!

!

!

!

!

!

0 %
i : outputting an ongoing sequence of {actile culputs while the second state §
! i }
P o o }
!

!

!

!

!

!

!

!

!

!

!

!

!

state includes displaying a second user interface overlald on a first user
interface

e e i !

! i
i i : _ ¢
i Changing a slale of the usar interiace from the first stale 1o the second P
i P
{ bl

i Changing a state of the user interface from the first state to the second
| state includas replacing display of & first user interface with a second
| user interface

Figure 8C
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Display, on a display, a first user interface that includes: a plurality of icons of a first
type, and at least one icon of a second type, different from the first type

¥

304
While a fonus salector is on 8 first icon of the first type, detect movement of a
contact across a touch-sensitive surface in a drag geshre

¥

208
in response to detecting movement of the contact across the touch-sensitive
surface in the drag gesture while the focus selector is on the first icon:

208
Move the first icon across the display in accordance with the movement of the
first contact in the drag gesture

¥
910
In accordance with a determination that the first icon moves over one or more
cther icons of the first ypa during the drag gesture, cutput, with one or more
tactile output generators, one or more tactile outputs of a first type, wherein a
ragpective tactile output of the first type has a first tactile output profile

\
812
in accordance with a determination that the drag gesture moves the first icon
over an icon of the second type at the end of the drag gestiure: display a

secoryd user inferface that corrasponds 1o the icon of the second type; and
output, with the one or more tactiie culput generafors, a tactile ocutput of a

second type, wherein the tactile output of the second type has a second tactile

autput profile that is differant from the first tactile cutput profile

Figure 9
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1002
Display, on g display, a first user inferface that includes a plurality of icons

¥

1804
Detect a first input by a confact on a touch sensitive surface while a focus selector
s on a first icon in the plurality of icons, the first icon having a first size

Y
Ao I
= e
S

|

In response to detecting the first input by the contact on the touch sensitive surface:

“<g

1608
In accordance with a detarmination that the first input satlisfies preview gigplay
criteria: display a preview of an object that corresponds to the first icon, the
preview having a second size that is greater than the first size; and output,
with one or more tactile outpul generators, a tactiie output of & first fype,
wherein a tactile oulput of the first type has a firat tactile output profiie

1010
in accordance with a determination that tha first input satisfies scrolling
criteria, which are different from the preview display criteria: forgo displaying
the preview of the objest that corresponds to the first icon; forgo outputling,
with the ona or more tactie outpud generators, the tactile output of the first
type; and, soroll the plurstity of icons

Figure 10
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140

tan]

FEN

10
Raceive a number of cornmunications

]

¥

18
After the number of communications is received: detect, using one or more device
orientation sensors, a change in a position and/or orientation of the electronic
device; and in response o deteciing the change in the position and/or orientation of
the device, produce, with the one or more taclile cutput ganerators, tactile output
that has a tactile output profile that includes an output parameter that increases as
the numbar of received communicalions increases

oot
=

B T L T T ey
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The outpul parameter is a number of simulated objects that are simutated by the é
tactile output ;
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The tactile oulput includes simulatad impacdt evenis by the simulatad objects and
the number of simulated impact avents increases as the number of communications
received increasas

The tactile cutput profile includes tactile outputs to simulate movements of the

sirnulated objects wherein movament paramaters of the sirnulated movements

of the simulated objects are dependent on the detected change in the position |
and/or orientation of the device g

: Detect a user input; and in response to detecling the user inpul, modify the
l tactite culput profile to simulate rmovemant of the simulated objects across a |
; surface that has a surface texture ;

A respective simulated object has a simulated quality that depends on at least
one property of a corresponding notification

1124
: The at least one property of the corresponding notification includes a §
i type of a communication i

11286
. N . C !
The tactile output profile for a parlicular received communication is user E
configurable |

Smms ummms Smmm Mmms imma Samm mmms mAm SRmR  AmAs lame SAmm  Mmms WAMR SmAR ARMs A SAme Ammt WS SRMA AR tAme Smma mAm ARM  SmAs mmms smmm amme  mmms smed

The tactiiz oulput is genaratad immediately in response to the detected change in i
the position and/or orlentation of the electronic device g

1130
P The change in the position andior orientation of the electronic device is detected at 4
a first time and the tactile output is generated at a second time whan the orlentation |
of the device mests il criteria i

Figure 11B
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1200

1202
Receive an incoming communication

¥

1204
Determine, using one or more sensors, that an electronic device is in a first use
cantext

s

y

120
in response to receiving the incoming communication, provide first feadhack
indicative of the Incoming communication, wherein providing the first feedback
indicative of the incoming communication includes: providing, with an audio system,
a first ongoing audio cutput for the incoming communication, wherain the first
ongoing audio oulput corresponds {o the first use context; and providing, with one
or more factile oulput genaralors, a first ongoing tactile output for the incoming
sommunication, wherein tha first ongoing tactile output has a first tactile output
profile that corresponds to the first use context

,
>

ki
1208
While providing the first ongeoing audio output and tha first ongoing tactile output for
the incoming communication, detect, using one or more of the sensors, that the
electronic device is in & ssocond use context, different from the first use context

in response o defecting that the electronic device is in the second use context,
provide second feedback indicative of the incoming communication that is different
from the first feedback, wherein providing the second feedback indicative of the
incoming communication includes! providing, with the one or mors lactile output
ganerators, a second ongoing tactile output for the incoming communication,
wherein the second ongoing tactife cutput has a second isctile output profile that
corresponds 1o the sacond use contaxt

Figure 12A
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The second ongoing tactile cutput for the incoming communication is distinct from E
the first ongoing tactile ouiput for the incoming communication g

f

i Providing the secongd feedback indicative of the incoming communication includes
| providing, with the audio system, a second ongoing audio output for the incoming
i communication, wherein the second ongoing audio output corresponds to the

] second use context

1218
The second ongoing audio output for the incoming communication s distingt
from the first ongoing audio output for the incoming communication

: At least one audic characteristic s shared belween the first ongoing §
| sudio output and the second ongoing audio cutput i

{
; At least one audio parareter changes during a transition from the first § ;
i ongoing audio ocufput to the second ongoing gudio oulput as at least one -
| tactile parameter changes during 3 transition from the first ongoing tactile -
i output to the second ongoing tactiles output fol

-
!
|
i
!
|
i
!
|
]
|
|
]
|
|
]
|
|
|
!
!
{
!
|
{
|
!
|
!
e

The first use context is in @ partially enciosad space and the first ongeoing :
audio output has a first amplitude; and the second use confext is in a space |
that is less enclosed than the partially enclosed space and the second {
ongoing audio oulput has a second amplitude that is smallar than the first i
amplitude ;

v et e e et e aree e e e e wen e erev wen eere ey e mree ren e reee e aren e e een eee e et

!

b The first use cordext has a first background noiss level and tha first ongoing
P audio output has a first amplitude; and the second use conlext has a sacond
b background noise level thal is louder than the first background noise level and

E ; the second ongoing audio oulput has a second amplitude thal is greater than i
i i the first amplitude ,
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Providing the second feedback indicative of the incoming communication includes
providing, with the audio system, a second ongoing audic oulput for the incoming
cormmunication, wherein the second ongoing audio oulput corresponds to the
second use confext

The first use context has a first noise frequency distribution and the first
ongoing audio output has a first audio frequency distribution; and tha second
use context has a second noise frequency distribution that is different from the
first noise frequency distribution and the second ongoing audio output has a
greatar amplitude than the first ongoing audio output in at least one frequency ;
range §

The first use conlext is on a stationary surface and the first ongoing audio :
cutput has a first amplitude; and the sacond use context is in hand and the |
second ongoing audio output has a second ampiitude that is smaller than the |
first amplitude |

ongoeing audio output, and the second ongoing tactile cutput are feadback

i
{
Tha first ongoing audio outpu, the first ongoing tactile outpul, the sacond § i
i

indicative of the same incoming communication : {

' !
I While providing the second ongoing tactile output for the incorming conwmunication, |
I detacting, using one or more of the sensors, that the electronic device is in a third |
I yse context, different from the first use context and different from the second use i
I context; and, in response to detecting that the electronic device is in the third use |
I context, providing third feedback indicative of the incoming communication thatis |
| different from the first feedback and different from the second feedback, wherein |
I providing the third feedback indicative of the incoming communication includes i
I providing, with the one or more tactiie output ganerators, a third ongoing tactile |
I output for the incoming communication, wherein the third ongoing tactile output has i
: a third tactile outpul profile that corresponds to the third use context i
| i
! |
! |
' !
! |

1234
Wherein providing the third feedback indicative of tha incoming ;
communication includes providing, with the audio system, a third ongoing |
augdio output for the incoming communication, wharein the third ongoing audic i
output corresponds 1o the third use context i

Figure 12C
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: The first use contaxt is one of in a pocket, un a stalionary surface, or in a hand and
| the second use context is another one of in a pocket, on a stationary surface, orin i
!

a hand i

{

[ When the device is determined to be in a context that indicates the device is ina
! user's pocket, the ongoing audio outpul corresponding to the incoming

[ communication is undamped and the ongoing tactile output corresponding io the
! incoming communication includes high-salience tactile components and low-

! salience tactiie components;
{
!
!
{

!

f

f

f

f

f

f
when the device is determinad to be in a context that indicates the device isina |
user's hand, the ongoing audio cutput corresponding o the incaming ]
commurnication is undamped and the ongoing tactile output corresponding to the |

| incoming communication includes the low-salience tactiis components but inciudes |
| & reduced number of the low-salience and high-salisnce tactile components refative |
| to the ongoing tactile output corresponding 1o the incoming communication when |
the device is determined to be in a context that indicales the device is in a user's |
hand; and, }

f

!

{

f

!

f

f

!

{

!

f

I when the device is delermined to be in a context that indicates the device is in

I display-side down on a surface, the ongoing audio output corresponding to the

{ incoming communication is damped and the ongoing tactile output corrasponding 1o
[ the incoming communication includes a reduced number of the low-salience and

| high-salience tactile components relative o the ongoing tactite cutput

[ corresponding to the incoming communication when the device is determined fo be
! in a context that indicates the device is in a user's hand

Figure 12D
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1300

1332 Detect an alert event

! 1304 The alert event corresponds to one of: a raquest for playing a ringtone, a !
! request for triggering an alerm, and a reguest for providing a limer alert
|

In responsa to receiving the alart event:

1308 Delay provision of fesdback indicative of the alert event until determining
whather the electronic device is in a first use context or in a second use
cantext that is distinet from the first use context

I 1308 The first use context indicates that a user is interacting, or has f
| interacted within a predefined time period, with the electronic device; and f
! the sesond use context indicates that the user is not interacting, or has f
I notinteracted within the predefined time period, with the electronic

] device f
§

! 1210 The the first use context indicates that a face of a user is detected; t
fand the second use sontext indicates that a face of a user is not detected |
§

¥
in response 1o delermining whether the electronic device is in the first use
sontext or the sacond use context

{See Figure 13B}

o o o~ - —— o~ - o o~ s o s e v e oen o e n s e o o

Figure 13A
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in response to determining whether the electronic device is in the first use context
or the second use context:

1312 In accordance with a determination that the alectronic device is in the
first use context, providing first feedback indicative of the alert event. The first
feedback includes a first audio oulput and/or a first tactile output.

{1314 Forge monitoring whether the elactronic device has transitioned ?
f from the first use context {0 the second use condext; and/or forgo !
I transitioning from providing the first feadback to providing the second f
E feadback i

1316 In accordance with a defermination that the electronic device is in the
sacond use context that is distinct from the first use contexi, provide second
feedback indicative of the alert event. The second feedback inchudes g second
audio output that is distinct from the first audio output and/or a second tactile
output that is distinct from the first tactile output.

E 1318 While providing the second feedback indicative of the alert avent, .;
mondtor whethear the elacironic device has transitioned from the second
use context to the first use context. in response (o determmining that the
electronic device has transitioned from the second use context to the first
use context, transifion frorn providing the sacund feadback to providing

the first feedback.

]
]
f ]
} 1320 Transitioning from providing the second feedback to providing b
P the first feedback includes: transitioning from providing the sacond b
I audio output to providing the first audio output over a first period of bt
b tiree; and transitioning from providing the second tactile output to !
E providing the first tactile output over a second period of time that is ! i
f }

i
]
§
i
]
§
!
]
i less than the first period of time.

Figure 13B
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| raduction factor; and the reduction factor is selected based on a volume
| property of the slectronic device

{
|
|
{
|
}
{
|
|
i
i
]
i
|
i
i
|
]
|
i
i
i
i
]
i
i
i
i
i
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[ 1328 The second audic output includes two or more audio tracks; and the first ;
{ audio oulput includes a subset, less than all, of the two or more audio racks g
{

o e e wmn . mn s . wmn s s v s e s mmn | mmn | wmn | e o e b

I 1330 The second audio output includes a first audio rack at & third volumes and a E
' second audio track at a fourth voiume; and the first audio output includes the first E
| audio tracking at the third voiure and the second audio track at a fifth volume that 5
! is less than the fourth volume. E
{

o e v www www wwww. wwe wwwt | www. wwwn wwws wwww  wews cewws wwww  wwws www cwwe  wwww www cwwe wwwn ceww owww  wwws wwww wwwn vy www wews wwe owed

I 1332 The first audic culput corresponds to an output of applying a respective audic E
{ filter o the second audio cutput; and the respective audio filter is salectad basaed on E
{ a type of audio content of the second audic output. E
|

e o o o s s ooy o e v oo e o e o o o e v s noun o v s ey o o )

{

] 1334 Providing the sacond feadback indicative of the alert event inchudes E
| generating the second audio output by outputting an audio alert without applying a E
{ first filter or 3 second filler to the audio alert; and providing the first feadback 5
| ndicative of the alert event includas: in accordance with a determination that an E
{ audio alert designated for the alert event is a first type of audio alerl, generating the E
{ first audio output by applying the first filter to the audio alert of the first type; and in §
{ accordance with a deterairation that the audio alert designated for the alert avent E
| isasecond type of audio aleri, generating the firat audio outpist by applying the 5
] second filter to the audio alert of the second type E

Figure 13C
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-
1336 The first tactile output has a first amplitude and the second tactile cutput has a |
second amglitude that is greater than tha first amplitude

! 1338 The first tactile ouiput inchudes a first number of tactile events; the !
I second tactile output includes a secend number of {actile evenis; and the i
|

i §

i
]
§
i
second number is less than the first number é

I 1340 The second tactile output includes a plurality of tactile output components; E
[ and the first tactile nutput includes a subsget, fess than all, of the plurality of tactile E
{ culput components E
|

e o o s et o o e o o o e e oy o v e e oo e o os e o e

| 1342 The second feedback includes g first vibration output that is generated by !
| repeated oscillations of a iactife outpul generator 3t a respective frequency; and the

| first feedback includes a sequence of tactile cutput components in place of the first

| vibration output. The tactile output components in the sequence of tactile cutput

| components correspond to separate activations of a tactile output generator instead

| of repeated oscillations of a tactile output ganerator at the respective frequency.

i
i
!
i
i
!
i
i
|
i
i
|
!
i
|
!
i
{
|
i
i
i
!
i
|
!
i
|
i
|
i

I 1344 Providing the first feedback indicative of the alert event includes transitioning E
{ frora providing the second feedback to providing third feedback that inciudes a third

I audio output and/or a third tactile autput, foliowsd by a transition 1o providing the

| first feedback. A volume of the third audio ouiput i3 less than a volume of the E
| second audio cutput and greater than a volume of the first audio output, andior an E
| aroplitude of the third tacliie output is less than an amplitude of the second iactile 5
] output and greater than an amplitude of the first tactile cutput. E
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DEVICES, METHODS, AND GRAPHICAL
USER INTERFACES FOR PROVIDING
HAPTIC FEEDBACK

RELATED APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 15/619,359, filed Jun. 9, 2017, now U.S.
patent Ser. No. , which claims the benefit of, and
priority to, U.S. Provisional Patent Application Ser. No.
62/507,039, filed May 16, 2017, and U.S. Provisional Patent
Application Ser. No. 62/349,115, filed Jun. 12, 2016; all of
the aforementioned applications are incorporated by refer-
ence herein in their entireties.

TECHNICAL FIELD

[0002] This relates generally to electronic devices with
touch-sensitive surfaces, including but not limited to elec-
tronic devices with touch-sensitive surfaces that generate
tactile outputs to provide haptic feedback to a user.

BACKGROUND

[0003] The use of touch-sensitive surfaces as input devices
for computers and other electronic computing devices has
increased significantly in recent years. Example touch-sen-
sitive surfaces include touchpads and touch-screen displays.
Such surfaces are widely used to manipulate user interface
objects on a display.

[0004] Example manipulations include adjusting the posi-
tion and/or size of one or more user interface objects or
activating buttons or opening files/applications represented
by user interface objects, as well as associating metadata
with one or more user interface objects or otherwise manipu-
lating user interfaces. Example user interface objects include
digital images, video, text, icons, control elements such as
buttons and other graphics. A user will, in some circum-
stances, need to perform such manipulations on user inter-
face objects in a file management program (e.g., Finder from
Apple Inc. of Cupertino, Calif.), an image management
application (e.g., Photos from Apple Inc. of Cupertino,
Calif.), a digital content (e.g., videos and music) manage-
ment application (e.g., iTunes from Apple Inc. of Cupertino,
Calif.), a drawing application, a presentation application
(e.g., Keynote from Apple Inc. of Cupertino, Calif.), a word
processing application (e.g., Pages from Apple Inc. of
Cupertino, Calif.), or a spreadsheet application (e.g., Num-
bers from Apple Inc. of Cupertino, Calif.).

[0005] Haptic feedback, typically in combination with
visual feedback, is often used in an attempt to make manipu-
lation of user interface objects more efficient and intuitive
for a user. But conventional methods of providing haptic
feedback are not as helpful as they could be.

SUMMARY

[0006] Accordingly, there is a need for electronic devices
with improved methods and interfaces for providing visual
and/or haptic feedback that make manipulation of user
interface objects more efficient and intuitive for a user. Such
methods and interfaces optionally complement or replace
conventional methods for providing visual and/or haptic
feedback. Such methods and interfaces reduce the number,
extent, and/or nature of the inputs from a user by helping the
user to understand the connection between provided input
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and device responses to input, thereby creating a more
efficient human-machine interface.

[0007] The above deficiencies and other problems associ-
ated with user interfaces for electronic devices with touch-
sensitive surfaces are reduced or eliminated by the disclosed
devices. In some embodiments, the device is a desktop
computer. In some embodiments, the device is portable (e.g.,
a notebook computer, tablet computer, or handheld device).
In some embodiments, the device is a personal electronic
device (e.g., a wearable electronic device, such as a watch).
In some embodiments, the device has a touchpad. In some
embodiments, the device has a touch-sensitive display (also
known as a “touch screen” or “touch-screen display”). In
some embodiments, the device has a graphical user interface
(GUI), one or more processors, memory and one or more
modules, programs or sets of instructions stored in the
memory for performing multiple functions. In some embodi-
ments, the user interacts with the GUI primarily through
stylus and/or finger contacts and gestures on the touch-
sensitive surface. In some embodiments, the functions
optionally include image editing, drawing, presenting, word
processing, spreadsheet making, game playing, telephoning,
video conferencing, e-mailing, instant messaging, workout
support, digital photographing, digital videoing, web brows-
ing, digital music playing, note taking, and/or digital video
playing. Executable instructions for performing these func-
tions are, optionally, included in a non-transitory computer
readable storage medium or other computer program prod-
uct configured for execution by one or more processors.

[0008] In accordance with some embodiments, a method
is performed at an electronic device with a display, a
touch-sensitive surface, and one or more tactile output
generators. The method includes: displaying, on the display,
a user interface that includes a first adjustable control and a
second adjustable control and detecting movement of a first
contact across the touch-sensitive surface in a drag gesture.
The method further includes, in accordance with a determi-
nation that the drag gesture is performed while a focus
selector is at a location that corresponds to the first adjust-
able control: adjusting the first adjustable control in accor-
dance with the movement of the first contact in the drag
gesture; and outputting, with the one or more tactile output
generators, a first plurality of tactile outputs. A respective
tactile output, in the first plurality of tactile outputs, is
triggered based on progress adjusting the first adjustable
control; and the first plurality of tactile outputs have a first
distribution of tactile outputs as the first adjustable control is
adjusted. The method further includes, in accordance with a
determination that the drag gesture is performed while the
focus selector is at a location that corresponds to the second
adjustable control: adjusting the second adjustable control in
accordance with the movement of the first contact in the drag
gesture; and outputting, with the one or more tactile output
generators, a second plurality of tactile outputs. A respective
tactile output, in the second plurality of tactile outputs, is
triggered based on progress adjusting the second adjustable
control; and the second plurality of tactile outputs has a
second distribution of tactile outputs that is different from
the first distribution of tactile outputs as the second adjust-
able control is adjusted.

[0009] In accordance with some embodiments, a method
is performed at an electronic device with a display, a
touch-sensitive surface, one or more sensors configured to
detect intensities of contacts with the touch-sensitive sur-
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face, and one or more tactile output generators. The method
includes: while displaying a first user interface on the
display, detecting a contact on the touch-sensitive surface;
detecting a first increase in a characteristic intensity of the
contact on the touch-sensitive surface; in response to detect-
ing the first increase in the characteristic intensity of the
contact on the touch-sensitive surface, producing a first
tactile output, with the one or more tactile output generators,
that has a first tactile output profile, wherein the first tactile
output profile includes an output parameter that varies in
accordance with a proximity of the characteristic intensity of
the contact to meeting a first intensity criteria; and, while
producing the tactile output that has the first tactile output
profile, detecting a second increase in the characteristic
intensity of the contact on the touch-sensitive surface. The
method further includes, in response to detecting the second
increase in the characteristic intensity of the contact on the
touch-sensitive surface: in accordance with a determination
that the characteristic intensity of the contact on the touch-
sensitive surface meets the first intensity criteria, producing
a second tactile output that has a second tactile output profile
that is different from the first tactile output profile; and, in
accordance with a determination that the characteristic
intensity of the contact on the touch-sensitive surface does
not meet the first intensity criteria, continuing to produce the
first tactile output that has the first tactile output profile and
varying the output parameter in accordance with the second
increase in the characteristic intensity of the contact based
on the proximity of the characteristic intensity of the contact
to meeting the first intensity criteria.

[0010] In accordance with some embodiments, a method
is performed at an electronic device with a display, a
touch-sensitive surface, and one or more tactile output
generators. The method includes: displaying, on the display,
a user interface that includes a plurality of user interface
objects; and detecting, on the touch-sensitive surface, a
touch input by a contact that moves a focus selector from a
first user interface object of the plurality of user interface
objects in a first direction on the display. The method further
includes, in response to detecting the touch input: in accor-
dance with a determination that the first user interface object
is selected when the focus selector moves in the first
direction, generating, by the one or more tactile output
generators, a sequence of tactile outputs that correspond to
the movement of the focus selector in the first direction; and
in accordance with a determination that the first user inter-
face object is not selected when the focus selector moves in
the first direction, forgoing generation of the sequence of
tactile outputs that correspond to the movement of the focus
selector in the first direction.

[0011] In accordance with some embodiments, a method is
performed at an electronic device with a display, a touch-
sensitive surface, and one or more tactile output generators.
The method includes: displaying, on the display, a first user
interface that includes a plurality of icons of a first type and
at least one icon of a second type, different from the first
type; and, while a focus selector is on a first icon of the first
type, detecting movement of a contact across the touch-
sensitive surface in a drag gesture. The method further
includes, in response to detecting movement of the contact
across the touch-sensitive surface in the drag gesture while
the focus selector is on the first icon: moving the first icon
across the display in accordance with the movement of the
first contact in the drag gesture; and, in accordance with a
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determination that the first icon moves over one or more
other icons of the first type during the drag gesture, output-
ting, with the one or more tactile output generators, one or
more tactile outputs of a first type, wherein a respective
tactile output of the first type has a first tactile output profile.
The method further includes, in response to detecting move-
ment of the contact across the touch-sensitive surface in the
drag gesture while the focus selector is on the first icon, in
accordance with a determination that the drag gesture moves
the first icon over an icon of the second type at the end of
the drag gesture: displaying a second user interface that
corresponds to the icon of the second type; and outputting,
with the one or more tactile output generators, a tactile
output of a second type, wherein the tactile output of the
second type has a second tactile output profile that is
different from the first tactile output profile.

[0012] In accordance with some embodiments, a method
is performed at an electronic device with a display, a
touch-sensitive surface, and one or more tactile output
generators. The method includes: displaying, on the display,
a first user interface that includes a plurality of icons; and
detecting a first input by a contact on the touch sensitive
surface while a focus selector is on a first icon in the plurality
of'icons, the first icon having a first size. The method further
includes, in response to detecting the first input by the
contact on the touch sensitive surface, in accordance with a
determination that the first input satisfies preview display
criteria: displaying a preview of an object that corresponds
to the first icon, the preview having a second size that is
greater than the first size; and outputting, with the one or
more tactile output generators, a tactile output of a first type,
wherein a tactile output of the first type has a first tactile
output profile. The method further includes, in response to
detecting the first input by the contact on the touch sensitive
surface, in accordance with a determination that the first
input satisfies scrolling criteria, which are different from the
preview display criteria: foregoing displaying the preview of
the object that corresponds to the first icon; forgoing out-
putting, with the one or more tactile output generators, the
tactile output of the first type; and, scrolling the plurality of
icons.

[0013] In accordance with some embodiments, a method
is performed at an electronic device with a display, a touch
sensitive surface, one or more device orientation sensors,
and one or more tactile output generators. The method
includes receiving a number of communications; and, after
the number of communications is received: detecting, using
one or more of the device orientation sensors, a change in a
position and/or orientation of the electronic device; and in
response to detecting the change in the position and/or
orientation of the device, producing, with the one or more
tactile output generators, tactile output that has a tactile
output profile that includes an output parameter that
increases as the number of received communications
increases.

[0014] In accordance with some embodiments, a method
is performed at an electronic device with a display, a touch
sensitive surface, one or more sensors, an audio system, and
one or more tactile output generators. The method includes
receiving an incoming communication; determining, using
one or more of the sensors, that the electronic device is in a
first use context; and, in response to receiving the incoming
communication, providing first feedback indicative of the
incoming communication, wherein providing the first feed-
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back indicative of the incoming communication includes:
providing, with the audio system, a first ongoing audio
output for the incoming communication, wherein the first
ongoing audio output corresponds to the first use context;
and providing, with the one or more tactile output genera-
tors, a first ongoing tactile output for the incoming commu-
nication, wherein the first ongoing tactile output has a first
tactile output profile that corresponds to the first use context.
The method further includes, while providing the first ongo-
ing audio output and the first ongoing tactile output for the
incoming communication, detecting, using one or more of
the sensors, that the electronic device is in a second use
context, different from the first use context; and, in response
to detecting that the electronic device is in the second use
context, providing second feedback indicative of the incom-
ing communication that is different from the first feedback,
wherein providing the second feedback indicative of the
incoming communication includes: providing, with the one
or more tactile output generators, a second ongoing tactile
output for the incoming communication, wherein the second
ongoing tactile output has a second tactile output profile that
corresponds to the second use context.

[0015] In accordance with some embodiments, a method
is performed at an electronic device with a display, a touch
sensitive surface, one or more sensors, and an audio system
and/or one or more tactile output generators. The method
includes detecting an alert event. The method also includes,
in response to receiving the alert event, delaying provision
of feedback indicative of the alert event until determining
whether the electronic device is in a first use context or in a
second use context that is distinct from the first use context;
and in response to determining whether the electronic device
is in the first use context or the second use context, in
accordance with a determination that the electronic device is
in the first use context, providing first feedback indicative of
the alert event, wherein the first feedback includes a first
audio output and/or a first tactile output; and, in accordance
with a determination that the electronic device is in the
second use context that is distinct from the first use context,
providing second feedback indicative of the alert event,
wherein the second feedback includes a second audio output
that is distinct from the first audio output and/or a second
tactile output that is distinct from the first tactile output.

[0016] In accordance with some embodiments, an elec-
tronic device includes a display, a touch-sensitive surface,
optionally one or more sensors to detect intensities of
contacts with the touch-sensitive surface, one or more tactile
output generators, optionally one or more device orientation
sensors, optionally an audio system, one or more processors,
memory, and one or more programs; the one or more
programs are stored in the memory and configured to be
executed by the one or more processors and the one or more
programs include instructions for performing or causing
performance of the operations of any of the methods
described herein. In accordance with some embodiments, a
computer readable storage medium has stored therein
instructions which when executed by an electronic device
with a display, a touch-sensitive surface, optionally one or
more sensors to detect intensities of contacts with the
touch-sensitive surface, one or more tactile output genera-
tors, optionally one or more device orientation sensors, and
optionally an audio system, cause the device to perform or
cause performance of the operations of any of the methods
described herein. In accordance with some embodiments, a
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graphical user interface on an electronic device with a
display, a touch-sensitive surface, optionally one or more
sensors to detect intensities of contacts with the touch-
sensitive surface, one or more tactile output generators,
optionally one or more device orientation sensors, optionally
an audio system, a memory, and one or more processors to
execute one or more programs stored in the memory
includes one or more of the elements displayed in any of the
methods described herein, which are updated in response to
inputs, as described in any of the methods described herein.
In accordance with some embodiments, an electronic device
includes: a display, a touch-sensitive surface, optionally one
or more sensors to detect intensities of contacts with the
touch-sensitive surface, one or more tactile output genera-
tors, optionally one or more device orientation sensors, and
optionally an audio system, and means for performing or
causing performance of the operations of any of the methods
described herein. In accordance with some embodiments, an
information processing apparatus, for use in an electronic
device with a display and a touch-sensitive surface, option-
ally one or more sensors to detect intensities of contacts with
the touch-sensitive surface, one or more tactile output gen-
erators, optionally one or more device orientation sensors,
and optionally an audio system, includes means for perform-
ing or causing performance of the operations of any of the
methods described herein.

[0017] Thus, electronic devices with displays, touch-sen-
sitive surfaces, optionally one or more sensors to detect
intensities of contacts with the touch-sensitive surface, one
or more tactile output generators, optionally one or more
device orientation sensors, and optionally an audio system,
are provided with improved methods and interfaces for
providing haptic feedback to a user, thereby increasing the
effectiveness, efficiency, and user satisfaction with such
devices. Such methods and interfaces may complement or
replace conventional methods for providing haptic feedback
to a user.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] For a better understanding of the various described
embodiments, reference should be made to the Description
of Embodiments below, in conjunction with the following
drawings in which like reference numerals refer to corre-
sponding parts throughout the figures.

[0019] FIG. 1A is a block diagram illustrating a portable
multifunction device with a touch-sensitive display in accor-
dance with some embodiments.

[0020] FIG. 1B is a block diagram illustrating example
components for event handling in accordance with some
embodiments.

[0021] FIG. 1C is a block diagram illustrating a tactile
output module in accordance with some embodiments.

[0022] FIG. 2 illustrates a portable multifunction device
having a touch screen in accordance with some embodi-
ments.

[0023] FIG. 3 is a block diagram of an example multi-
function device with a display and a touch-sensitive surface
in accordance with some embodiments.

[0024] FIG. 4A illustrates an example user interface for a
menu of applications on a portable multifunction device in
accordance with some embodiments.
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[0025] FIG. 4B illustrates an example user interface for a
multifunction device with a touch-sensitive surface that is
separate from the display in accordance with some embodi-
ments.

[0026] FIGS. 4C-4E illustrate examples of dynamic inten-
sity thresholds in accordance with some embodiments.
[0027] FIGS. 4F-4K illustrate a set of sample tactile
output patterns in accordance with some embodiments.
[0028] FIGS. 5A-5BB illustrate example user interfaces
for providing haptic feedback in accordance with some
embodiments.

[0029] FIGS. 5CC-500 illustrate example operations of
an electronic device in accordance with some embodiments.
[0030] FIGS. 6A-6C are flow diagrams illustrating a
method of outputting tactile outputs based on progress
adjusting adjustable controls in accordance with some
embodiments.

[0031] FIGS. 7A-7D are flow diagrams illustrating a
method of providing tactile outputs in response to detected
increases in the characteristic intensity of a contact in
accordance with some embodiments.

[0032] FIGS. 8A-8C are flow diagrams illustrating a
method of generating a sequence of tactile outputs that
correspond to movement of a focus selector, in accordance
with some embodiments.

[0033] FIG. 9 is a flow diagram illustrating a method of
outputting tactile outputs in response to detecting movement
of a contact, in accordance with some embodiments.
[0034] FIG. 10 is a flow diagram illustrating a method of
providing output in accordance with detected input by a
contact at a user interface that includes a plurality of icons,
in accordance with some embodiments.

[0035] FIGS. 11A-11B are flow diagrams illustrating a
method of a flow diagram of a method of producing tactile
output that includes an output parameter that increases as a
number of received communications increases, in accor-
dance with some embodiments.

[0036] FIGS. 12A-12D are flow diagrams illustrating a
method of providing different feedback indicative of an
incoming communication depending on a device context, in
accordance with some embodiments.

[0037] FIGS. 13A-13D are flow diagrams illustrating a
method of providing different feedback indicative of an alert
event depending on a device context, in accordance with
some embodiments.

DESCRIPTION OF EMBODIMENTS

[0038] Many electronic devices provide feedback as input
is detected at a graphical user interface to provide an
indication of the effects the input has on device operations.
Electronic devices also provide feedback to notify a user
regarding incoming communications and received commu-
nications. Methods described herein provide haptic feedback
to help a user understand the effects of detected input on
device operations and to provide information to a user about
the state of a device.

[0039] Below, FIGS. 1A-1B, 2, and 3 provide a descrip-
tion of example devices. FIGS. 4A-4B and 5A-5BB illus-
trate example user interfaces for providing haptic feedback.
FIGS. 5CC-500 illustrate example operations of an elec-
tronic device for providing audio and/or tactile feedback.
FIGS. 6A-6C illustrate a flow diagram of a method of
outputting tactile outputs based on progress adjusting adjust-
able controls. FIGS. 7A-7D illustrate a flow diagram of a
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method of producing tactile outputs in response to detected
increases in the characteristic intensity of a contact. FIGS.
8A-8C illustrate a flow diagram of a method of generating
a sequence of tactile outputs that correspond to movement of
a focus selector. FIG. 9 illustrates a flow diagram of a
method of outputting tactile outputs in response to detecting
movement of a contact. FIG. 10 illustrates a flow diagram of
a method for providing output in accordance with detected
input by a contact at a user interface that includes a plurality
of icons. FIGS. 11A-11B illustrate a flow diagram of a
method of producing tactile output that includes an output
parameter that increases as a number of received commu-
nications increases. FIGS. 12A-12D illustrate a flow dia-
gram of a method of providing different feedback indicative
of an incoming communication depending on a device
context. FIGS. 13A-13D illustrate a flow diagram of a
method of providing different feedback indicative of an alert
event depending on a device context. The user interfaces in
FIGS. 5A-5BB and the example operations shown in FIGS.
5CC-500 are used to illustrate the processes in FIGS.
6A-6C, 7A-7D, 8A-8C, 9, 10, 11A-11B, 12A-12D, and
13A-13D.

Example Devices

[0040] Reference will now be made in detail to embodi-
ments, examples of which are illustrated in the accompany-
ing drawings. In the following detailed description, numer-
ous specific details are set forth in order to provide a
thorough understanding of the various described embodi-
ments. However, it will be apparent to one of ordinary skill
in the art that the various described embodiments may be
practiced without these specific details. In other instances,
well-known methods, procedures, components, circuits, and
networks have not been described in detail so as not to
unnecessarily obscure aspects of the embodiments.

[0041] It will also be understood that, although the terms
first, second, etc. are, in some instances, used herein to
describe various elements, these elements should not be
limited by these terms. These terms are only used to distin-
guish one element from another. For example, a first contact
could be termed a second contact, and, similarly, a second
contact could be termed a first contact, without departing
from the scope of the various described embodiments. The
first contact and the second contact are both contacts, but
they are not the same contact, unless the context clearly
indicates otherwise.

[0042] The terminology used in the description of the
various described embodiments herein is for the purpose of
describing particular embodiments only and is not intended
to be limiting. As used in the description of the various
described embodiments and the appended claims, the sin-
gular forms “a,” “an,” and “the” are intended to include the
plural forms as well, unless the context clearly indicates
otherwise. It will also be understood that the term “and/or”
as used herein refers to and encompasses any and all
possible combinations of one or more of the associated listed
items. It will be further understood that the terms “includes,”
“including,” “comprises,” and/or “comprising,” when used
in this specification, specify the presence of stated features,
integers, steps, operations, elements, and/or components, but
do not preclude the presence or addition of one or more other
features, integers, steps, operations, elements, components,
and/or groups thereof.
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[0043] As used herein, the term “if” is, optionally, con-
strued to mean “when” or “upon” or “in response to deter-
mining” or “in response to detecting,” depending on the
context. Similarly, the phrase “if it is determined” or “if [a
stated condition or event] is detected” is, optionally, con-
strued to mean “upon determining” or “in response to
determining” or “upon detecting [the stated condition or
event]” or “in response to detecting [the stated condition or
event],” depending on the context.

[0044] Embodiments of electronic devices, user interfaces
for such devices, and associated processes for using such
devices are described. In some embodiments, the device is
a portable communications device, such as a mobile tele-
phone, that also contains other functions, such as PDA
and/or music player functions. Example embodiments of
portable multifunction devices include, without limitation,
the iPhone®, iPod Touch®, and iPad® devices from Apple
Inc. of Cupertino, Calif. Other portable electronic devices,
such as laptops or tablet computers with touch-sensitive
surfaces (e.g., touch-screen displays and/or touchpads), are,
optionally, used. It should also be understood that, in some
embodiments, the device is not a portable communications
device, but is a desktop computer with a touch-sensitive
surface (e.g., a touch-screen display and/or a touchpad).
[0045] In the discussion that follows, an electronic device
that includes a display and a touch-sensitive surface is
described. It should be understood, however, that the elec-
tronic device optionally includes one or more other physical
user-interface devices, such as a physical keyboard, a mouse
and/or a joystick.

[0046] The device typically supports a variety of applica-
tions, such as one or more of the following: a note taking
application, a drawing application, a presentation applica-
tion, a word processing application, a website creation
application, a disk authoring application, a spreadsheet
application, a gaming application, a telephone application, a
video conferencing application, an e-mail application, an
instant messaging application, a workout support applica-
tion, a photo management application, a digital camera
application, a digital video camera application, a web brows-
ing application, a digital music player application, and/or a
digital video player application.

[0047] The various applications that are executed on the
device optionally use at least one common physical user-
interface device, such as the touch-sensitive surface. One or
more functions of the touch-sensitive surface as well as
corresponding information displayed on the device are,
optionally, adjusted and/or varied from one application to
the next and/or within a respective application. In this way,
a common physical architecture (such as the touch-sensitive
surface) of the device optionally supports the variety of
applications with user interfaces that are intuitive and trans-
parent to the user.

[0048] Attention is now directed toward embodiments of
portable devices with touch-sensitive displays. FIG. 1A is a
block diagram illustrating portable multifunction device 100
with touch-sensitive display system 112 in accordance with
some embodiments. Touch-sensitive display system 112 is
sometimes called a “touch screen” for convenience, and is
sometimes simply called a touch-sensitive display. Device
100 includes memory 102 (which optionally includes one or
more computer readable storage mediums), memory con-
troller 122, one or more processing units (CPUs) 120,
peripherals interface 118, RF circuitry 108, audio circuitry
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110, speaker 111, microphone 113, input/output (I/O) sub-
system 106, other input or control devices 116, and external
port 124. Device 100 optionally includes one or more optical
sensors 164. Device 100 optionally includes one or more
intensity sensors 165 for detecting intensities of contacts on
device 100 (e.g., a touch-sensitive surface such as touch-
sensitive display system 112 of device 100). Device 100
optionally includes one or more tactile output generators 167
for generating tactile outputs on device 100 (e.g., generating
tactile outputs on a touch-sensitive surface such as touch-
sensitive display system 112 of device 100 or touchpad 355
of device 300). These components optionally communicate
over one or more communication buses or signal lines 103.

[0049] As used in the specification and claims, the term
“tactile output” refers to physical displacement of a device
relative to a previous position of the device, physical dis-
placement of a component (e.g., a touch-sensitive surface) of
a device relative to another component (e.g., housing) of the
device, or displacement of the component relative to a center
of' mass of the device that will be detected by a user with the
user’s sense of touch. For example, in situations where the
device or the component of the device is in contact with a
surface of a user that is sensitive to touch (e.g., a finger,
palm, or other part of a user’s hand), the tactile output
generated by the physical displacement will be interpreted
by the user as a tactile sensation corresponding to a per-
ceived change in physical characteristics of the device or the
component of the device. For example, movement of a
touch-sensitive surface (e.g., a touch-sensitive display or
trackpad) is, optionally, interpreted by the user as a “down
click” or “up click” of a physical actuator button. In some
cases, a user will feel a tactile sensation such as an “down
click” or “up click” even when there is no movement of a
physical actuator button associated with the touch-sensitive
surface that is physically pressed (e.g., displaced) by the
user’s movements. As another example, movement of the
touch-sensitive surface is, optionally, interpreted or sensed
by the user as “roughness” of the touch-sensitive surface,
even when there is no change in smoothness of the touch-
sensitive surface. While such interpretations of touch by a
user will be subject to the individualized sensory perceptions
of the user, there are many sensory perceptions of touch that
are common to a large majority of users. Thus, when a tactile
output is described as corresponding to a particular sensory
perception of a user (e.g., an “up click,” a “down click,”
“roughness”), unless otherwise stated, the generated tactile
output corresponds to physical displacement of the device or
a component thereof that will generate the described sensory
perception for a typical (or average) user. Using tactile
outputs to provide haptic feedback to a user enhances the
operability of the device and makes the user-device interface
more efficient (e.g., by helping the user to provide proper
inputs and reducing user mistakes when operating/interact-
ing with the device) which, additionally, reduces power
usage and improves battery life of the device by enabling the
user to use the device more quickly and efficiently.

[0050] In some embodiments, a tactile output pattern
specifies characteristics of a tactile output, such as the
amplitude of the tactile output, the shape of a movement
waveform of the tactile output, the frequency of the tactile
output, and/or the duration of the tactile output.

[0051] When tactile outputs with different tactile output
patterns are generated by a device (e.g., via one or more
tactile output generators that move a moveable mass to
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generate tactile outputs), the tactile outputs may invoke
different haptic sensations in a user holding or touching the
device. While the sensation of the user is based on the user’s
perception of the tactile output, most users will be able to
identify changes in waveform, frequency, and amplitude of
tactile outputs generated by the device. Thus, the waveform,
frequency and amplitude can be adjusted to indicate to the
user that different operations have been performed. As such,
tactile outputs with tactile output patterns that are designed,
selected, and/or engineered to simulate characteristics (e.g.,
size, material, weight, stiffness, smoothness, etc.); behaviors
(e.g., oscillation, displacement, acceleration, rotation,
expansion, etc.); and/or interactions (e.g., collision, adhe-
sion, repulsion, attraction, friction, etc.) of objects in a given
environment (e.g., a user interface that includes graphical
features and objects, a simulated physical environment with
virtual boundaries and virtual objects, a real physical envi-
ronment with physical boundaries and physical objects,
and/or a combination of any of the above) will, in some
circumstances, provide helpful feedback to users that
reduces input errors and increases the efficiency of the user’s
operation of the device. Additionally, tactile outputs are,
optionally, generated to correspond to feedback that is
unrelated to a simulated physical characteristic, such as an
input threshold or a selection of an object. Such tactile
outputs will, in some circumstances, provide helpful feed-
back to users that reduces input errors and increases the
efficiency of the user’s operation of the device.

[0052] In some embodiments, a tactile output with a
suitable tactile output pattern serves as a cue for the occur-
rence of an event of interest in a user interface or behind the
scenes in a device. Examples of the events of interest include
activation of an affordance (e.g., a real or virtual button, or
toggle switch) provided on the device or in a user interface,
success or failure of a requested operation, reaching or
crossing a boundary in a user interface, entry into a new
state, switching of input focus between objects, activation of
a new mode, reaching or crossing an input threshold, detec-
tion or recognition of a type of input or gesture, etc. In some
embodiments, tactile outputs are provided to serve as a
warning or an alert for an impending event or outcome that
would occur unless a redirection or interruption input is
timely detected. Tactile outputs are also used in other
contexts to enrich the user experience, improve the acces-
sibility of the device to users with visual or motor difficulties
or other accessibility needs, and/or improve efficiency and
functionality of the user interface and/or the device. Tactile
outputs are optionally accompanied with audio outputs
and/or visible user interface changes, which further enhance
a user’s experience when the user interacts with a user
interface and/or the device, and facilitate better conveyance
of information regarding the state of the user interface
and/or the device, and which reduce input errors and
increase the efficiency of the user’s operation of the device.

[0053] It should be appreciated that device 100 is only one
example of a portable multifunction device, and that device
100 optionally has more or fewer components than shown,
optionally combines two or more components, or optionally
has a different configuration or arrangement of the compo-
nents. The various components shown in FIG. 1A are
implemented in hardware, software, firmware, or a combi-
nation thereof, including one or more signal processing
and/or application specific integrated circuits.
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[0054] Memory 102 optionally includes high-speed ran-
dom access memory and optionally also includes non-
volatile memory, such as one or more magnetic disk storage
devices, flash memory devices, or other non-volatile solid-
state memory devices. Access to memory 102 by other
components of device 100, such as CPU(s) 120 and the
peripherals interface 118, is, optionally, controlled by
memory controller 122.

[0055] Peripherals interface 118 can be used to couple
input and output peripherals of the device to CPU(s) 120 and
memory 102. The one or more processors 120 run or execute
various software programs and/or sets of instructions stored
in memory 102 to perform various functions for device 100
and to process data.

[0056] In some embodiments, peripherals interface 118,
CPU(s) 120, and memory controller 122 are, optionally,
implemented on a single chip, such as chip 104. In some
other embodiments, they are, optionally, implemented on
separate chips.

[0057] RF (radio frequency) circuitry 108 receives and
sends RF signals, also called electromagnetic signals. RF
circuitry 108 converts electrical signals to/from electromag-
netic signals and communicates with communications net-
works and other communications devices via the electro-
magnetic signals. RF circuitry 108 optionally includes well-
known circuitry for performing these functions, including
but not limited to an antenna system, an RF transceiver, one
or more amplifiers, a tuner, one or more oscillators, a digital
signal processor, a CODEC chipset, a subscriber identity
module (SIM) card, memory, and so forth. RF circuitry 108
optionally communicates with networks, such as the Inter-
net, also referred to as the World Wide Web (WWW), an
intranet and/or a wireless network, such as a cellular tele-
phone network, a wireless local area network (LAN) and/or
a metropolitan area network (MAN), and other devices by
wireless communication. The wireless communication
optionally uses any of a plurality of communications stan-
dards, protocols and technologies, including but not limited
to Global System for Mobile Communications (GSM),
Enhanced Data GSM Environment (EDGE), high-speed
downlink packet access (HSDPA), high-speed uplink packet
access (HSDPA), Evolution, Data-Only (EV-DO), HSPA,
HSPA+, Dual-Cell HSPA (DC-HSPA), long term evolution
(LTE), near field communication (NFC), wideband code
division multiple access (W-CDMA), code division multiple
access (CDMA), time division multiple access (TDMA),
Bluetooth, Wireless Fidelity (Wi-Fi) (e.g., IEEE 802.11a,
IEEE 802.11ac, IEEE 802.11ax, IEEE 802.11b, IEEE 802.
11g and/or IEEE 802.11n), voice over Internet Protocol
(VoIP), Wi-MAX, a protocol for e-mail (e.g., Internet mes-
sage access protocol (IMAP) and/or post office protocol
(POP)), instant messaging (e.g., extensible messaging and
presence protocol (XMPP), Session Initiation Protocol for
Instant Messaging and Presence Leveraging Extensions
(SIMPLE), Instant Messaging and Presence Service
(IMPS)), and/or Short Message Service (SMS), or any other
suitable communication protocol, including communication
protocols not yet developed as of the filing date of this
document.

[0058] Audio circuitry 110, speaker 111, and microphone
113 provide an audio interface between a user and device
100. Audio circuitry 110 receives audio data from periph-
erals interface 118, converts the audio data to an electrical
signal, and transmits the electrical signal to speaker 111.
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Speaker 111 converts the electrical signal to human-audible
sound waves. Audio circuitry 110 also receives electrical
signals converted by microphone 113 from sound waves.
Audio circuitry 110 converts the electrical signal to audio
data and transmits the audio data to peripherals interface 118
for processing. Audio data is, optionally, retrieved from
and/or transmitted to memory 102 and/or RF circuitry 108
by peripherals interface 118. In some embodiments, audio
circuitry 110 also includes a headset jack (e.g., 212, FIG. 2).
The headset jack provides an interface between audio cir-
cuitry 110 and removable audio input/output peripherals,
such as output-only headphones or a headset with both
output (e.g., a headphone for one or both ears) and input
(e.g., a microphone).

[0059] 1/O subsystem 106 couples input/output peripher-
als on device 100, such as touch-sensitive display system
112 and other input or control devices 116, with peripherals
interface 118. I/O subsystem 106 optionally includes display
controller 156, optical sensor controller 158, intensity sensor
controller 159, haptic feedback controller 161, and one or
more input controllers 160 for other input or control devices.
The one or more input controllers 160 receive/send electrical
signals from/to other input or control devices 116. The other
input or control devices 116 optionally include physical
buttons (e.g., push buttons, rocker buttons, etc.), dials, slider
switches, joysticks, click wheels, and so forth. In some
alternate embodiments, input controller(s) 160 are, option-
ally, coupled with any (or none) of the following: a key-
board, infrared port, USB port, stylus, and/or a pointer
device such as a mouse. The one or more buttons (e.g., 208,
FIG. 2) optionally include an up/down button for volume
control of speaker 111 and/or microphone 113. The one or
more buttons optionally include a push button (e.g., 206,
FIG. 2).

[0060] Touch-sensitive display system 112 provides an
input interface and an output interface between the device
and a user. Display controller 156 receives and/or sends
electrical signals from/to touch-sensitive display system
112. Touch-sensitive display system 112 displays visual
output to the user. The visual output optionally includes
graphics, text, icons, video, and any combination thereof
(collectively termed “graphics™). In some embodiments,
some or all of the visual output corresponds to user interface
objects. As used herein, the term “affordance” refers to a
user-interactive graphical user interface object (e.g., a
graphical user interface object that is configured to respond
to inputs directed toward the graphical user interface object).
Examples of user interactive graphical user interface objects
include, without limitation, a button, slider, icon, selectable
menu item, switch, hyperlink or other user interface control.

[0061] Touch-sensitive display system 112 has a touch-
sensitive surface, sensor or set of sensors that accepts input
from the user based on haptic and/or tactile contact. Touch-
sensitive display system 112 and display controller 156
(along with any associated modules and/or sets of instruc-
tions in memory 102) detect contact (and any movement or
breaking of the contact) on touch-sensitive display system
112 and converts the detected contact into interaction with
user-interface objects (e.g., one or more soft keys, icons,
web pages or images) that are displayed on touch-sensitive
display system 112. In some embodiments, a point of contact
between touch-sensitive display system 112 and the user
corresponds to a finger of the user or a stylus.
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[0062] Touch-sensitive display system 112 optionally uses
LCD (liquid crystal display) technology, LPD (light emitting
polymer display) technology, or LED (light emitting diode)
technology, although other display technologies are used in
other embodiments. Touch-sensitive display system 112 and
display controller 156 optionally detect contact and any
movement or breaking thereof using any of a plurality of
touch sensing technologies now known or later developed,
including but not limited to capacitive, resistive, infrared,
and surface acoustic wave technologies, as well as other
proximity sensor arrays or other elements for determining
one or more points of contact with touch-sensitive display
system 112. In some embodiments, projected mutual capaci-
tance sensing technology is used, such as that found in the
iPhone®, iPod Touch®, and iPad® from Apple Inc. of
Cupertino, Calif.

[0063] Touch-sensitive display system 112 optionally has
a video resolution in excess of 100 dpi. In some embodi-
ments, the touch screen video resolution is in excess of 400
dpi (e.g., 500 dpi, 800 dpi, or greater). The user optionally
makes contact with touch-sensitive display system 112 using
any suitable object or appendage, such as a stylus, a finger,
and so forth. In some embodiments, the user interface is
designed to work with finger-based contacts and gestures,
which can be less precise than stylus-based input due to the
larger area of contact of a finger on the touch screen. In some
embodiments, the device translates the rough finger-based
input into a precise pointer/cursor position or command for
performing the actions desired by the user.

[0064] In some embodiments, in addition to the touch
screen, device 100 optionally includes a touchpad (not
shown) for activating or deactivating particular functions. In
some embodiments, the touchpad is a touch-sensitive area of
the device that, unlike the touch screen, does not display
visual output. The touchpad is, optionally, a touch-sensitive
surface that is separate from touch-sensitive display system
112 or an extension of the touch-sensitive surface formed by
the touch screen.

[0065] Device 100 also includes power system 162 for
powering the various components. Power system 162
optionally includes a power management system, one or
more power sources (e.g., battery, alternating current (AC)),
a recharging system, a power failure detection circuit, a
power converter or inverter, a power status indicator (e.g., a
light-emitting diode (LED)) and any other components
associated with the generation, management and distribution
of power in portable devices.

[0066] Device 100 optionally also includes one or more
optical sensors 164. FIG. 1A shows an optical sensor
coupled with optical sensor controller 158 in 1/O subsystem
106. Optical sensor(s) 164 optionally include charge-
coupled device (CCD) or complementary metal-oxide semi-
conductor (CMOS) phototransistors. Optical sensor(s) 164
receive light from the environment, projected through one or
more lens, and converts the light to data representing an
image. In conjunction with imaging module 143 (also called
a camera module), optical sensor(s) 164 optionally capture
still images and/or video. In some embodiments, an optical
sensor is located on the back of device 100, opposite
touch-sensitive display system 112 on the front of the
device, so that the touch screen is enabled for use as a
viewfinder for still and/or video image acquisition. In some
embodiments, another optical sensor is located on the front
of the device so that the user’s image is obtained (e.g., for
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selfies, for videoconferencing while the user views the other
video conference participants on the touch screen, etc.).
[0067] Device 100 optionally also includes one or more
contact intensity sensors 165. FIG. 1A shows a contact
intensity sensor coupled with intensity sensor controller 159
in /O subsystem 106. Contact intensity sensor(s) 165
optionally include one or more piezoresistive strain gauges,
capacitive force sensors, electric force sensors, piezoelectric
force sensors, optical force sensors, capacitive touch-sensi-
tive surfaces, or other intensity sensors (e.g., sensors used to
measure the force (or pressure) of a contact on a touch-
sensitive surface). Contact intensity sensor(s) 165 receive
contact intensity information (e.g., pressure information or a
proxy for pressure information) from the environment. In
some embodiments, at least one contact intensity sensor is
collocated with, or proximate to, a touch-sensitive surface
(e.g., touch-sensitive display system 112). In some embodi-
ments, at least one contact intensity sensor is located on the
back of device 100, opposite touch-screen display system
112 which is located on the front of device 100.

[0068] Device 100 optionally also includes one or more
proximity sensors 166. FIG. 1A shows proximity sensor 166
coupled with peripherals interface 118. Alternately, proxim-
ity sensor 166 is coupled with input controller 160 in /O
subsystem 106. In some embodiments, the proximity sensor
turns off and disables touch-sensitive display system 112
when the multifunction device is placed near the user’s ear
(e.g., when the user is making a phone call).

[0069] Device 100 optionally also includes one or more
tactile output generators 167. FIG. 1A shows a tactile output
generator coupled with haptic feedback controller 161 in I/O
subsystem 106. In some embodiments, tactile output gen-
erator(s) 167 include one or more electroacoustic devices
such as speakers or other audio components and/or electro-
mechanical devices that convert energy into linear motion
such as a motor, solenoid, electroactive polymer, piezoelec-
tric actuator, electrostatic actuator, or other tactile output
generating component (e.g., a component that converts
electrical signals into tactile outputs on the device). Tactile
output generator(s) 167 receive tactile feedback generation
instructions from haptic feedback module 133 and generates
tactile outputs on device 100 that are capable of being sensed
by a user of device 100. In some embodiments, at least one
tactile output generator is collocated with, or proximate to,
a touch-sensitive surface (e.g., touch-sensitive display sys-
tem 112) and, optionally, generates a tactile output by
moving the touch-sensitive surface vertically (e.g., in/out of
a surface of device 100) or laterally (e.g., back and forth in
the same plane as a surface of device 100). In some
embodiments, at least one tactile output generator sensor is
located on the back of device 100, opposite touch-sensitive
display system 112, which is located on the front of device
100.

[0070] Device 100 optionally also includes one or more
accelerometers 168. FIG. 1A shows accelerometer 168
coupled with peripherals interface 118. Alternately, acceler-
ometer 168 is, optionally, coupled with an input controller
160 in I/O subsystem 106. In some embodiments, informa-
tion is displayed on the touch-screen display in a portrait
view or a landscape view based on an analysis of data
received from the one or more accelerometers. Device 100
optionally includes, in addition to accelerometer(s) 168, a
magnetometer (not shown) and a GPS (or GLONASS or
other global navigation system) receiver (not shown) for
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obtaining information concerning the location and orienta-
tion (e.g., portrait or landscape) of device 100.

[0071] In some embodiments, the software components
stored in memory 102 include operating system 126, com-
munication module (or set of instructions) 128, contact/
motion module (or set of instructions) 130, graphics module
(or set of instructions) 132, haptic feedback module (or set
of instructions) 133, text input module (or set of instruc-
tions) 134, Global Positioning System (GPS) module (or set
of instructions) 135, and applications (or sets of instructions)
136. Furthermore, in some embodiments, memory 102
stores device/global internal state 157, as shown in FIGS.
1A and 3. Device/global internal state 157 includes one or
more of: active application state, indicating which applica-
tions, if any, are currently active; display state, indicating
what applications, views or other information occupy vari-
ous regions of touch-sensitive display system 112; sensor
state, including information obtained from the device’s
various sensors and other input or control devices 116; and
location and/or positional information concerning the
device’s location and/or attitude.

[0072] Operating system 126 (e.g., i0S, Darwin, RTXC,
LINUX, UNIX, OS X, WINDOWS, or an embedded oper-
ating system such as VxWorks) includes various software
components and/or drivers for controlling and managing
general system tasks (e.g., memory management, storage
device control, power management, etc.) and facilitates
communication between various hardware and software
components.

[0073] Communication module 128 facilitates communi-
cation with other devices over one or more external ports
124 and also includes various software components for
handling data received by RF circuitry 108 and/or external
port 124. External port 124 (e.g., Universal Serial Bus
(USB), FIREWIRE, etc.) is adapted for coupling directly to
other devices or indirectly over a network (e.g., the Internet,
wireless LAN, etc.). In some embodiments, the external port
is a multi-pin (e.g., 30-pin) connector that is the same as, or
similar to and/or compatible with the 30-pin connector used
in some iPhone®, iPod Touch®, and iPad® devices from
Apple Inc. of Cupertino, Calif. In some embodiments, the
external port is a Lightning connector that is the same as, or
similar to and/or compatible with the Lightning connector
used in some iPhone®, iPod Touch®, and iPad® devices
from Apple Inc. of Cupertino, Calif.

[0074] Contact/motion module 130 optionally detects con-
tact with touch-sensitive display system 112 (in conjunction
with display controller 156) and other touch-sensitive
devices (e.g., a touchpad or physical click wheel). Contact/
motion module 130 includes various software components
for performing various operations related to detection of
contact (e.g., by a finger or by a stylus), such as determining
if contact has occurred (e.g., detecting a finger-down event),
determining an intensity of the contact (e.g., the force or
pressure of the contact or a substitute for the force or
pressure of the contact), determining if there is movement of
the contact and tracking the movement across the touch-
sensitive surface (e.g., detecting one or more finger-drag-
ging events), and determining if the contact has ceased (e.g.,
detecting a finger-up event or a break in contact). Contact/
motion module 130 receives contact data from the touch-
sensitive surface. Determining movement of the point of
contact, which is represented by a series of contact data,
optionally includes determining speed (magnitude), velocity
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(magnitude and direction), and/or an acceleration (a change
in magnitude and/or direction) of the point of contact. These
operations are, optionally, applied to single contacts (e.g.,
one finger contacts or stylus contacts) or to multiple simul-
taneous contacts (e.g., “multitouch”/multiple finger con-
tacts). In some embodiments, contact/motion module 130
and display controller 156 detect contact on a touchpad.

[0075] Contact/motion module 130 optionally detects a
gesture input by a user. Different gestures on the touch-
sensitive surface have different contact patterns (e.g., dif-
ferent motions, timings, and/or intensities of detected con-
tacts). Thus, a gesture is, optionally, detected by detecting a
particular contact pattern. For example, detecting a finger
tap gesture includes detecting a finger-down event followed
by detecting a finger-up (lift off) event at the same position
(or substantially the same position) as the finger-down event
(e.g., at the position of an icon). As another example,
detecting a finger swipe gesture on the touch-sensitive
surface includes detecting a finger-down event followed by
detecting one or more finger-dragging events, and subse-
quently followed by detecting a finger-up (lift off) event.
Similarly, tap, swipe, drag, and other gestures are optionally
detected for a stylus by detecting a particular contact pattern
for the stylus.

[0076] In some embodiments, detecting a finger tap ges-
ture (e.g., on touch-sensitive display system 112) depends on
the length of time between detecting the finger-down event
and the finger-up event, but is independent of the intensity
of the finger contact between detecting the finger-down
event and the finger-up event. In some embodiments, a tap
gesture is detected in accordance with a determination that
the length of time between the finger-down event and the
finger-up event is less than a predetermined value (e.g., less
than 0.1, 0.2, 0.3, 0.4 or 0.5 seconds), independent of
whether the intensity of the finger contact during the tap
meets a given intensity threshold (greater than a nominal
contact-detection intensity threshold), such as a light press
or deep press intensity threshold. Thus, a finger tap gesture
can satisfy particular input criteria that do not require that
the characteristic intensity of a contact satisfy a given
intensity threshold in order for the particular input criteria to
be met. For clarity, the finger contact in a tap gesture
typically needs to satisfy a nominal contact-detection inten-
sity threshold, below which the contact is not detected, in
order for the finger-down event to be detected. A similar
analysis applies to detecting a tap gesture by a stylus or other
contact. In cases where the device is capable of detecting a
finger or stylus contact hovering over a touch sensitive
surface, the nominal contact-detection intensity threshold
optionally does not correspond to physical contact between
the finger or stylus and the touch sensitive surface.

[0077] The same concepts apply in an analogous manner
to other types of gestures. For example, a swipe gesture, a
pinch gesture, a depinch gesture, and/or a long press gesture
are optionally detected (e.g., on touch-sensitive display
system 112) based on the satisfaction of criteria that are
either independent of intensities of contacts included in the
gesture, or do not require that contact(s) that perform the
gesture reach intensity thresholds in order to be recognized.
For example, a swipe gesture is detected based on an amount
of movement of one or more contacts; a pinch gesture is
detected based on movement of two or more contacts
towards each other; a depinch gesture is detected based on
movement of two or more contacts away from each other;
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and a long press gesture is detected based on a duration of
the contact on the touch-sensitive surface with less than a
threshold amount of movement. As such, the statement that
particular gesture recognition criteria do not require that the
intensity of the contact(s) meet a respective intensity thresh-
old in order for the particular gesture recognition criteria to
be met means that the particular gesture recognition criteria
are capable of being satisfied if the contact(s) in the gesture
do not reach the respective intensity threshold, and are also
capable of being satisfied in circumstances where one or
more of the contacts in the gesture do reach or exceed the
respective intensity threshold. In some embodiments, a tap
gesture is detected based on a determination that the finger-
down and finger-up event are detected within a predefined
time period, without regard to whether the contact is above
or below the respective intensity threshold during the pre-
defined time period, and a swipe gesture is detected based on
a determination that the contact movement is greater than a
predefined magnitude, even if the contact is above the
respective intensity threshold at the end of the contact
movement. Even in implementations where detection of a
gesture is influenced by the intensity of contacts performing
the gesture (e.g., the device detects a long press more
quickly when the intensity of the contact is above an
intensity threshold or delays detection of a tap input when
the intensity of the contact is higher), the detection of those
gestures does not require that the contacts reach a particular
intensity threshold so long as the criteria for recognizing the
gesture can be met in circumstances where the contact does
not reach the particular intensity threshold (e.g., even if the
amount of time that it takes to recognize the gesture
changes).

[0078] Contact intensity thresholds, duration thresholds,
and movement thresholds are, in some circumstances, com-
bined in a variety of different combinations in order to create
heuristics for distinguishing two or more different gestures
directed to the same input element or region so that multiple
different interactions with the same input element are
enabled to provide a richer set of user interactions and
responses. The statement that a particular set of gesture
recognition criteria do not require that the intensity of the
contact(s) meet a respective intensity threshold in order for
the particular gesture recognition criteria to be met does not
preclude the concurrent evaluation of other intensity-depen-
dent gesture recognition criteria to identify other gestures
that do have a criteria that is met when a gesture includes a
contact with an intensity above the respective intensity
threshold. For example, in some circumstances, first gesture
recognition criteria for a first gesture—which do not require
that the intensity of the contact(s) meet a respective intensity
threshold in order for the first gesture recognition criteria to
be met—are in competition with second gesture recognition
criteria for a second gesture—which are dependent on the
contact(s) reaching the respective intensity threshold. In
such competitions, the gesture is, optionally, not recognized
as meeting the first gesture recognition criteria for the first
gesture if the second gesture recognition criteria for the
second gesture are met first. For example, if a contact
reaches the respective intensity threshold before the contact
moves by a predefined amount of movement, a deep press
gesture is detected rather than a swipe gesture. Conversely,
if the contact moves by the predefined amount of movement
before the contact reaches the respective intensity threshold,
a swipe gesture is detected rather than a deep press gesture.
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Even in such circumstances, the first gesture recognition
criteria for the first gesture still do not require that the
intensity of the contact(s) meet a respective intensity thresh-
old in order for the first gesture recognition criteria to be met
because if the contact stayed below the respective intensity
threshold until an end of the gesture (e.g., a swipe gesture
with a contact that does not increase to an intensity above the
respective intensity threshold), the gesture would have been
recognized by the first gesture recognition criteria as a swipe
gesture. As such, particular gesture recognition criteria that
do not require that the intensity of the contact(s) meet a
respective intensity threshold in order for the particular
gesture recognition criteria to be met will (A) in some
circumstances ignore the intensity of the contact with
respect to the intensity threshold (e.g. for a tap gesture)
and/or (B) in some circumstances still be dependent on the
intensity of the contact with respect to the intensity threshold
in the sense that the particular gesture recognition criteria
(e.g., for a long press gesture) will fail if a competing set of
intensity-dependent gesture recognition criteria (e.g., for a
deep press gesture) recognize an input as corresponding to
an intensity-dependent gesture before the particular gesture
recognition criteria recognize a gesture corresponding to the
input (e.g., for a long press gesture that is competing with a
deep press gesture for recognition).

[0079] Graphics module 132 includes various known soft-
ware components for rendering and displaying graphics on
touch-sensitive display system 112 or other display, includ-
ing components for changing the visual impact (e.g., bright-
ness, transparency, saturation, contrast or other visual prop-
erty) of graphics that are displayed. As used herein, the term
“graphics” includes any object that can be displayed to a
user, including without limitation text, web pages, icons
(such as user-interface objects including soft keys), digital
images, videos, animations and the like.

[0080] In some embodiments, graphics module 132 stores
data representing graphics to be used. Each graphic is,
optionally, assigned a corresponding code. Graphics module
132 receives, from applications etc., one or more codes
specifying graphics to be displayed along with, if necessary,
coordinate data and other graphic property data, and then
generates screen image data to output to display controller
156.

[0081] Haptic feedback module 133 includes various soft-
ware components for generating instructions (e.g., instruc-
tions used by haptic feedback controller 161) to produce
tactile outputs using tactile output generator(s) 167 at one or
more locations on device 100 in response to user interactions
with device 100.

[0082] Text input module 134, which is, optionally, a
component of graphics module 132, provides soft keyboards
for entering text in various applications (e.g., contacts 137,
e-mail 140, IM 141, browser 147, and any other application
that needs text input).

[0083] GPS module 135 determines the location of the
device and provides this information for use in various
applications (e.g., to telephone 138 for use in location-based
dialing, to camera 143 as picture/video metadata, and to
applications that provide location-based services such as
weather widgets, local yellow page widgets, and map/
navigation widgets).

[0084] Applications 136 optionally include the following
modules (or sets of instructions), or a subset or superset
thereof:
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[0085] contacts module 137 (sometimes called an
address book or contact list);

[0086] telephone module 138;

[0087] video conferencing module 139;

[0088] e-mail client module 140;

[0089] instant messaging (IM) module 141;

[0090] workout support module 142;

[0091] camera module 143 for still and/or video images;
[0092] image management module 144;

[0093] browser module 147,

[0094] calendar module 148;

[0095] widget modules 149, which optionally include

one or more of: weather widget 149-1, stocks widget
149-2, calculator widget 149-3, alarm clock widget
149-4, dictionary widget 149-5, and other widgets
obtained by the user, as well as user-created widgets
149-6;

[0096] widget creator module 150 for making user-
created widgets 149-6;

[0097] search module 151;

[0098] video and music player module 152, which is,
optionally, made up of a video player module and a
music player module;

[0099] notes module 153;
[0100] map module 154; and/or
[0101] online video module 155.
[0102] Examples of other applications 136 that are,

optionally, stored in memory 102 include other word pro-
cessing applications, other image editing applications, draw-
ing applications, presentation applications, JAVA-enabled
applications, encryption, digital rights management, voice
recognition, and voice replication.

[0103] In conjunction with touch-sensitive display system
112, display controller 156, contact module 130, graphics
module 132, and text input module 134, contacts module
137 includes executable instructions to manage an address
book or contact list (e.g., stored in application internal state
192 of contacts module 137 in memory 102 or memory 370),
including: adding name(s) to the address book; deleting
name(s) from the address book; associating telephone num-
ber(s), e-mail address(es), physical address(es) or other
information with a name; associating an image with a name;
categorizing and sorting names; providing telephone num-
bers and/or e-mail addresses to initiate and/or facilitate
communications by telephone 138, video conference 139,
e-mail 140, or IM 141; and so forth.

[0104] In conjunction with RF circuitry 108, audio cir-
cuitry 110, speaker 111, microphone 113, touch-sensitive
display system 112, display controller 156, contact module
130, graphics module 132, and text input module 134,
telephone module 138 includes executable instructions to
enter a sequence of characters corresponding to a telephone
number, access one or more telephone numbers in address
book 137, modify a telephone number that has been entered,
dial a respective telephone number, conduct a conversation
and disconnect or hang up when the conversation is com-
pleted. As noted above, the wireless communication option-
ally uses any of a plurality of communications standards,
protocols and technologies.

[0105] In conjunction with RF circuitry 108, audio cir-
cuitry 110, speaker 111, microphone 113, touch-sensitive
display system 112, display controller 156, optical sensor(s)
164, optical sensor controller 158, contact module 130,
graphics module 132, text input module 134, contact list
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137, and telephone module 138, videoconferencing module
139 includes executable instructions to initiate, conduct, and
terminate a video conference between a user and one or
more other participants in accordance with user instructions.
[0106] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display controller 156, contact
module 130, graphics module 132, and text input module
134, e-mail client module 140 includes executable instruc-
tions to create, send, receive, and manage e-mail in response
to user instructions. In conjunction with image management
module 144, e-mail client module 140 makes it very easy to
create and send e-mails with still or video images taken with
camera module 143.

[0107] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display controller 156, contact
module 130, graphics module 132, and text input module
134, the instant messaging module 141 includes executable
instructions to enter a sequence of characters corresponding
to an instant message, to modify previously entered char-
acters, to transmit a respective instant message (for example,
using a Short Message Service (SMS) or Multimedia Mes-
sage Service (MMS) protocol for telephony-based instant
messages or using XMPP, SIMPLE, Apple Push Notification
Service (APNs) or IMPS for Internet-based instant mes-
sages), to receive instant messages, and to view received
instant messages. In some embodiments, transmitted and/or
received instant messages optionally include graphics, pho-
tos, audio files, video files and/or other attachments as are
supported in a MMS and/or an Enhanced Messaging Service
(EMS). As used herein, “instant messaging” refers to both
telephony-based messages (e.g., messages sent using SMS
or MMS) and Internet-based messages (e.g., messages sent
using XMPP, SIMPLE, APNs, or IMPS).

[0108] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display controller 156, contact
module 130, graphics module 132, text input module 134,
GPS module 135, map module 154, and video and music
player module 152, workout support module 142 includes
executable instructions to create workouts (e.g., with time,
distance, and/or calorie burning goals); communicate with
workout sensors (in sports devices and smart watches);
receive workout sensor data; calibrate sensors used to moni-
tor a workout; select and play music for a workout; and
display, store and transmit workout data.

[0109] In conjunction with touch-sensitive display system
112, display controller 156, optical sensor(s) 164, optical
sensor controller 158, contact module 130, graphics module
132, and image management module 144, camera module
143 includes executable instructions to capture still images
or video (including a video stream) and store them into
memory 102, modify characteristics of a still image or
video, and/or delete a still image or video from memory 102.
[0110] In conjunction with touch-sensitive display system
112, display controller 156, contact module 130, graphics
module 132, text input module 134, and camera module 143,
image management module 144 includes executable instruc-
tions to arrange, modify (e.g., edit), or otherwise manipulate,
label, delete, present (e.g., in a digital slide show or album),
and store still and/or video images.

[0111] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, and text input
module 134, browser module 147 includes executable
instructions to browse the Internet in accordance with user
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instructions, including searching, linking to, receiving, and
displaying web pages or portions thereof, as well as attach-
ments and other files linked to web pages.

[0112] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, text input module
134, e-mail client module 140, and browser module 147,
calendar module 148 includes executable instructions to
create, display, modify, and store calendars and data asso-
ciated with calendars (e.g., calendar entries, to do lists, etc.)
in accordance with user instructions.

[0113] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, text input module
134, and browser module 147, widget modules 149 are
mini-applications that are, optionally, downloaded and used
by a user (e.g., weather widget 149-1, stocks widget 149-2,
calculator widget 149-3, alarm clock widget 149-4, and
dictionary widget 149-5) or created by the user (e.g., user-
created widget 149-6). In some embodiments, a widget
includes an HTML (Hypertext Markup Language) file, a
CSS (Cascading Style Sheets) file, and a JavaScript file. In
some embodiments, a widget includes an XML (Extensible
Markup Language) file and a JavaScript file (e.g., Yahoo!
Widgets).

[0114] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, text input module
134, and browser module 147, the widget creator module
150 includes executable instructions to create widgets (e.g.,
turning a user-specified portion of a web page into a widget).
[0115] In conjunction with touch-sensitive display system
112, display system controller 156, contact module 130,
graphics module 132, and text input module 134, search
module 151 includes executable instructions to search for
text, music, sound, image, video, and/or other files in
memory 102 that match one or more search criteria (e.g., one
or more user-specified search terms) in accordance with user
instructions.

[0116] In conjunction with touch-sensitive display system
112, display system controller 156, contact module 130,
graphics module 132, audio circuitry 110, speaker 111, RF
circuitry 108, and browser module 147, video and music
player module 152 includes executable instructions that
allow the user to download and play back recorded music
and other sound files stored in one or more file formats, such
as MP3 or AAC files, and executable instructions to display,
present or otherwise play back videos (e.g., on touch-
sensitive display system 112, or on an external display
connected wirelessly or via external port 124). In some
embodiments, device 100 optionally includes the function-
ality of an MP3 player, such as an iPod (trademark of Apple
Inc.).

[0117] In conjunction with touch-sensitive display system
112, display controller 156, contact module 130, graphics
module 132, and text input module 134, notes module 153
includes executable instructions to create and manage notes,
to do lists, and the like in accordance with user instructions.
[0118] In conjunction with RF circuitry 108, touch-sensi-
tive display system 112, display system controller 156,
contact module 130, graphics module 132, text input module
134, GPS module 135, and browser module 147, map
module 154 includes executable instructions to receive,
display, modify, and store maps and data associated with
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maps (e.g., driving directions; data on stores and other points
of interest at or near a particular location; and other location-
based data) in accordance with user instructions.

[0119] In conjunction with touch-sensitive display system
112, display system controller 156, contact module 130,
graphics module 132, audio circuitry 110, speaker 111, RF
circuitry 108, text input module 134, e-mail client module
140, and browser module 147, online video module 155
includes executable instructions that allow the user to
access, browse, receive (e.g., by streaming and/or down-
load), play back (e.g., on the touch screen 112, or on an
external display connected wirelessly or via external port
124), send an e-mail with a link to a particular online video,
and otherwise manage online videos in one or more file
formats, such as H.264. In some embodiments, instant
messaging module 141, rather than e-mail client module
140, is used to send a link to a particular online video.
[0120] Each of the above identified modules and applica-
tions correspond to a set of executable instructions for
performing one or more functions described above and the
methods described in this application (e.g., the computer-
implemented methods and other information processing
methods described herein). These modules (i.e., sets of
instructions) need not be implemented as separate software
programs, procedures or modules, and thus various subsets
of these modules are, optionally, combined or otherwise
re-arranged in various embodiments. In some embodiments,
memory 102 optionally stores a subset of the modules and
data structures identified above. Furthermore, memory 102
optionally stores additional modules and data structures not
described above.

[0121] In some embodiments, device 100 is a device
where operation of a predefined set of functions on the
device is performed exclusively through a touch screen
and/or a touchpad. By using a touch screen and/or a touch-
pad as the primary input control device for operation of
device 100, the number of physical input control devices
(such as push buttons, dials, and the like) on device 100 is,
optionally, reduced.

[0122] The predefined set of functions that are performed
exclusively through a touch screen and/or a touchpad
optionally include navigation between user interfaces. In
some embodiments, the touchpad, when touched by the user,
navigates device 100 to a main, home, or root menu from
any user interface that is displayed on device 100. In such
embodiments, a “menu button” is implemented using a
touchpad. In some other embodiments, the menu button is a
physical push button or other physical input control device
instead of a touchpad.

[0123] FIG. 1B is a block diagram illustrating example
components for event handling in accordance with some
embodiments. In some embodiments, memory 102 (in FIG.
1A) or 370 (FIG. 3) includes event sorter 170 (e.g., in
operating system 126) and a respective application 136-1
(e.g., any of the aforementioned applications 136, 137-155,
380-390).

[0124] Event sorter 170 receives event information and
determines the application 136-1 and application view 191
of application 136-1 to which to deliver the event informa-
tion. Event sorter 170 includes event monitor 171 and event
dispatcher module 174. In some embodiments, application
136-1 includes application internal state 192, which indi-
cates the current application view(s) displayed on touch-
sensitive display system 112 when the application is active
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or executing. In some embodiments, device/global internal
state 157 is used by event sorter 170 to determine which
application(s) is (are) currently active, and application inter-
nal state 192 is used by event sorter 170 to determine
application views 191 to which to deliver event information.

[0125] In some embodiments, application internal state
192 includes additional information, such as one or more of:
resume information to be used when application 136-1
resumes execution, user interface state information that
indicates information being displayed or that is ready for
display by application 136-1, a state queue for enabling the
user to go back to a prior state or view of application 136-1,
and a redo/undo queue of previous actions taken by the user.

[0126] Event monitor 171 receives event information from
peripherals interface 118. Event information includes infor-
mation about a sub-event (e.g., a user touch on touch-
sensitive display system 112, as part of a multi-touch ges-
ture). Peripherals interface 118 transmits information it
receives from I1/O subsystem 106 or a sensor, such as
proximity sensor 166, accelerometer(s) 168, and/or micro-
phone 113 (through audio circuitry 110). Information that
peripherals interface 118 receives from /O subsystem 106
includes information from touch-sensitive display system
112 or a touch-sensitive surface.

[0127] In some embodiments, event monitor 171 sends
requests to the peripherals interface 118 at predetermined
intervals. In response, peripherals interface 118 transmits
event information. In other embodiments, peripheral inter-
face 118 transmits event information only when there is a
significant event (e.g., receiving an input above a predeter-
mined noise threshold and/or for more than a predetermined
duration).

[0128] In some embodiments, event sorter 170 also
includes a hit view determination module 172 and/or an
active event recognizer determination module 173.

[0129] Hit view determination module 172 provides soft-
ware procedures for determining where a sub-event has
taken place within one or more views, when touch-sensitive
display system 112 displays more than one view. Views are
made up of controls and other elements that a user can see
on the display.

[0130] Another aspect of the user interface associated with
an application is a set of views, sometimes herein called
application views or user interface windows, in which
information is displayed and touch-based gestures occur.
The application views (of a respective application) in which
a touch is detected optionally correspond to programmatic
levels within a programmatic or view hierarchy of the
application. For example, the lowest level view in which a
touch is detected is, optionally, called the hit view, and the
set of events that are recognized as proper inputs are,
optionally, determined based, at least in part, on the hit view
of the initial touch that begins a touch-based gesture.

[0131] Hit view determination module 172 receives infor-
mation related to sub-events of a touch-based gesture. When
an application has multiple views organized in a hierarchy,
hit view determination module 172 identifies a hit view as
the lowest view in the hierarchy which should handle the
sub-event. In most circumstances, the hit view is the lowest
level view in which an initiating sub-event occurs (i.e., the
first sub-event in the sequence of sub-events that form an
event or potential event). Once the hit view is identified by
the hit view determination module, the hit view typically
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receives all sub-events related to the same touch or input
source for which it was identified as the hit view.

[0132] Active event recognizer determination module 173
determines which view or views within a view hierarchy
should receive a particular sequence of sub-events. In some
embodiments, active event recognizer determination module
173 determines that only the hit view should receive a
particular sequence of sub-events. In other embodiments,
active event recognizer determination module 173 deter-
mines that all views that include the physical location of a
sub-event are actively involved views, and therefore deter-
mines that all actively involved views should receive a
particular sequence of sub-events. In other embodiments,
even if touch sub-events were entirely confined to the area
associated with one particular view, views higher in the
hierarchy would still remain as actively involved views.
[0133] Event dispatcher module 174 dispatches the event
information to an event recognizer (e.g., event recognizer
180). In embodiments including active event recognizer
determination module 173, event dispatcher module 174
delivers the event information to an event recognizer deter-
mined by active event recognizer determination module 173.
In some embodiments, event dispatcher module 174 stores
in an event queue the event information, which is retrieved
by a respective event receiver module 182.

[0134] In some embodiments, operating system 126
includes event sorter 170. Alternatively, application 136-1
includes event sorter 170. In yet other embodiments, event
sorter 170 is a stand-alone module, or a part of another
module stored in memory 102, such as contact/motion
module 130.

[0135] In some embodiments, application 136-1 includes
aplurality of event handlers 190 and one or more application
views 191, each of which includes instructions for handling
touch events that occur within a respective view of the
application’s user interface. Each application view 191 of
the application 136-1 includes one or more event recogniz-
ers 180. Typically, a respective application view 191
includes a plurality of event recognizers 180. In other
embodiments, one or more of event recognizers 180 are part
of'a separate module, such as a user interface kit (not shown)
or a higher level object from which application 136-1
inherits methods and other properties. In some embodi-
ments, a respective event handler 190 includes one or more
of: data updater 176, object updater 177, GUI updater 178,
and/or event data 179 received from event sorter 170. Event
handler 190 optionally utilizes or calls data updater 176,
object updater 177 or GUI updater 178 to update the
application internal state 192. Alternatively, one or more of
the application views 191 includes one or more respective
event handlers 190. Also, in some embodiments, one or
more of data updater 176, object updater 177, and GUI
updater 178 are included in a respective application view
191.

[0136] A respective event recognizer 180 receives event
information (e.g., event data 179) from event sorter 170, and
identifies an event from the event information. Event rec-
ognizer 180 includes event receiver 182 and event compara-
tor 184. In some embodiments, event recognizer 180 also
includes at least a subset of: metadata 183, and event
delivery instructions 188 (which optionally include sub-
event delivery instructions).

[0137] Event receiver 182 receives event information
from event sorter 170. The event information includes
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information about a sub-event, for example, a touch or a
touch movement. Depending on the sub-event, the event
information also includes additional information, such as
location of the sub-event. When the sub-event concerns
motion of a touch, the event information optionally also
includes speed and direction of the sub-event. In some
embodiments, events include rotation of the device from one
orientation to another (e.g., from a portrait orientation to a
landscape orientation, or vice versa), and the event infor-
mation includes corresponding information about the cur-
rent orientation (also called device attitude) of the device.

[0138] Event comparator 184 compares the event infor-
mation to predefined event or sub-event definitions and,
based on the comparison, determines an event or sub-event,
or determines or updates the state of an event or sub-event.
In some embodiments, event comparator 184 includes event
definitions 186. Event definitions 186 contain definitions of
events (e.g., predefined sequences of sub-events), for
example, event 1 (187-1), event 2 (187-2), and others. In
some embodiments, sub-events in an event 187 include, for
example, touch begin, touch end, touch movement, touch
cancellation, and multiple touching. In one example, the
definition for event 1 (187-1) is a double tap on a displayed
object. The double tap, for example, comprises a first touch
(touch begin) on the displayed object for a predetermined
phase, a first lift-off (touch end) for a predetermined phase,
a second touch (touch begin) on the displayed object for a
predetermined phase, and a second lift-off (touch end) for a
predetermined phase. In another example, the definition for
event 2 (187-2) is a dragging on a displayed object. The
dragging, for example, comprises a touch (or contact) on the
displayed object for a predetermined phase, a movement of
the touch across touch-sensitive display system 112, and
lift-off of the touch (touch end). In some embodiments, the
event also includes information for one or more associated
event handlers 190.

[0139] In some embodiments, event definition 187
includes a definition of an event for a respective user-
interface object. In some embodiments, event comparator
184 performs a hit test to determine which user-interface
object is associated with a sub-event. For example, in an
application view in which three user-interface objects are
displayed on touch-sensitive display system 112, when a
touch is detected on touch-sensitive display system 112,
event comparator 184 performs a hit test to determine which
of the three user-interface objects is associated with the
touch (sub-event). If each displayed object is associated with
a respective event handler 190, the event comparator uses
the result of the hit test to determine which event handler
190 should be activated. For example, event comparator 184
selects an event handler associated with the sub-event and
the object triggering the hit test.

[0140] In some embodiments, the definition for a respec-
tive event 187 also includes delayed actions that delay
delivery of the event information until after it has been
determined whether the sequence of sub-events does or does
not correspond to the event recognizer’s event type.

[0141] When a respective event recognizer 180 deter-
mines that the series of sub-events do not match any of the
events in event definitions 186, the respective event recog-
nizer 180 enters an event impossible, event failed, or event
ended state, after which it disregards subsequent sub-events
of the touch-based gesture. In this situation, other event
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recognizers, if any, that remain active for the hit view
continue to track and process sub-events of an ongoing
touch-based gesture.

[0142] In some embodiments, a respective event recog-
nizer 180 includes metadata 183 with configurable proper-
ties, flags, and/or lists that indicate how the event delivery
system should perform sub-event delivery to actively
involved event recognizers. In some embodiments, metadata
183 includes configurable properties, flags, and/or lists that
indicate how event recognizers interact, or are enabled to
interact, with one another. In some embodiments, metadata
183 includes configurable properties, flags, and/or lists that
indicate whether sub-events are delivered to varying levels
in the view or programmatic hierarchy.

[0143] In some embodiments, a respective event recog-
nizer 180 activates event handler 190 associated with an
event when one or more particular sub-events of an event are
recognized. In some embodiments, a respective event rec-
ognizer 180 delivers event information associated with the
event to event handler 190. Activating an event handler 190
is distinct from sending (and deferred sending) sub-events to
a respective hit view. In some embodiments, event recog-
nizer 180 throws a flag associated with the recognized event,
and event handler 190 associated with the flag catches the
flag and performs a predefined process.

[0144] In some embodiments, event delivery instructions
188 include sub-event delivery instructions that deliver
event information about a sub-event without activating an
event handler. Instead, the sub-event delivery instructions
deliver event information to event handlers associated with
the series of sub-events or to actively involved views. Event
handlers associated with the series of sub-events or with
actively involved views receive the event information and
perform a predetermined process.

[0145] In some embodiments, data updater 176 creates
and updates data used in application 136-1. For example,
data updater 176 updates the telephone number used in
contacts module 137, or stores a video file used in video and
music player module 152. In some embodiments, object
updater 177 creates and updates objects used in application
136-1. For example, object updater 177 creates a new
user-interface object or updates the position of a user-
interface object. GUI updater 178 updates the GUI. For
example, GUI updater 178 prepares display information and
sends it to graphics module 132 for display on a touch-
sensitive display.

[0146] In some embodiments, event handler(s) 190
includes or has access to data updater 176, object updater
177, and GUI updater 178. In some embodiments, data
updater 176, object updater 177, and GUI updater 178 are
included in a single module of a respective application 136-1
or application view 191. In other embodiments, they are
included in two or more software modules.

[0147] It shall be understood that the foregoing discussion
regarding event handling of user touches on touch-sensitive
displays also applies to other forms of user inputs to operate
multifunction devices 100 with input-devices, not all of
which are initiated on touch screens. For example, mouse
movement and mouse button presses, optionally coordinated
with single or multiple keyboard presses or holds; contact
movements such as taps, drags, scrolls, etc., on touch-pads;
pen stylus inputs; movement of the device; oral instructions;
detected eye movements; biometric inputs; and/or any com-
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bination thereof are optionally utilized as inputs correspond-
ing to sub-events which define an event to be recognized.

[0148] FIG. 1C is a block diagram illustrating a tactile
output module in accordance with some embodiments. In
some embodiments, I/O subsystem 106 (e.g., haptic feed-
back controller 161 (FIG. 1A) and/or other input controller
(s) 160 (FIG. 1A)) includes at least some of the example
components shown in FIG. 1C. In some embodiments,
peripherals interface 118 includes at least some of the
example components shown in FIG. 1C.

[0149] In some embodiments, the tactile output module
includes haptic feedback module 133. In some embodi-
ments, haptic feedback module 133 aggregates and com-
bines tactile outputs for user interface feedback from soft-
ware applications on the electronic device (e.g., feedback
that is responsive to user inputs that correspond to displayed
user interfaces and alerts and other notifications that indicate
the performance of operations or occurrence of events in
user interfaces of the electronic device). Haptic feedback
module 133 includes one or more of: waveform module 123
(for providing waveforms used for generating tactile out-
puts), mixer 125 (for mixing waveforms, such as waveforms
in different channels), compressor 127 (for reducing or
compressing a dynamic range of the waveforms), low-pass
filter 129 (for filtering out high frequency signal components
in the waveforms), and thermal controller 131 (for adjusting
the waveforms in accordance with thermal conditions). In
some embodiments, haptic feedback module 133 is included
in haptic feedback controller 161 (FIG. 1A). In some
embodiments, a separate unit of haptic feedback module 133
(or a separate implementation of haptic feedback module
133) is also included in an audio controller (e.g., audio
circuitry 110, FIG. 1A) and used for generating audio
signals. In some embodiments, a single haptic feedback
module 133 is used for generating audio signals and gener-
ating waveforms for tactile outputs.

[0150] Insome embodiments, haptic feedback module 133
also includes trigger module 121 (e.g., a software applica-
tion, operating system, or other software module that deter-
mines a tactile output is to be generated and initiates the
process for generating the corresponding tactile output). In
some embodiments, trigger module 121 generates trigger
signals for initiating generation of waveforms (e.g., by
waveform module 123). For example, trigger module 121
generates trigger signals based on preset timing criteria. In
some embodiments, trigger module 121 receives trigger
signals from outside haptic feedback module 133 (e.g., in
some embodiments, haptic feedback module 133 receives
trigger signals from hardware input processing module 146
located outside haptic feedback module 133) and relays the
trigger signals to other components within haptic feedback
module 133 (e.g., waveform module 123) or software appli-
cations that trigger operations (e.g., with trigger module
121) based on activation of a user interface element (e.g., an
application icon or an affordance within an application) or a
hardware input device (e.g., a home button or an intensity-
sensitive input surface, such as an intensity-sensitive touch
screen). In some embodiments, trigger module 121 also
receives tactile feedback generation instructions (e.g., from
haptic feedback module 133, FIGS. 1A and 3). In some
embodiments, trigger module 121 generates trigger signals
in response to haptic feedback module 133 (or trigger
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module 121 in haptic feedback module 133) receiving tactile
feedback instructions (e.g., from haptic feedback module
133, FIGS. 1A and 3).

[0151] Waveform module 123 receives trigger signals
(e.g., from trigger module 121) as an input, and in response
to receiving trigger signals, provides waveforms for genera-
tion of one or more tactile outputs (e.g., waveforms selected
from a predefined set of waveforms designated for use by
waveform module 123, such as the waveforms described in
greater detail below with reference to FIGS. 4F-4G).
[0152] Mixer 125 receives waveforms (e.g., from wave-
form module 123) as an input, and mixes together the
waveforms. For example, when mixer 125 receives two or
more waveforms (e.g., a first waveform in a first channel and
a second waveform that at least partially overlaps with the
first waveform in a second channel) mixer 125 outputs a
combined waveform that corresponds to a sum of the two or
more waveforms. In some embodiments, mixer 125 also
modifies one or more waveforms of the two or more
waveforms to emphasize particular waveform(s) over the
rest of the two or more waveforms (e.g., by increasing a
scale of the particular waveform(s) and/or decreasing a scale
of the rest of the waveforms). In some circumstances, mixer
125 selects one or more waveforms to remove from the
combined waveform (e.g., the waveform from the oldest
source is dropped when there are waveforms from more than
three sources that have been requested to be output concur-
rently by tactile output generator 167).

[0153] Compressor 127 receives waveforms (e.g., a com-
bined waveform from mixer 125) as an input, and modifies
the waveforms. In some embodiments, compressor 127
reduces the waveforms (e.g., in accordance with physical
specifications of tactile output generators 167 (FIG. 1A) or
357 (FIG. 3)) so that tactile outputs corresponding to the
waveforms are reduced. In some embodiments, compressor
127 limits the waveforms, such as by enforcing a predefined
maximum amplitude for the waveforms. For example, com-
pressor 127 reduces amplitudes of portions of waveforms
that exceed a predefined amplitude threshold while main-
taining amplitudes of portions of waveforms that do not
exceed the predefined amplitude threshold. In some embodi-
ments, compressor 127 reduces a dynamic range of the
waveforms. In some embodiments, compressor 127 dynami-
cally reduces the dynamic range of the waveforms so that the
combined waveforms remain within performance specifica-
tions of the tactile output generator 167 (e.g., force and/or
moveable mass displacement limits).

[0154] Low-pass filter 129 receives waveforms (e.g., com-
pressed waveforms from compressor 127) as an input, and
filters (e.g., smooths) the waveforms (e.g., removes or
reduces high frequency signal components in the wave-
forms). For example, in some instances, compressor 127
includes, in compressed waveforms, extraneous signals
(e.g., high frequency signal components) that interfere with
the generation of tactile outputs and/or exceed performance
specifications of tactile output generator 167 when the tactile
outputs are generated in accordance with the compressed
waveforms. Low-pass filter 129 reduces or removes such
extraneous signals in the waveforms.

[0155] Thermal controller 131 receives waveforms (e.g.,
filtered waveforms from low-pass filter 129) as an input, and
adjusts the waveforms in accordance with thermal condi-
tions of device 100 (e.g., based on internal temperatures
detected within device 100, such as the temperature of haptic
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feedback controller 161, and/or external temperatures
detected by device 100). For example, in some cases, the
output of haptic feedback controller 161 varies depending on
the temperature (e.g. haptic feedback controller 161, in
response to receiving same waveforms, generates a first
tactile output when haptic feedback controller 161 is at a first
temperature and generates a second tactile output when
haptic feedback controller 161 is at a second temperature
that is distinct from the first temperature). For example, the
magnitude (or the amplitude) of the tactile outputs may vary
depending on the temperature. To reduce the effect of the
temperature variations, the waveforms are modified (e.g., an
amplitude of the waveforms is increased or decreased based
on the temperature).

[0156] Insome embodiments, haptic feedback module 133
(e.g., trigger module 121) is coupled to hardware input
processing module 146. In some embodiments, other input
controller(s) 160 in FIG. 1A includes hardware input pro-
cessing module 146. In some embodiments, hardware input
processing module 146 receives inputs from hardware input
device 145 (e.g., other input or control devices 116 in FIG.
1A, such as a home button or an intensity-sensitive input
surface, such as an intensity-sensitive touch screen). In some
embodiments, hardware input device 145 is any input device
described herein, such as touch-sensitive display system 112
(FIG. 1A), keyboard/mouse 350 (FIG. 3), touchpad 355
(FIG. 3), one of other input or control devices 116 (FIG. 1A),
or an intensity-sensitive home button. In some embodi-
ments, hardware input device 145 consists of an intensity-
sensitive home button, and not touch-sensitive display sys-
tem 112 (FIG. 1A), keyboard/mouse 350 (FIG. 3), or
touchpad 355 (FIG. 3). In some embodiments, in response to
inputs from hardware input device 145 (e.g., an intensity-
sensitive home button or a touch screen), hardware input
processing module 146 provides one or more trigger signals
to haptic feedback module 133 to indicate that a user input
satisfying predefined input criteria, such as an input corre-
sponding to a “click” of a home button (e.g., a “down click”
or an “up click™), has been detected. In some embodiments,
haptic feedback module 133 provides waveforms that cor-
respond to the “click” of a home button in response to the
input corresponding to the “click” of a home button, simu-
lating a haptic feedback of pressing a physical home button.

[0157] In some embodiments, the tactile output module
includes haptic feedback controller 161 (e.g., haptic feed-
back controller 161 in FIG. 1A), which controls the genera-
tion of tactile outputs. In some embodiments, haptic feed-
back controller 161 is coupled to a plurality of tactile output
generators, and selects one or more tactile output generators
of the plurality of tactile output generators and sends wave-
forms to the selected one or more tactile output generators
for generating tactile outputs. In some embodiments, haptic
feedback controller 161 coordinates tactile output requests
that correspond to activation of hardware input device 145
and tactile output requests that correspond to software
events (e.g., tactile output requests from haptic feedback
module 133) and modifies one or more waveforms of the
two or more waveforms to emphasize particular waveform
(s) over the rest of the two or more waveforms (e.g., by
increasing a scale of the particular waveform(s) and/or
decreasing a scale of the rest of the waveforms, such as to
prioritize tactile outputs that correspond to activations of
hardware input device 145 over tactile outputs that corre-
spond to software events).
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[0158] In some embodiments, as shown in FIG. 1C, an
output of haptic feedback controller 161 is coupled to audio
circuitry of device 100 (e.g., audio circuitry 110, FIG. 1A),
and provides audio signals to audio circuitry of device 100.
In some embodiments, haptic feedback controller 161 pro-
vides both waveforms used for generating tactile outputs and
audio signals used for providing audio outputs in conjunc-
tion with generation of the tactile outputs. In some embodi-
ments, haptic feedback controller 161 modifies audio signals
and/or waveforms (used for generating tactile outputs) so
that the audio outputs and the tactile outputs are synchro-
nized (e.g., by delaying the audio signals and/or wave-
forms). In some embodiments, haptic feedback controller
161 includes a digital-to-analog converter used for convert-
ing digital waveforms into analog signals, which are
received by amplifier 163 and/or tactile output generator
167.

[0159] In some embodiments, the tactile output module
includes amplifier 163. In some embodiments, amplifier 163
receives waveforms (e.g., from haptic feedback controller
161) and amplifies the waveforms prior to sending the
amplified waveforms to tactile output generator 167 (e.g.,
any of tactile output generators 167 (FIG. 1A) or 357 (FIG.
3)). For example, amplifier 163 amplifies the received
waveforms to signal levels that are in accordance with
physical specifications of tactile output generator 167 (e.g.,
to a voltage and/or a current required by tactile output
generator 167 for generating tactile outputs so that the
signals sent to tactile output generator 167 produce tactile
outputs that correspond to the waveforms received from
haptic feedback controller 161) and sends the amplified
waveforms to tactile output generator 167. In response,
tactile output generator 167 generates tactile outputs (e.g.,
by shifting a moveable mass back and forth in one or more
dimensions relative to a neutral position of the moveable
mass).

[0160] In some embodiments, the tactile output module
includes sensor 169, which is coupled to tactile output
generator 167. Sensor 169 detects states or state changes
(e.g., mechanical position, physical displacement, and/or
movement) of tactile output generator 167 or one or more
components of tactile output generator 167 (e.g., one or
more moving parts, such as a membrane, used to generate
tactile outputs). In some embodiments, sensor 169 is a
magnetic field sensor (e.g., a Hall effect sensor) or other
displacement and/or movement sensor. In some embodi-
ments, sensor 169 provides information (e.g., a position, a
displacement, and/or a movement of one or more parts in
tactile output generator 167) to haptic feedback controller
161 and, in accordance with the information provided by
sensor 169 about the state of tactile output generator 167,
haptic feedback controller 161 adjusts the waveforms output
from haptic feedback controller 161 (e.g., waveforms sent to
tactile output generator 167, optionally via amplifier 163).

[0161] FIG. 2 illustrates a portable multifunction device
100 having a touch screen (e.g., touch-sensitive display
system 112, FIG. 1A) in accordance with some embodi-
ments. The touch screen optionally displays one or more
graphics within user interface (UI) 200. In these embodi-
ments, as well as others described below, a user is enabled
to select one or more of the graphics by making a gesture on
the graphics, for example, with one or more fingers 202 (not
drawn to scale in the figure) or one or more styluses 203 (not
drawn to scale in the figure). In some embodiments, selec-
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tion of one or more graphics occurs when the user breaks
contact with the one or more graphics. In some embodi-
ments, the gesture optionally includes one or more taps, one
or more swipes (from left to right, right to left, upward
and/or downward) and/or a rolling of a finger (from right to
left, left to right, upward and/or downward) that has made
contact with device 100. In some implementations or cir-
cumstances, inadvertent contact with a graphic does not
select the graphic. For example, a swipe gesture that sweeps
over an application icon optionally does not select the
corresponding application when the gesture corresponding
to selection is a tap.

[0162] Device 100 optionally also includes one or more
physical buttons, such as “home” or menu button 204. As
described previously, menu button 204 is, optionally, used to
navigate to any application 136 in a set of applications that
are, optionally executed on device 100. Alternatively, in
some embodiments, the menu button is implemented as a
soft key in a GUI displayed on the touch-screen display.

[0163] In some embodiments, device 100 includes the
touch-screen display, menu button 204 (sometimes called
home button 204), push button 206 for powering the device
on/off and locking the device, volume adjustment button(s)
208, Subscriber Identity Module (SIM) card slot 210, head
set jack 212, and docking/charging external port 124. Push
button 206 is, optionally, used to turn the power on/off on the
device by depressing the button and holding the button in the
depressed state for a predefined time interval; to lock the
device by depressing the button and releasing the button
before the predefined time interval has elapsed; and/or to
unlock the device or initiate an unlock process. In some
embodiments, device 100 also accepts verbal input for
activation or deactivation of some functions through micro-
phone 113. Device 100 also, optionally, includes one or
more contact intensity sensors 165 for detecting intensities
of contacts on touch-sensitive display system 112 and/or one
or more tactile output generators 167 for generating tactile
outputs for a user of device 100.

[0164] FIG. 3 is a block diagram of an example multi-
function device with a display and a touch-sensitive surface
in accordance with some embodiments. Device 300 need not
be portable. In some embodiments, device 300 is a laptop
computer, a desktop computer, a tablet computer, a multi-
media player device, a navigation device, an educational
device (such as a child’s learning toy), a gaming system, or
a control device (e.g., a home or industrial controller).
Device 300 typically includes one or more processing units
(CPU’s) 310, one or more network or other communications
interfaces 360, memory 370, and one or more communica-
tion buses 320 for interconnecting these components. Com-
munication buses 320 optionally include circuitry (some-
times called a chipset) that interconnects and controls
communications between system components. Device 300
includes input/output (I/O) interface 330 comprising display
340, which is typically a touch-screen display. I/O interface
330 also optionally includes a keyboard and/or mouse (or
other pointing device) 350 and touchpad 355, tactile output
generator 357 for generating tactile outputs on device 300
(e.g., similar to tactile output generator(s) 167 described
above with reference to FIG. 1A), sensors 359 (e.g., optical,
acceleration, proximity, touch-sensitive, and/or contact
intensity sensors similar to contact intensity sensor(s) 165
described above with reference to FIG. 1A). Memory 370
includes high-speed random access memory, such as
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DRAM, SRAM, DDR RAM or other random access solid
state memory devices; and optionally includes non-volatile
memory, such as one or more magnetic disk storage devices,
optical disk storage devices, flash memory devices, or other
non-volatile solid state storage devices. Memory 370 option-
ally includes one or more storage devices remotely located
from CPU(s) 310. In some embodiments, memory 370
stores programs, modules, and data structures analogous to
the programs, modules, and data structures stored in
memory 102 of portable multifunction device 100 (FIG.
1A), or a subset thereof. Furthermore, memory 370 option-
ally stores additional programs, modules, and data structures
not present in memory 102 of portable multifunction device
100. For example, memory 370 of device 300 optionally
stores drawing module 380, presentation module 382, word
processing module 384, website creation module 386, disk
authoring module 388, and/or spreadsheet module 390,
while memory 102 of portable multifunction device 100
(FIG. 1A) optionally does not store these modules.
[0165] Each ofthe above identified elements in FIG. 3 are,
optionally, stored in one or more of the previously men-
tioned memory devices. Each of the above identified mod-
ules corresponds to a set of instructions for performing a
function described above. The above identified modules or
programs (i.e., sets of instructions) need not be implemented
as separate software programs, procedures or modules, and
thus various subsets of these modules are, optionally, com-
bined or otherwise re-arranged in various embodiments. In
some embodiments, memory 370 optionally stores a subset
of the modules and data structures identified above. Fur-
thermore, memory 370 optionally stores additional modules
and data structures not described above.
[0166] Attention is now directed towards embodiments of
user interfaces (“UI”) that are, optionally, implemented on
portable multifunction device 100.
[0167] FIG. 4A illustrates an example user interface for a
menu of applications on portable multifunction device 100
in accordance with some embodiments. Similar user inter-
faces are, optionally, implemented on device 300. In some
embodiments, user interface 400 includes the following
elements, or a subset or superset thereof:

[0168] Signal strength indicator(s) 402 for wireless

communication(s), such as cellular and Wi-Fi signals;

[0169] Time 404;

[0170] a Bluetooth indicator;

[0171] Battery status indicator 406;

[0172] Tray 408 with icons for frequently used appli-

cations, such as:

[0173] Icon 416 for telephone module 138, labeled
“Phone,” which optionally includes an indicator 414
of'the number of missed calls or voicemail messages;

[0174] Icon 418 for e-mail client module 140, labeled
“Mail,” which optionally includes an indicator 410
of the number of unread e-mails;

[0175] Icon 420 for browser module 147, labeled
“Browser;” and

[0176] Icon 422 for video and music player module
152, also referred to as iPod (trademark of Apple
Inc.) module 152, labeled “iPod;” and

[0177] Icons for other applications, such as:

[0178] Icon 424 for IM module 141, labeled “Mes-
sages;”

[0179] Icon 426 for calendar module 148, labeled
“Calendar;”
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[0180] Icon 428 for image management module 144,
labeled ‘“Photos;”

[0181] Icon 430 for camera module 143, labeled
“Camera;”
[0182] Icon 432 for online video module 155, labeled

“Online Video;”

[0183] Icon 434 for stocks widget 149-2, labeled
“Stocks;”

[0184] Icon 436 for map module 154, labeled
“Maps;”

[0185] Icon 438 for weather widget 149-1, labeled
“Weather;”

[0186] Icon 440 for alarm clock widget 149-4,

labeled “Clock;”

[0187] Icon 442 for workout support module 142,
labeled “Workout Support;”

[0188] Icon 444 for notes module 153, labeled
“Notes;” and

[0189] Icon 446 for a settings application or module,
which provides access to settings for device 100 and
its various applications 136.
[0190] It should be noted that the icon labels illustrated in
FIG. 4A are merely examples. For example, in some
embodiments, icon 422 for video and music player module
152 is labeled “Music” or “Music Player.” Other labels are,
optionally, used for various application icons. In some
embodiments, a label for a respective application icon
includes a name of an application corresponding to the
respective application icon. In some embodiments, a label
for a particular application icon is distinct from a name of an
application corresponding to the particular application icon.
[0191] FIG. 4B illustrates an example user interface on a
device (e.g., device 300, FIG. 3) with a touch-sensitive
surface 451 (e.g., a tablet or touchpad 355, FIG. 3) that is
separate from the display 450. Device 300 also, optionally,
includes one or more contact intensity sensors (e.g., one or
more of sensors 357) for detecting intensity of contacts on
touch-sensitive surface 451 and/or one or more tactile output
generators 359 for generating tactile outputs for a user of
device 300.
[0192] FIG. 4B illustrates an example user interface on a
device (e.g., device 300, FIG. 3) with a touch-sensitive
surface 451 (e.g., a tablet or touchpad 355, FIG. 3) that is
separate from the display 450. Although many of the
examples that follow will be given with reference to inputs
on touch screen display 112 (where the touch sensitive
surface and the display are combined), in some embodi-
ments, the device detects inputs on a touch-sensitive surface
that is separate from the display, as shown in FIG. 4B. In
some embodiments, the touch-sensitive surface (e.g., 451 in
FIG. 4B) has a primary axis (e.g., 452 in FIG. 4B) that
corresponds to a primary axis (e.g., 453 in FIG. 4B) on the
display (e.g., 450). In accordance with these embodiments,
the device detects contacts (e.g., 460 and 462 in FIG. 4B)
with the touch-sensitive surface 451 at locations that corre-
spond to respective locations on the display (e.g., in FIG.
4B, 460 corresponds to 468 and 462 corresponds to 470). In
this way, user inputs (e.g., contacts 460 and 462, and
movements thereof) detected by the device on the touch-
sensitive surface (e.g., 451 in FIG. 4B) are used by the
device to manipulate the user interface on the display (e.g.,
450 in FIG. 4B) of the multifunction device when the
touch-sensitive surface is separate from the display. It should
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be understood that similar methods are, optionally, used for
other user interfaces described herein.

[0193] Additionally, while the following examples are
given primarily with reference to finger inputs (e.g., finger
contacts, finger tap gestures, finger swipe gestures, etc.), it
should be understood that, in some embodiments, one or
more of the finger inputs are replaced with input from
another input device (e.g., a mouse based input or a stylus
input). For example, a swipe gesture is, optionally, replaced
with a mouse click (e.g., instead of a contact) followed by
movement of the cursor along the path of the swipe (e.g.,
instead of movement of the contact). As another example, a
tap gesture is, optionally, replaced with a mouse click while
the cursor is located over the location of the tap gesture (e.g.,
instead of detection of the contact followed by ceasing to
detect the contact). Similarly, when multiple user inputs are
simultaneously detected, it should be understood that mul-
tiple computer mice are, optionally, used simultaneously, or
a mouse and finger contacts are, optionally, used simulta-
neously.

[0194] As used herein, the term “focus selector” refers to
an input element that indicates a current part of a user
interface with which a user is interacting. In some imple-
mentations that include a cursor or other location marker, the
cursor acts as a “focus selector,” so that when an input (e.g.,
a press input) is detected on a touch-sensitive surface (e.g.,
touchpad 355 in FIG. 3 or touch-sensitive surface 451 in
FIG. 4B) while the cursor is over a particular user interface
element (e.g., a button, window, slider or other user interface
element), the particular user interface element is adjusted in
accordance with the detected input. In some implementa-
tions that include a touch-screen display (e.g., touch-sensi-
tive display system 112 in FIG. 1A or the touch screen in
FIG. 4A) that enables direct interaction with user interface
elements on the touch-screen display, a detected contact on
the touch-screen acts as a “focus selector,” so that when an
input (e.g., a press input by the contact) is detected on the
touch-screen display at a location of a particular user inter-
face element (e.g., a button, window, slider or other user
interface element), the particular user interface element is
adjusted in accordance with the detected input. In some
implementations, focus is moved from one region of a user
interface to another region of the user interface without
corresponding movement of a cursor or movement of a
contact on a touch-screen display (e.g., by using a tab key or
arrow keys to move focus from one button to another
button); in these implementations, the focus selector moves
in accordance with movement of focus between different
regions of the user interface. Without regard to the specific
form taken by the focus selector, the focus selector is
generally the user interface element (or contact on a touch-
screen display) that is controlled by the user so as to
communicate the user’s intended interaction with the user
interface (e.g., by indicating, to the device, the element of
the user interface with which the user is intending to
interact). For example, the location of a focus selector (e.g.,
a cursor, a contact, or a selection box) over a respective
button while a press input is detected on the touch-sensitive
surface (e.g., a touchpad or touch screen) will indicate that
the user is intending to activate the respective button (as
opposed to other user interface elements shown on a display
of the device).

[0195] As used in the specification and claims, the term
“intensity” of a contact on a touch-sensitive surface refers to
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the force or pressure (force per unit area) of a contact (e.g.,
a finger contact or a stylus contact) on the touch-sensitive
surface, or to a substitute (proxy) for the force or pressure of
a contact on the touch-sensitive surface. The intensity of a
contact has a range of values that includes at least four
distinct values and more typically includes hundreds of
distinct values (e.g., at least 256). Intensity of a contact is,
optionally, determined (or measured) using various
approaches and various sensors or combinations of sensors.
For example, one or more force sensors underneath or
adjacent to the touch-sensitive surface are, optionally, used
to measure force at various points on the touch-sensitive
surface. In some implementations, force measurements from
multiple force sensors are combined (e.g., a weighted aver-
age or a sum) to determine an estimated force of a contact.
Similarly, a pressure-sensitive tip of a stylus is, optionally,
used to determine a pressure of the stylus on the touch-
sensitive surface. Alternatively, the size of the contact area
detected on the touch-sensitive surface and/or changes
thereto, the capacitance of the touch-sensitive surface proxi-
mate to the contact and/or changes thereto, and/or the
resistance of the touch-sensitive surface proximate to the
contact and/or changes thereto are, optionally, used as a
substitute for the force or pressure of the contact on the
touch-sensitive surface. In some implementations, the sub-
stitute measurements for contact force or pressure are used
directly to determine whether an intensity threshold has been
exceeded (e.g., the intensity threshold is described in units
corresponding to the substitute measurements). In some
implementations, the substitute measurements for contact
force or pressure are converted to an estimated force or
pressure and the estimated force or pressure is used to
determine whether an intensity threshold has been exceeded
(e.g., the intensity threshold is a pressure threshold mea-
sured in units of pressure). Using the intensity of a contact
as an attribute of a user input allows for user access to
additional device functionality that may otherwise not be
readily accessible by the user on a reduced-size device with
limited real estate for displaying affordances (e.g., on a
touch-sensitive display) and/or receiving user input (e.g., via
a touch-sensitive display, a touch-sensitive surface, or a
physical/mechanical control such as a knob or a button).

[0196] In some embodiments, contact/motion module 130
uses a set of one or more intensity thresholds to determine
whether an operation has been performed by a user (e.g., to
determine whether a user has “clicked” on an icon). In some
embodiments, at least a subset of the intensity thresholds are
determined in accordance with software parameters (e.g.,
the intensity thresholds are not determined by the activation
thresholds of particular physical actuators and can be
adjusted without changing the physical hardware of device
100). For example, a mouse “click” threshold of a trackpad
or touch-screen display can be set to any of a large range of
predefined thresholds values without changing the trackpad
or touch-screen display hardware. Additionally, in some
implementations a user of the device is provided with
software settings for adjusting one or more of the set of
intensity thresholds (e.g., by adjusting individual intensity
thresholds and/or by adjusting a plurality of intensity thresh-
olds at once with a system-level click “intensity” parameter).

[0197] As used in the specification and claims, the term
“characteristic intensity” of a contact refers to a character-
istic of the contact based on one or more intensities of the
contact. In some embodiments, the characteristic intensity is



US 2018/0204425 Al

based on multiple intensity samples. The characteristic
intensity is, optionally, based on a predefined number of
intensity samples, or a set of intensity samples collected
during a predetermined time period (e.g., 0.05, 0.1, 0.2, 0.5,
1, 2, 5, 10 seconds) relative to a predefined event (e.g., after
detecting the contact, prior to detecting liftoff of the contact,
before or after detecting a start of movement of the contact,
prior to detecting an end of the contact, before or after
detecting an increase in intensity of the contact, and/or
before or after detecting a decrease in intensity of the
contact). A characteristic intensity of a contact is, optionally
based on one or more of: a maximum value of the intensities
of the contact, a mean value of the intensities of the contact,
an average value of the intensities of the contact, a top 10
percentile value of the intensities of the contact, a value at
the half maximum of the intensities of the contact, a value
at the 90 percent maximum of the intensities of the contact,
a value produced by low-pass filtering the intensity of the
contact over a predefined period or starting at a predefined
time, or the like. In some embodiments, the duration of the
contact is used in determining the characteristic intensity
(e.g., when the characteristic intensity is an average of the
intensity of the contact over time). In some embodiments,
the characteristic intensity is compared to a set of one or
more intensity thresholds to determine whether an operation
has been performed by a user. For example, the set of one or
more intensity thresholds may include a first intensity
threshold and a second intensity threshold. In this example,
a contact with a characteristic intensity that does not exceed
the first intensity threshold results in a first operation, a
contact with a characteristic intensity that exceeds the first
intensity threshold and does not exceed the second intensity
threshold results in a second operation, and a contact with a
characteristic intensity that exceeds the second intensity
threshold results in a third operation. In some embodiments,
a comparison between the characteristic intensity and one or
more intensity thresholds is used to determine whether or
not to perform one or more operations (e.g., whether to
perform a respective option or forgo performing the respec-
tive operation) rather than being used to determine whether
to perform a first operation or a second operation.

[0198] In some embodiments, a portion of a gesture is
identified for purposes of determining a characteristic inten-
sity. For example, a touch-sensitive surface may receive a
continuous swipe contact transitioning from a start location
and reaching an end location (e.g., a drag gesture), at which
point the intensity of the contact increases. In this example,
the characteristic intensity of the contact at the end location
may be based on only a portion of the continuous swipe
contact, and not the entire swipe contact (e.g., only the
portion of the swipe contact at the end location). In some
embodiments, a smoothing algorithm may be applied to the
intensities of the swipe contact prior to determining the
characteristic intensity of the contact. For example, the
smoothing algorithm optionally includes one or more of: an
unweighted sliding-average smoothing algorithm, a triangu-
lar smoothing algorithm, a median filter smoothing algo-
rithm, and/or an exponential smoothing algorithm. In some
circumstances, these smoothing algorithms eliminate nar-
row spikes or dips in the intensities of the swipe contact for
purposes of determining a characteristic intensity.

[0199] The user interface figures described herein option-
ally include various intensity diagrams that show the current
intensity of the contact on the touch-sensitive surface rela-
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tive to one or more intensity thresholds (e.g., a contact
detection intensity threshold IT,, a light press intensity
threshold IT;, a deep press intensity threshold IT, (e.g., that
is at least initially higher than IT;), and/or one or more other
intensity thresholds (e.g., an intensity threshold IT,, that is
lower than IT,)). This intensity diagram is typically not part
of the displayed user interface, but is provided to aid in the
interpretation of the figures. In some embodiments, the light
press intensity threshold corresponds to an intensity at which
the device will perform operations typically associated with
clicking a button of a physical mouse or a trackpad. In some
embodiments, the deep press intensity threshold corresponds
to an intensity at which the device will perform operations
that are different from operations typically associated with
clicking a button of a physical mouse or a trackpad. In some
embodiments, when a contact is detected with a character-
istic intensity below the light press intensity threshold (e.g.,
and above a nominal contact-detection intensity threshold
IT, below which the contact is no longer detected), the
device will move a focus selector in accordance with move-
ment of the contact on the touch-sensitive surface without
performing an operation associated with the light press
intensity threshold or the deep press intensity threshold.
Generally, unless otherwise stated, these intensity thresholds
are consistent between different sets of user interface figures.

[0200] In some embodiments, the response of the device
to inputs detected by the device depends on criteria based on
the contact intensity during the input. For example, for some
“light press” inputs, the intensity of a contact exceeding a
first intensity threshold during the input triggers a first
response. In some embodiments, the response of the device
to inputs detected by the device depends on criteria that
include both the contact intensity during the input and
time-based criteria. For example, for some “deep press”
inputs, the intensity of a contact exceeding a second inten-
sity threshold during the input, greater than the first intensity
threshold for a light press, triggers a second response only
if a delay time has elapsed between meeting the first
intensity threshold and meeting the second intensity thresh-
old. This delay time is typically less than 200 ms (millisec-
onds) in duration (e.g., 40, 100, or 120 ms, depending on the
magnitude of the second intensity threshold, with the delay
time increasing as the second intensity threshold increases).
This delay time helps to avoid accidental recognition of deep
press inputs. As another example, for some “deep press”
inputs, there is a reduced-sensitivity time period that occurs
after the time at which the first intensity threshold is met.
During the reduced-sensitivity time period, the second inten-
sity threshold is increased. This temporary increase in the
second intensity threshold also helps to avoid accidental
deep press inputs. For other deep press inputs, the response
to detection of a deep press input does not depend on
time-based criteria.

[0201] In some embodiments, one or more of the input
intensity thresholds and/or the corresponding outputs vary
based on one or more factors, such as user settings, contact
motion, input timing, application running, rate at which the
intensity is applied, number of concurrent inputs, user
history, environmental factors (e.g., ambient noise), focus
selector position, and the like. Example factors are described
in U.S. patent application Ser. Nos. 14/399,606 and 14/624,
296, which are incorporated by reference herein in their
entireties.
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[0202] For example, FIG. 4C illustrates a dynamic inten-
sity threshold 480 that changes over time based in part on the
intensity of touch input 476 over time. Dynamic intensity
threshold 480 is a sum of two components, first component
474 that decays over time after a predefined delay time p1
from when touch input 476 is initially detected, and second
component 478 that trails the intensity of touch input 476
over time. The initial high intensity threshold of first com-
ponent 474 reduces accidental triggering of a “deep press”
response, while still allowing an immediate “deep press”
response if touch input 476 provides sufficient intensity.
Second component 478 reduces unintentional triggering of a
“deep press” response by gradual intensity fluctuations of in
a touch input. In some embodiments, when touch input 476
satisfies dynamic intensity threshold 480 (e.g., at point 481
in FIG. 4C), the “deep press” response is triggered.

[0203] FIG. 4D illustrates another dynamic intensity
threshold 486 (e.g., intensity threshold 1,,). FIG. 4D also
illustrates two other intensity thresholds: a first intensity
threshold I; and a second intensity threshold I;. In FIG. 4D,
although touch input 484 satisfies the first intensity threshold
1;; and the second intensity threshold I, prior to time p2, no
response is provided until delay time p2 has elapsed at time
482. Also in FIG. 4D, dynamic intensity threshold 486
decays over time, with the decay starting at time 488 after
a predefined delay time p1 has elapsed from time 482 (when
the response associated with the second intensity threshold
1, was triggered). This type of dynamic intensity threshold
reduces accidental triggering of a response associated with
the dynamic intensity threshold I, immediately after, or
concurrently with, triggering a response associated with a
lower intensity threshold, such as the first intensity threshold
1 or the second intensity threshold I,.

[0204] FIG. 4E illustrate yet another dynamic intensity
threshold 492 (e.g., intensity threshold I,). In FIG. 4E, a
response associated with the intensity threshold I, is trig-
gered after the delay time p2 has elapsed from when touch
input 490 is initially detected. Concurrently, dynamic inten-
sity threshold 492 decays after the predefined delay time p1
has elapsed from when touch input 490 is initially detected.
So a decrease in intensity of touch input 490 after triggering
the response associated with the intensity threshold I,
followed by an increase in the intensity of touch input 490,
without releasing touch input 490, can trigger a response
associated with the intensity threshold I, (e.g., at time 494)
even when the intensity of touch input 490 is below another
intensity threshold, for example, the intensity threshold I,.

[0205] An increase of characteristic intensity of the con-
tact from an intensity below the light press intensity thresh-
old IT; to an intensity between the light press intensity
threshold IT, and the deep press intensity threshold 1T, is
sometimes referred to as a “light press” input. An increase
of characteristic intensity of the contact from an intensity
below the deep press intensity threshold 1T, to an intensity
above the deep press intensity threshold 1T, is sometimes
referred to as a “deep press” input. An increase of charac-
teristic intensity of the contact from an intensity below the
contact-detection intensity threshold IT, to an intensity
between the contact-detection intensity threshold I'T, and the
light press intensity threshold IT; is sometimes referred to as
detecting the contact on the touch-surface. A decrease of
characteristic intensity of the contact from an intensity
above the contact-detection intensity threshold IT, to an
intensity below the contact-detection intensity threshold IT,
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is sometimes referred to as detecting liftoff of the contact
from the touch-surface. In some embodiments 1T, is zero. In
some embodiments, [T, is greater than zero. In some illus-
trations a shaded circle or oval is used to represent intensity
of a contact on the touch-sensitive surface. In some illus-
trations, a circle or oval without shading is used represent a
respective contact on the touch-sensitive surface without
specifying the intensity of the respective contact.

[0206] In some embodiments, described herein, one or
more operations are performed in response to detecting a
gesture that includes a respective press input or in response
to detecting the respective press input performed with a
respective contact (or a plurality of contacts), where the
respective press input is detected based at least in part on
detecting an increase in intensity of the contact (or plurality
of contacts) above a press-input intensity threshold. In some
embodiments, the respective operation is performed in
response to detecting the increase in intensity of the respec-
tive contact above the press-input intensity threshold (e.g.,
the respective operation is performed on a “down stroke” of
the respective press input). In some embodiments, the press
input includes an increase in intensity of the respective
contact above the press-input intensity threshold and a
subsequent decrease in intensity of the contact below the
press-input intensity threshold, and the respective operation
is performed in response to detecting the subsequent
decrease in intensity of the respective contact below the
press-input threshold (e.g., the respective operation is per-
formed on an “up stroke” of the respective press input).

[0207] In some embodiments, the device employs inten-
sity hysteresis to avoid accidental inputs sometimes termed
“jitter,” where the device defines or selects a hysteresis
intensity threshold with a predefined relationship to the
press-input intensity threshold (e.g., the hysteresis intensity
threshold is X intensity units lower than the press-input
intensity threshold or the hysteresis intensity threshold is
75%, 90%, or some reasonable proportion of the press-input
intensity threshold). Thus, in some embodiments, the press
input includes an increase in intensity of the respective
contact above the press-input intensity threshold and a
subsequent decrease in intensity of the contact below the
hysteresis intensity threshold that corresponds to the press-
input intensity threshold, and the respective operation is
performed in response to detecting the subsequent decrease
in intensity of the respective contact below the hysteresis
intensity threshold (e.g., the respective operation is per-
formed on an “up stroke” of the respective press input).
Similarly, in some embodiments, the press input is detected
only when the device detects an increase in intensity of the
contact from an intensity at or below the hysteresis intensity
threshold to an intensity at or above the press-input intensity
threshold and, optionally, a subsequent decrease in intensity
of the contact to an intensity at or below the hysteresis
intensity, and the respective operation is performed in
response to detecting the press input (e.g., the increase in
intensity of the contact or the decrease in intensity of the
contact, depending on the circumstances).

[0208] For ease of explanation, the description of opera-
tions performed in response to a press input associated with
a press-input intensity threshold or in response to a gesture
including the press input are, optionally, triggered in
response to detecting: an increase in intensity of a contact
above the press-input intensity threshold, an increase in
intensity of a contact from an intensity below the hysteresis
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intensity threshold to an intensity above the press-input
intensity threshold, a decrease in intensity of the contact
below the press-input intensity threshold, or a decrease in
intensity of the contact below the hysteresis intensity thresh-
old corresponding to the press-input intensity threshold.
Additionally, in examples where an operation is described as
being performed in response to detecting a decrease in
intensity of a contact below the press-input intensity thresh-
old, the operation is, optionally, performed in response to
detecting a decrease in intensity of the contact below a
hysteresis intensity threshold corresponding to, and lower
than, the press-input intensity threshold. As described above,
in some embodiments, the triggering of these responses also
depends on time-based criteria being met (e.g., a delay time
has elapsed between a first intensity threshold being met and
a second intensity threshold being met).

[0209] FIGS. 4F-4H provide a set of sample tactile output
patterns that may be used, either individually or in combi-
nation, either as is or through one or more transformations
(e.g., modulation, amplification, truncation, etc.), to create
suitable haptic feedback in various scenarios and for various
purposes, such as those mentioned above and those
described with respect to the user interfaces and methods
discussed herein. This example of a palette of tactile outputs
shows how a set of three waveforms and eight frequencies
can be used to produce an array of tactile output patterns. In
addition to the tactile output patterns shown in this figure,
each of these tactile output patterns is optionally adjusted in
amplitude by changing a gain value for the tactile output
pattern, as shown, for example for FullTap 80 Hz, FullTap
200 Hz, MiniTap 80 Hz, MiniTap 200 Hz, MicroTap 80 Hz,
and MicroTap 200 Hz in FIGS. 41-4K, which are each shown
with variants having a gain of 1.0, 0.75, 0.5, and 0.25. As
shown in FIGS. 41-4K, changing the gain of a tactile output
pattern changes the amplitude of the pattern without chang-
ing the frequency of the pattern or changing the shape of the
waveform. In some embodiments, changing the frequency of
a tactile output pattern also results in a lower amplitude as
some tactile output generators are limited by how much
force can be applied to the moveable mass and thus higher
frequency movements of the mass are constrained to lower
amplitudes to ensure that the acceleration needed to create
the waveform does not require force outside of an opera-
tional force range of the tactile output generator (e.g., the
peak amplitudes of the FullTap at 230 Hz, 270 Hz, and 300
Hz are lower than the amplitudes of the FullTap at 80 Hz,
100 Hz, 125 Hz, and 200 Hz).

[0210] FIGS. 4F-4K show tactile output patterns that have
a particular waveform. The waveform of a tactile output
pattern represents the pattern of physical displacements
relative to a neutral position (e.g., X,,,,,) versus time that an
moveable mass goes through to generate a tactile output
with that tactile output pattern. For example, a first set of
tactile output patterns shown in FIG. 4F (e.g., tactile output
patterns of a “FullTap”) each have a waveform that includes
an oscillation with two complete cycles (e.g., an oscillation
that starts and ends in a neutral position and crosses the
neutral position three times). A second set of tactile output
patterns shown in FIG. 4G (e.g., tactile output patterns of a
“MiniTap”) each have a waveform that includes an oscilla-
tion that includes one complete cycle (e.g., an oscillation
that starts and ends in a neutral position and crosses the
neutral position one time). A third set of tactile output
patterns shown in FIG. 4H (e.g., tactile output patterns of a
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“MicroTap”) each have a waveform that includes an oscil-
lation that include one half of a complete cycle (e.g., an
oscillation that starts and ends in a neutral position and does
not cross the neutral position). The waveform of a tactile
output pattern also includes a start buffer and an end buffer
that represent the gradual speeding up and slowing down of
the moveable mass at the start and at the end of the tactile
output. The example waveforms shown in FIGS. 4F-4K
include x,,,,, and x,, . values which represent the maximum
and minimum extent of movement of the moveable mass.
For larger electronic devices with larger moveable masses,
there may be larger or smaller minimum and maximum
extents of movement of the mass. The examples shown in
FIGS. 4F-4K describe movement of a mass in 1 dimension,
however similar principles would also apply to movement of
a moveable mass in two or three dimensions.

[0211] As shown in FIGS. 4F-4H, each tactile output
pattern also has a corresponding characteristic frequency
that affects the “pitch” of a haptic sensation that is felt by a
user from a tactile output with that characteristic frequency.
For a continuous tactile output, the characteristic frequency
represents the number of cycles that are completed within a
given period of time (e.g., cycles per second) by the move-
able mass of the tactile output generator. For a discrete
tactile output, a discrete output signal (e.g., with 0.5, 1, or 2
cycles) is generated, and the characteristic frequency value
specifies how fast the moveable mass needs to move to
generate a tactile output with that characteristic frequency.
As shown in FIGS. 4F-4H, for each type of tactile output
(e.g., as defined by a respective waveform, such as FullTap,
MiniTap, or MicroTap), a higher frequency value corre-
sponds to faster movement(s) by the moveable mass, and
hence, in general, a shorter time to complete the tactile
output (e.g., including the time to complete the required
number of cycle(s) for the discrete tactile output, plus a start
and an end buffer time). For example, a FullTap with a
characteristic frequency of 80 Hz takes longer to complete
than FullTap with a characteristic frequency of 100 Hz (e.g.,
35.4 ms vs. 28.3 ms in FIG. 4F). In addition, for a given
frequency, a tactile output with more cycles in its waveform
at a respective frequency takes longer to complete than a
tactile output with fewer cycles its waveform at the same
respective frequency. For example, a FullTap at 150 Hz
takes longer to complete than a MiniTap at 150 Hz (e.g.,
19.4 ms vs. 12.8 ms), and a MiniTap at 150 Hz takes longer
to complete than a MicroTap at 150 Hz (e.g., 12.8 ms vs. 9.4
ms). However, for tactile output patterns with different
frequencies this rule may not apply (e.g., tactile outputs with
more cycles but a higher frequency may take a shorter
amount of time to complete than tactile outputs with fewer
cycles but a lower frequency, and vice versa). For example,
at 300 Hz, a FullTap takes as long as a MiniTap (e.g., 9.9
ms).

[0212] As shown in FIGS. 4F-4H, a tactile output pattern
also has a characteristic amplitude that affects the amount of
energy that is contained in a tactile signal, or a “strength” of
a haptic sensation that may be felt by a user through a tactile
output with that characteristic amplitude. In some embodi-
ments, the characteristic amplitude of a tactile output pattern
refers to an absolute or normalized value that represents the
maximum displacement of the moveable mass from a neu-
tral position when generating the tactile output. In some
embodiments, the characteristic amplitude of a tactile output
pattern is adjustable, e.g., by a fixed or dynamically deter-
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mined gain factor (e.g., a value between 0 and 1), in
accordance with various conditions (e.g., customized based
on user interface contexts and behaviors) and/or preconfig-
ured metrics (e.g., input-based metrics, and/or user-inter-
face-based metrics). In some embodiments, an input-based
metric (e.g., an intensity-change metric or an input-speed
metric) measures a characteristic of an input (e.g., a rate of
change of a characteristic intensity of a contact in a press
input or a rate of movement of the contact across a touch-
sensitive surface) during the input that triggers generation of
a tactile output. In some embodiments, a user-interface-
based metric (e.g., a speed-across-boundary metric) mea-
sures a characteristic of a user interface element (e.g., a
speed of movement of the element across a hidden or visible
boundary in a user interface) during the user interface
change that triggers generation of the tactile output. In some
embodiments, the characteristic amplitude of a tactile output
pattern may be modulated by an “envelope” and the peaks
of adjacent cycles may have different amplitudes, where one
of the waveforms shown above is further modified by
multiplication by an envelope parameter that changes over
time (e.g., from 0 to 1) to gradually adjust amplitude of
portions of the tactile output over time as the tactile output
is being generated.

[0213] Although specific frequencies, amplitudes, and
waveforms are represented in the sample tactile output
patterns in FIGS. 4F-4H for illustrative purposes, tactile
output patterns with other frequencies, amplitudes, and
waveforms may be used for similar purposes. For example,
waveforms that have between 0.5 to 4 cycles can be used.
Other frequencies in the range of 60 Hz-400 Hz may be used
as well.

[0214] In some embodiments, for ringtones and/or alerts,
tactile outputs including one or more of Vibe 150 Hz,
MicroTap 150 Hz, MiniTap 150 Hz, and FullTap 150 Hz are
used (to indicate an incoming phone call or a received text
message).

[0215] Although only specific frequencies, amplitudes,
and waveforms are represented in the sample tactile output
patterns in FIGS. 4F-4K for illustrative purposes, tactile
output patterns with other frequencies, amplitudes, and
waveforms may be used for similar purposes. For example,
waveforms that have between 0.5 to 4 cycles can be used.
Other frequencies in the range of 60 Hz-400 Hz may be used
as well.

User Interfaces and Associated Processes

[0216] Attention is now directed towards embodiments of
user interfaces (“UI”) and associated processes that may be
implemented on an electronic device, such as portable
multifunction device 100 or device 300, with a display, a
touch-sensitive surface, optionally one or more tactile output
generators for generating tactile outputs, and optionally one
or more sensors to detect intensities of contacts with the
touch-sensitive surface.

[0217] FIGS. 5A-5BB illustrate example user interfaces
for providing haptic feedback in accordance with some
embodiments. The user interfaces in these figures are used to
illustrate the processes described below, including the pro-
cesses in FIGS. 6A-6C, 7A-7D, 8A-8C, 9,10, 11A-11B, and
12A-12D. For convenience of explanation, some of the
embodiments will be discussed with reference to operations
performed on a device with a touch-sensitive display system
112. In such embodiments, the focus selector is, optionally:
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a respective finger or stylus contact, a representative point
corresponding to a finger or stylus contact (e.g., a centroid
of'a respective contact or a point associated with a respective
contact), or a centroid of two or more contacts detected on
the touch-sensitive display system 112. However, analogous
operations are, optionally, performed on a device with a
display 450 and a separate touch-sensitive surface 451 in
response to detecting the contacts on the touch-sensitive
surface 451 while displaying the user interfaces shown in the
figures on the display 450, along with a focus selector.
[0218] FIG. 5A-5E illustrate example user interfaces with
adjustable controls, in accordance with some embodiments.
[0219] In FIG. 5A, a user interface 5002 includes a first
adjustable control 5004 and a second adjustable control
5006. For example, user interface 5002 is a user interface for
a music player application, first adjustable control 5004 is a
playback position adjustment control, and second adjustable
control 5006 is a volume adjustment control. In some
embodiments, user interface 5002 includes additional con-
trols, such as previous track control 5008 (e.g., for initiating
playback from the beginning of a current track and/or from
a previous track), pause/play control 5010 (e.g., for pausing
and/or playing a current track), and next track control 5012
(e.g., for playing a next track).

[0220] FIGS. 5B-1, 5B-2, 5C-1, 5C-2, and 5C-3 illustrate
portion 5014 of user interface 5002, as indicated with a
dotted line in FIG. 5A.

[0221] In FIG. 5B-1, a contact moves in a drag gesture
across first adjustable control 5004 from a first position
indicated by focus selector 5016a to a second position
indicated by focus selector 50165 along a path indicated by
arrow 5018. For example, the drag gesture moves playhead
5020 forward along playback position slider 5021 to adjust
a playback position in a media file (e.g., an audio track).
[0222] FIG. 5B-2 illustrates tactile outputs that are gen-
erated as the drag gesture illustrated in FIG. 5B-2 occurs, in
accordance with some embodiments. Each line shown along
row 5020, which corresponds to first adjustable control 5004
of FIG. 5B-1, represents a discrete tactile output (e.g., a
haptic event that causes a tap sensation that is experienced
by a contact, such as a finger, at a location indicated by focus
selector 5016). The length of a line in row 5022 (e.g., line
5023) represents an amplitude of a tactile output event, and
the spacing between the lines of row 5022 indicates the
distribution of tactile output along the adjustable control
(e.g., corresponding to a frequency with which the tactile
output events occur if the focus selector moves across the
adjustable control at a constant speed). As a contact is
dragged across row 5022 along the path indicated by arrow
5018, a series of tactile outputs that correspond to first
adjustable control 5004 (e.g., tactile outputs represented by
the lines shown within bracket 5024) are provided. The
tactile outputs that correspond to first adjustable control
5004 occur at evenly spaced intervals and each tactile output
of the series has the same amplitude.

[0223] In FIG. 5C-1, a contact moves in a drag gesture
across second adjustable control 5006 from a first position
indicated by focus selector 5026a to a second position
indicated by focus selector 50265 along a path indicated by
arrow 5028. For example, the drag gesture moves volume
control 5030 forward in the volume slider 5032 to increase
the sound level at which media is played back.

[0224] FIG. 5C-2 illustrates a series of tactile outputs that
are generated as the drag gesture illustrated in FIG. 5C-1
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occurs, in accordance with some embodiments. Each line
shown along row 5034, which corresponds to second adjust-
able control 5006 of FIG. 5C-1, represents a discrete tactile
output. The lengths of the lines in row 5034 increase from
left to right, indicating that the amplitude of tactile output
events is increasing as the focus selector moves from left to
right. As a contact is dragged across row 5034 along the path
indicated by arrow 5028, a series of tactile outputs that
correspond to second adjustable control 5006 (e.g., tactile
outputs represented by the lines shown within bracket 5036)
are provided. The tactile outputs that correspond to second
adjustable control 5006, as illustrated in 5C-2, occur at
evenly spaced intervals and gradually increase in amplitude.

[0225] FIG. 5C-3 illustrates a series of tactile outputs that
are generated as the drag gesture illustrated in FIG. 5C-1
occurs, in accordance with some embodiments. Each line
shown along row 5040, which corresponds to second adjust-
able control 5006 of FIG. 5C-1, represents a discrete tactile
output. The spacing between lines in row 5040 decreases
from left to right, indicating that the distribution of tactile
output events along the second adjustable control 5006 (e.g.,
corresponding to a frequency with which the tactile output
events occur if the focus selector moves across the adjust-
able control at a constant speed) is increasing as the focus
selector moves from left to right. As a contact is dragged
across row 5040 along the path indicated by arrow 5028, a
series of tactile outputs that correspond to second adjustable
control 5006 (e.g., tactile outputs represented by the lines
shown within bracket 5040) are provided. The tactile outputs
that correspond to second adjustable control 5006, as illus-
trated in 5C-3, have the same amplitude and occur at
gradually decreasing time intervals.

[0226] In some embodiments, tactile output is provided
for previous track control 5008, pause/play control 5010,
and/or next track control 5012, e.g., as indicated at 5042,
5044, 5046, and 5048 of 5C-2 and 5C-3. For example, in
some embodiments, a single tap, as indicated at 5042, is
provided when input is detected at previous track control
5008. In some embodiments, a single tap, as indicated at
5048, is provided when input is detected at next track control
5012. In some embodiments, a number of tactile outputs
provided by a control is based on a number of states of the
control. For example, in some embodiments, a two-state
control such as pause/play control 5010 provides a tactile
output having a first tactile output profile (e.g., a tactile
output with a first intensity) when the state of the control
changes from pause to play, as indicated at 5044, and a
second tactile output profile (e.g., a tactile output with a
second intensity that is greater than the first intensity and/or
a spring oscillation effect) when the state of the control
changes from play to pause, as indicated at 5046.

[0227] FIGS. 5D-1 and 5D-2 illustrate tactile output pro-
vided at endpoints of an adjustable control 5004. In some
embodiments, one or more endpoint tactile outputs are
provided when an endpoint of an adjustable control is
reached. In this manner, a user is provided with feedback
indicating that, e.g., a minimum point or maximum point of
an adjustable control has been reached, such as a beginning
point or endpoint of a media file. For example, when
playhead 5020 is dragged to left endpoint 5050 of playback
position slider 5021, as indicated by focus selector 5052
shown in FIG. 5D-1, a tactile output 5054 is provided, as
indicated in FIG. 5D-2. Compared with other tactile outputs
of adjustable control 5004 (such as the tactile outputs shown
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in bracket 5056), left endpoint tactile output 5058 has at
least one different characteristic, such as a higher amplitude.
When playhead 5020 is dragged to right endpoint 5060 of
playback position slider 5021, right endpoint tactile outputs
5062 are provided. Compared with other tactile outputs of
adjustable control 5004 (such as the tactile outputs shown in
bracket 5056), right endpoint tactile outputs 5062 have
higher amplitudes.

[0228] FIGS. 5E-1 and 5E-2 illustrate tactile output pro-
vided at chapter markers for media content. In FIG. 5E-1, a
contact moves in a drag gesture across adjustable control
5070 from a first position indicated by focus selector 50724
to a second position indicated by focus selector 50725 along
a path indicated by arrow 5074. For example, the drag
gesture moves playhead 5076 forward along playback posi-
tion slider 5078 to adjust a playback position in a media file
(e.g., an audiobook).

[0229] FIG. 5E-2 illustrates a series of tactile outputs that
are generated as the drag gesture illustrated in FIG. 5E-1
occurs, in accordance with some embodiments. Each line
shown along row 5084, which corresponds to second adjust-
able control 5070 of FIG. SE-1, represents a discrete tactile
output. Lines at positions in row 5084 that correspond to
chapter markers (e.g., line 5080) are longer than lines that do
not correspond to chapter markers (e.g., line 5082), indicat-
ing that the amplitude of tactile output events is greater at
chapter marker positions than at positions that do not
correspond to chapter markers. As a contact is dragged
across row 5084 along the path indicated by arrow 5074, a
series of tactile outputs that correspond to adjustable control
5070 are provided, including high amplitude tactile outputs
corresponding to chapter markers at 5086, 5088, 5090, and
5092.

[0230] FIGS. 5F-5K illustrate a tactile output that varies
based on a characteristic intensity of a contact. In FIG. 5F,
a contact is detected on touch-sensitive display system 112
at a location indicated by focus selector 5100. The location
of focus selector 5100 within user interface 5102 (e.g., a
mail inbox interface) corresponds to a content item (e.g., a
preview of mail content). A characteristic intensity of the
contact is above a detection threshold intensity IT, and
below a hint threshold intensity 1T, as indicated at intensity
meter 5104.

[0231] In FIG. 5G, the characteristic intensity of the
contact indicated by focus selector 5100 increases from
below hint threshold intensity level IT, to above an over-
press threshold intensity level IT 55, as indicated by intensity
meters 5104a, 51045, 5104¢, and 5104d corresponding to
user interfaces 5102a, 51025, 5102¢, and 51024, respec-
tively. The tactile output provided as the characteristic
intensity of the contact increases is illustrated by tactile
output graph 5106.

[0232] In user interface 5102a, a contact is at a position
indicated by focus selector 5100 that corresponds to a panel
5108 including a representation of content. For example, the
representation of content is a short preview of an e-mail in
an e-mail inbox. As the characteristic intensity of the contact
illustrated by focus selector 5100 increases from an initial
intensity level that is below hint threshold intensity level
1T, as indicated at 5104a, and approaches light press
intensity threshold level IT,, as indicated at 51045, a tactile
output with a first tactile output profile varies in accordance
with the proximity of the characteristic intensity of the
contact to IT;. For example, as the characteristic intensity of
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the contact increases between time t, and time t,, a charac-
teristic of the tactile output increases (e.g., an amplitude,
and/or a distribution of tactile outputs of an oscillating
tactile output increases from zero, or a peak amplitude of a
sequence of discrete tactile outputs increases gradually as
the intensity of the contact increases), as indicated at 5110.
User interface transitions that occur as the characteristic
intensity of the contract increases from 1T, to IT;, is shown
in more detail in FIG. SH.

[0233] When the characteristic intensity of the contact
increases above light press intensity threshold level IT;, a
tactile output with a second tactile output profile, such as a
discrete tap, is produced. For example, at time t;, when the
characteristic intensity of the contact meets first intensity
criteria (e.g., increases above light press intensity threshold
level IT;), as indicated at 51045, a first discrete tap is
produced, as indicated at 5112. In some embodiments, when
the characteristic intensity of the contact increases above
light press intensity threshold level IT;, a preview of infor-
mation corresponding to panel 5108 is shown in a preview
area 5114 of user interface 51026. For example, preview
area 5114 is a preview platter displayed in or over user
interface 51024. In this example, preview area 5114 of user
interface 51024 displays a long (e.g., expanded) preview of
an e-mail corresponding to the short preview of the e-mail
shown in panel 5108 of user interface 5102q. In some
embodiments, user interface 51025 is blurred except for
preview area 5114, as indicated at 5116.

[0234] As the characteristic intensity of the contact illus-
trated by focus selector 5100 increases from an intensity that
is above light press intensity threshold level IT;, as indicated
at 51045, and approaches deep press intensity threshold
level IT,,, as indicated at 5104c¢), a tactile output with a third
tactile output profile varies in accordance with the proximity
of the characteristic intensity of the contact to IT,. For
example, as the characteristic intensity of the contact
increases between time t, and time t,, a characteristic of the
tactile output increases (e.g., an amplitude and/or the fre-
quency of an oscillating tactile output increases from zero,
or a peak amplitude of a sequence of discrete tactile outputs
increases gradually as the intensity of the contact increases),
as indicated at 5118. In some embodiments, as the charac-
teristic intensity of the contact increases from intensity I,
and approaches intensity 1, preview area 5114 gradually
expands from a first area (e.g., as shown in 51025) to a
second area (e.g., approaching the full screen display of the
content as shown in 5102c¢).

[0235] When the characteristic intensity of the contact
meets second intensity criteria (e.g., increases above deep
press intensity threshold level IT ), a tactile output with a
fourth tactile output profile is produced. For example, at
time t,, when the characteristic intensity of the contact
increases above deep press intensity threshold level 1T, as
indicated at 5104c¢, a second discrete tap is produced, as
indicated at 5120. In some embodiments, when the charac-
teristic intensity of the contact increases above deep press
intensity threshold level IT ,,, preview area 5114 is no longer
displayed, and instead a user interface 5102¢ corresponding
to the previously previewed content is displayed (e.g., the
e-mail is shown in a user interface for viewing an e-mail).
[0236] When the characteristic intensity of the contact
increases above overpress intensity threshold level 1T, a
tactile output with a fifth tactile output profile is produced.
For example, at time t;, when the characteristic intensity of
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the contact increases above overpress intensity threshold
level IT,p, as indicated at 5104d, a third discrete tap is
produced as indicated at 5122. In some embodiments, when
the characteristic intensity of the contact increases above
overpress intensity threshold level 1T, a previously dis-
played user interface is re-displayed. In some embodiments,
the re-displayed user interface is a user interface that was
displayed when the characteristic intensity of the contact
was initially detected (e.g., when the characteristic intensity
of the contact rose above contact detection threshold level
IT,). For example, an e-mail inbox with short previews of
e-mails, as indicated at user interface 51024, is re-displayed
at user interface 5102d.

[0237] FIG. SH illustrates user interface transitions that
correspond to an increase in the intensity of a detected
contact from intensity level I, to intensity level I, (as
indicated in the area surrounded by dotted line 5124 of
FIGS. 5G and 5H). In FIG. 5H, the characteristic intensity
of the contact indicated by focus selector 5100 increases
from below hint threshold intensity level I'T,, to above a light
press threshold intensity level IT;, as indicated by intensity
meters 5104a, 5104a-2, 51044-3, and 51045 corresponding
to user interfaces 5102a, 5102a-2, 5102a-3, and 51025,
respectively.

[0238] User interfaces 5102a-2 and 5102 @-3 illustrate a
hint state that occurs when a characteristic intensity of the
contact indicated by focus selector 5100 is above a hint
threshold intensity level IT,; and below a light press thresh-
old intensity level IT;, in accordance with some embodi-
ments. In user interface 5102a, focus selector 5100 is at a
position corresponding to a panel 5108 including a repre-
sentation of content (e.g., a short preview of an e-mail in an
e-mail inbox). As the characteristic intensity of the contact
increases from above IT; approaching IT,, user interface is
blurred except for panel 5108, the area of panel 5108
increases, the size of content in panel 5108 increases, and/or
the size of content in the user interface outside of panel 5108
decreases. The blur and size change effects increase as the
characteristic intensity of the contact increases between time
1, ; and time t, ¢, as indicated in intensity meters 5104a-2
and 5104a-3 and user interfaces 51024-2 and 5102a-3,
respectively.

[0239] InFIG. 51, the characteristic intensity of the contact
indicated by focus selector 5100 decreases after reaching
light press threshold intensity level IT;. In user interface
51264, a contact is at a position indicated by focus selector
5100 that corresponds to a panel 5108 including a repre-
sentation of content. At time t,, the characteristic intensity of
the contact illustrated by focus selector 5100 is below hint
threshold intensity level 1T, as indicated at user interface
5126a and intensity meter 5128a. At time t,, the character-
istic intensity of the contact increases above hint threshold
intensity level IT,,, as indicated at user interface 51265 and
intensity meter 51284. At time t,, the characteristic intensity
of the contact illustrated by focus selector 5100 increases
above threshold intensity level IT,, as indicated at user
interface 5126¢ and intensity meter 5128¢. As the charac-
teristic intensity of the contact increases after time t,, a
tactile output with a first output profile is produced (e.g., a
characteristic of the tactile output increases, as indicated at
5110). As the characteristic intensity of the contact increases
from above IT,, approaching IT,, user interface 51266 is
blurred except for panel 5108, the area of panel 5108
increases, the size of content in panel 5108 increases, and/or
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the size of content in the user interface outside of panel 5108
decreases. At time t,, a discrete tap is produced, as indicated
at 5112. When the characteristic intensity of the contact
increases above light press intensity threshold level IT;, as
indicated at intensity level meter 5128c¢ at time t,, preview
of information corresponding to panel 5108 is shown in a
preview area 5114 of user interface 5126¢. The characteristic
intensity of the contact illustrated by focus selector 5100
subsequently (e.g., at time t;) decreases below threshold
intensity level IT;, as indicated at user interface 51264 and
intensity meter 51284. In accordance with a determination
that the decrease in the characteristic intensity of the contact
is detected after the characteristic intensity of the contact
illustrated by focus selector 5100 increased above threshold
intensity level IT,, the tactile output with the first output
profile is forgone and preview area 5114 is maintained on the
display as indicated in user interface 5126d.

[0240] In FIG. 5], the characteristic intensity of the con-
tact indicated by focus selector 5100 decreases before reach-
ing light press threshold intensity level IT;. In user interface
5130q, a contact is at a position indicated by focus selector
5100 that corresponds to a panel 5108 including a repre-
sentation of content. At time t,, the characteristic intensity of
the contact illustrated by focus selector 5100 is below hint
threshold intensity level 1T, as indicated at user interface
5130a and intensity meter 5132a. At time t,, the character-
istic intensity of the contact increases above hint threshold
intensity level IT,,, as indicated at user interface 51305 and
intensity meter 51325b. As the characteristic intensity of the
contact increases from above 1T, approaching IT;, user
interface is blurred except for panel 5108, the area of panel
5108 increases, the size of content in panel 5108 increases,
and/or the size of content in the user interface outside of
panel 5108 decreases. At time t,, the characteristic intensity
of the contact illustrated by focus selector 5100 continues
increasing above threshold intensity level IT, without
reaching threshold intensity level IT,, as indicated at user
interface 5130¢ and intensity meter 5132¢. As the charac-
teristic intensity of the contact increases after time t,, a
tactile output with a first output profile is produced (e.g., a
characteristic of the tactile output increases, as indicated at
5110). The characteristic intensity of the contact illustrated
by focus selector 5100 subsequently (e.g., at time t;)
decreases, as indicated at user interface 51304 and intensity
meter 5132d. In accordance with a determination that the
decrease in the characteristic intensity of the contact is
detected before the characteristic intensity of the contact met
intensity criteria (e.g., increased above threshold intensity
level IT;), the tactile output with the first output profile
continues to vary in accordance with the proximity of the
characteristic intensity of the contact to threshold intensity
level IT;. As the characteristic intensity of the contact
decreases, the area of panel 5108 decreases, the size of
content in panel 5108 decreases, and/or the size of content
in the user interface outside of panel 5108 increases, e.g., as
indicated at user interface 51304.

[0241] In some embodiments, a set of tactile output pro-
files as illustrated in FIG. 5K occur as a characteristic
intensity of a contact with touch-sensitive display system
112 increases above overpress intensity threshold level
1T ,p. At times t,-t5, the characteristic intensity of the contact
increases from below hint threshold intensity level IT,; to
above overpress intensity threshold level 1T, as indicated
at 5134a, 51345, 5134c¢, and 5134d, respectively. Between
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times t,, and t;, tactile output having an increasing parameter
(e.g., amplitude and/or distribution of tactile outputs) is
provided, as indicated at 5136. At time t,, when the char-
acteristic intensity of the contact increases above overpress
intensity threshold level IT,., as indicated at 5134e, a
discrete tap occurs, as indicated at 5138. As the character-
istic intensity of the contact continues to increase beyond
intensity threshold level IT 5, as indicated at 5134/, tactile
output having a steady parameter (e.g., a steady amplitude
and/or distribution of tactile outputs) is provided, as indi-
cated at 5140.

[0242] FIGS. 5L-5N illustrate selection and movement of
an application icon, and a series of tactile outputs that
correspond to movement of the selected application icon. In
FIG. 51, a contact is detected at touch-sensitive display
system 112 at a location indicated by focus selector 5150. In
some embodiments, an application icon 5152 is selected in
accordance with a determination that selection criteria are
met (e.g., focus selector 5150 is at a location corresponding
to application icon 5152 for an amount of time exceeding a
threshold duration, e.g., 1 second). In some embodiments,
when application icon 5152 is selected, movement of focus
selector 5150 across touch-sensitive display system 112
causes application icon 5152 to move, as illustrate in FIGS.
5M and 5N. In some embodiments, when application icon
5152 is not selected, movement of focus selector 5150
across touch-sensitive display system 112 causes multiple
application icons in user interface 5154 to move, as illus-
trated in FIG. 50.

[0243] In FIG. 5M, a selected application icon is moved
over another application icon. At an initial time T=t,, a
contact is detected on touch-sensitive display system 112
when focus selector 5150 is at a location that corresponds to
application icon 5152. At a later time T=t,, focus selector
5150 has remained at a location of application icon 5152 for
an amount of time that results in selection of application icon
5152. In some embodiments, to provide an indication to the
user that an application icon has been selected, tactile output
is generated at the time that the application icon becomes
selected. For example, as indicated in tactile output graph
5156, a discrete tap 5158 is generated at time t; at which
application icon 5152 has become selected. In some embodi-
ments, as indicated at time t,-t, of tactile output graph 5156,
a series of tactile outputs (e.g., a series of taps 5157, such as
a series of taps with a lower amplitude than the amplitude of
discrete tap 5158) are generated while application icon 5152
is selected. In some embodiments, one or more visual
indications, such as highlighting application icon 5152 (e.g.,
shading application icon 5152, as indicated in user interface
51545, 5154¢, and 5154d) and animating one or more
application icons within user interface 1514 (e.g., a shaking
animation, as indicated at 5160), are displayed while appli-
cation icon 5152 is selected.

[0244] When application icon 5152 is selected, application
icon 5152 is “picked up” by focus selector 5150 such that
application icon 5152 moves in accordance with the move-
ment of focus selector 5150. At a time T=t,, focus selector
5150 and application icon 5152 have moved to the left
toward Stocks application icon 5160. At a time T=t;, appli-
cation icon 5152 passes over Stocks application icon 5160.
In some embodiments, when application icon 5152 overlaps
(e.g., to a predefined extent) Stocks application icon 5160, a
discrete tap 5164 is generated to indicate to a user that
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application icon 5152 is passing over Stocks application
icon 5160 (e.g., as indicated at t; of tactile output graph
5156).

[0245] At a time T=t,, liftoff of the contact from the
touch-sensitive surface is detected. In response to liftoff of
the contact, application icon 5152 is unselected. In some
embodiments, when application icon becomes unselected, a
discrete tap 5166 is generated to indicate to a user that
unselection of application icon 5152 has occurred (e.g., as
indicated at t, of tactile output graph 5156).

[0246] In FIG. 5N, a selected application icon is moved
into a folder. At an initial time T=t,, a contact is detected on
touch-sensitive display system 112 when focus selector 5150
is at a location that corresponds to application icon 5153, as
indicated in user interface 5180a. At a later time T=t,, focus
selector 5150 has remained at a location of application icon
5178 for an amount of time that results in selection of
application icon 5178, as indicated in user interface 518054.
In some embodiments, to provide an indication to the user
that an application icon has been selected, tactile output is
generated at the time that the application icon becomes
selected. For example, as indicated in tactile output graph
5168, a discrete tap 5170 is generated at time t; at which
application icon 5178 has become selected. In some embodi-
ments, as indicated starting from time t;, of tactile output
graph 5168, a series of tactile outputs (e.g., a series of taps
5167, such as a series of taps with a lower amplitude than the
amplitude of discrete tap 5170) are generated while appli-
cation icon 5178 is selected.

[0247] At atime T=t,, focus selector 5150 and application
icon 5178 have moved to the left, passing over Maps
application icon 5182, as indicated in user interface 5180c.
In some embodiments, a discrete tap 5172 is generated at
time t, to indicate that application icon 5178 has passed over
Maps application icon 5182, as indicated in graph 5168.
[0248] At a time T=t;, application icon 5178 enters a
region corresponding to folder icon 5184 that includes
Stocks application icon 5186 and News application icon
5188, as indicated at user interface 51804. In some embodi-
ments, a discrete tap 5174 is generated at time t; to indicate
that application icon 5178 has entered a region correspond-
ing to folder 5184, as indicated in graph 5168. In some
embodiments, to provide an indication that application icon
5178 has encountered a user interface object that is different
from an application icon (e.g., application icon 5178 has
encountered a folder 5184 rather than another application
icon), the discrete tap 5174 is different (e.g., has a larger
amplitude) from discrete tap 5172 that occurred when appli-
cation icon 5178 passed over Maps application icon 5182.
[0249] After application icon 5178 has hovered over
folder 5184 for a predetermined period of time, at a time
T=t,, an enlarged view of folder 5184 is displayed, as
indicated in user interface 5180e. In some embodiments,
when folder 5184 is displayed, the user interface displayed
in 5180d ceases to be displayed. In some embodiments, a
discrete tap 5176 is generated to indicate to a user that
application icon 5178 has been moved into folder 5184, as
indicated at time t, of graph 5168. In some embodiments, the
discrete tap 5176 associated with displaying application icon
5178 in folder 5184 is different (e.g., has a larger amplitude)
from discrete tap 5172 that occurred when application icon
5178 passed over Maps application icon 5182.

[0250] In FIG. 50, because no user interface object is
selected, no tactile outputs are generated as the contact
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moves across the touch-sensitive surface. At an initial time
T=t,, a contact is detected on touch-sensitive display system
112 when focus selector 5150 is at a location that corre-
sponds to application icon 5152, as indicated in user inter-
face 5192a. At a later time T=t, 5, focus selector 5150 has
moved along a path indicated by arrow 5194 to a new
position, as indicated in user interface 51925. Because focus
selector 5150 has not remained at a location of application
icon 5152 for an amount of time that results in selection of
application icon 5152, application icon 5152 is not selected.
Accordingly, in response to the movement of focus selector
5150 along the path indicated by arrow 5194, multiple
application icons, including application icon 5152, move
along the path indicated by arrow 5194. At a time T=t;, in
response to movement of focus selector 5150 along a path
indicated by arrow 5196, multiple application icons, includ-
ing application icon 5152, have moved to the left, as
indicated in user interface 5192¢. Tactile output graph 5198
indicates that no tactile outputs occur in response to move-
ment of a contact across touch-sensitive display system 112
when no application icon is selected.

[0251] FIGS. 5P-5R illustrate image previews that are
displayed as a contact moves along a set of image thumb-
nails, and a series of tactile outputs that correspond to
movement of the contact along the set of image thumbnails.
FIGS. 5R-1, 5R-2, 5R-3, 5R-4, 5S-1, and 5S-2, illustrate
portion 5208 of user interface 5002, as indicated with a
dotted line in FIGS. 5P and 5Q.

[0252] In FIG. 5P, a contact is detected at touch-sensitive
display system 112 at a location indicated by focus selector
5204. In some embodiments, in accordance with a determi-
nation that preview display criteria are met (e.g., focus
selector 5204 is at a location corresponding to image thumb-
nail 5206a for an amount of time exceeding a threshold
duration, e.g., 1 second), a preview 52065 of an image
corresponding to image thumbnail 52064 is displayed, as
shown in FIG. 5Q. In some embodiments, a preview 52065
of an image corresponding to an image thumbnail 5206a is
a view of the image that is larger than the image thumbnail
5206a. In some embodiments, preview 52065 of the image
corresponding to image thumbnail 5206a is displayed under
and/or above a location of focus selector 5204. In some
embodiments, when the preview display criteria are met, a
tactile output is generated.

[0253] In some embodiments, when the preview display
criteria are met, movement of the contact to a location
corresponding to another image thumbnail causes a preview
of an image corresponding the other image thumbnail to be
displayed, as indicated in FIGS. 5R-1, 5R-2, and 5R-3.

[0254] In FIG. 5R-1, preview display criteria are met and
preview 520654 of the image corresponding to image thumb-
nail 5206a is displayed. The contact moves from a first
location indicated by focus selector 5204a along a path
indicated by arrow 5210 to a second location indicated by
focus selector 52045 in FIG. 5R-2. The second location
indicated by focus selector 52045 corresponds to the loca-
tion of image thumbnail 5212a. In accordance with a deter-
mination that the contact has moved to the second location,
a preview 52125 of the image corresponding to image
thumbnail 5212q is displayed. The contact moves from the
second location indicated by focus selector 52045 along a
path indicated by arrow 5214 to a third location indicated by
focus selector 5204¢ in FIG. 5R-3. The third location
indicated by focus selector 5204¢ corresponds to the loca-
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tion of image thumbnail 5214a. In accordance with a deter-
mination that the contact has moved to the third location, a
preview 521656 of the image corresponding to image thumb-
nail 5216aq is displayed.

[0255] FIG. 5R-4 illustrates tactile output provided as the
contact moves across touch-sensitive display system 112 to
the locations indicated by focus selectors 5204a, 52045, and
5204c¢. Dots 52184, 52185, and 5218¢ represent discrete
tactile outputs that occur when the contact is at locations
indicated by focus selectors 5204a, 52045, and 5204c,
respectively. In this manner, a series of discrete tactile
outputs is output as a contact moves across a series of image
thumbnails. In some embodiments, each time the contact
moves over a different image thumbnail, a discrete tactile
output occurs.

[0256] In some embodiments, when preview display cri-
teria are not met, no tactile output is generated. In FIG. 58-1,
preview display criteria are not met (a contact is not at a
position indicated by focus selector 5204a for an amount of
time exceeding a threshold duration). Accordingly, no pre-
view is displayed. As the contact moves across touch-
sensitive display system 112 to positions indicated by 52045
and 5204c, respectively, no previews are displayed, as
indicated in FIG. 5S-1, and no tactile output occurs, as
indicated FIG. 5S-2.

[0257] FIGS. 5T-5U illustrate previews 5220 and 5224
displayed when preview criteria are met and a contact moves
across touch-sensitive display system 112 from a first loca-
tion indicated by focus selector 22264 to a second location
indicated by focus selector 22265 (e.g., in a vertical direc-
tion), in accordance with some embodiments. In accordance
with a determination that the preview display criteria are
met, tactile output is generated (e.g., a discrete tactile output
is generated when the contact is at the location indicated by
focus selector 22264 and a discrete tactile output is gener-
ated when the contact is at the location indicated by focus
selector 2226b). In some embodiments, when scrolling
criteria, which are different from the preview display crite-
ria, are met, movement of the contact moves across touch-
sensitive display system 112 from the first location indicated
by focus selector 2226a to the second location indicated by
focus selector 22265 (e.g., movement of the contact in a
vertical direction) causes the plurality of image thumbnails
displayed in user interface 5202 to scroll (e.g., scroll verti-
cally), as illustrated at FIGS. 5V-5W.

[0258] FIGS. 5X-1 to 5X-3 illustrate simulated objects
5232 that are used to represent communications received by
device 100, in accordance with some embodiments. In some
embodiments, simulated objects 5232 are, e.g., virtual
spheres that “roll” across the surface of device 100. Tactile
outputs indicate the movement of the simulated objects 5232
across the device 100 and/or collisions between the simu-
lated objects 5232 and a virtual boundary, such as a bound-
ary that corresponds to one or more edges of the touch-
sensitive display system 112. Movements of the simulated
objects 5232 and/or collisions between the simulated objects
5232 and a virtual boundary give a user an impression of a
number of notifications for communications that were
received by device 100 (e.g., communications received by
device 100 since the user last activated and/or woke the
device).

[0259] In FIG. 5X-1, device 100 is held flat in a user’s
hand 5230. As the user’s hand causes device 100 to tilt from
the flat position illustrated in FIG. 5X-1 to the tilted position
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illustrated in FIG. 5X-2 and finally to the upright position
illustrated in FI1G. 5X-3, the simulated objects 5232 move in
response to the movement of the device. For example,
movement of device 100 to the upright position illustrated in
FIG. 5X-3 causes simulated objects 5232a, 52325, 5232c,
and 5232d to move along paths 5234a, 52345, 5234c, and
5234d, respectively. In some embodiments, as the simulated
objects 5232 move along paths 5234, device 100 outputs a
series of tactile outputs to simulate the movement of objects
5232 (e.g., so that the user has the sensation of virtual
spheres rolling across device 100 in response to the tilting
that occurs between FIG. 5X-1 and FIG. 5X-3). In some
embodiments, each time a respective simulated object 5232
reaches an edge of touch-sensitive display system y 112 of
device 100 (e.g., a respective simulated object 5232 reaches
the ends of its respective path 5234, as illustrated in FIG.
5X-3), device 100 outputs a tactile output to simulate the
collision of the respective simulated object 5232 with the
edge of touch-sensitive display system 112 (e.g., so that the
user has the sensation of a virtual sphere bouncing off of
lower edge 5236 of touch-sensitive display system 112).

[0260] In some embodiments, a respective simulated
object 5232 has a quality that depends on at least one
property of a corresponding notification. For example, simu-
lated objects 5232a, 5232b, and 5232d correspond to
received e-mail messages that are not marked “urgent” and
simulated object 5232¢ (shown shaded) corresponds to a
received e-mail message that is marked “urgent.” The simu-
lated objects that correspond to the non-urgent notifications
have a first property (e.g., a first simulated weight) and the
simulated object that corresponds to an urgent notification
has a second property that is different from the first property
(e.g., a second simulated weight that is greater than the first
simulated weight, such that a larger tactile output is pro-
duced when simulated object 5232¢ collides with edge
5236). Examples of simulated qualities of simulated objects
that vary in accordance with communication type include,
e.g., velocity, acceleration, size, weight, and/or stickiness.
Examples of properties of notifications include, e.g.,
urgency level assigned by the communication sender, pri-
ority assigned to the communication by the user, type of
notification (e.g., text message, telephone call, e-mail, cal-
endar invitation, reminder, and/or third party application
notification), and/or number of notifications of a type.

[0261] FIG. 5Y illustrates a simulated surface texture with
which simulated objects 5232 interact, in accordance with
some embodiments. In FIG. 5Y, simulated surface features
5240 are, e.g., virtual bumps, virtual divots, or other textural
features. In some embodiments, the number, arrangement,
and/or positions of surface features is different from the
example illustration of FIG. 5Y.

[0262] Device 100 outputs tactile outputs to simulate
collision of simulated objects 5232 with surface features
5240. For example, as device 100 is tilted as shown in FIG.
5Y, simulated objects 5232a, 5232b, 5232¢, and 52324
move from right edge 5242 to left edge 5244 along paths
5246a, 5246b, 5246¢, and 52464, respectively. As simulated
object 5232a moves along path 52464, simulated object
5232a encounters surface features 5240a, 52405, 5240c¢,
52404, and so on. Each time simulated object 5232 encoun-
ters a respective surface feature 5240, device 100 generates
tactile output to provides the user with an impression of the
interaction between the simulated object 5232a and the
respective surface feature 5240. For example, tactile output
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is provided to give the user an impression of one or more
simulated objects (e.g., virtual spheres) rolling over one or
more surface features (e.g., virtual bumps).

[0263] FIGS. 57, 5AA, and 5BB illustrate tap-based tac-
tile output, vibration output and audio output corresponding
to various use contexts of the device, in accordance with
some embodiments.

[0264] In some embodiments, tap-based tactile output is a
sequence of discrete tactile output patterns that reach full
amplitude and/or maximum velocity within a first number of
cycles of a mass moving relative to an actuator (e.g., 1, 2, or
3) and is optionally actively damped so that it stops moving
relative to the actuator instead of gradually oscillating
around a resting position (e.g., such as the FullTaps, Mini-
Taps, and/or MicroTaps described above with reference to
FIGS. 4F-4K). Tap-based tactile output, optionally, enables
finer, more precise, control of the parameters of the tactile
output than vibration output but delivers a lower amplitude
or shorter tactile output (per unit energy) than vibration
output. In some embodiments, for tap-based tactile output,
the location of the moving mass is actively monitored to
ensure that the tap-based tactile output is within precise
operational parameters, whereas with vibration output the
location of the moving mass is not actively monitored,
because the operating parameters are less precise. In some
embodiments, vibration output is oscillatory tactile output
that gradually increases in amplitude over a second number
of cycles of a mass moving relative to an actuator (e.g., 5,
10, 15) and then gradually decreases in amplitude over a
plurality of cycles of the mass moving relative to the
actuator. Vibration output, optionally, enables longer and
higher amplitude tactile output (e.g., per unit of energy
input) in place of the finer control offered by the tap-based
tactile output.

[0265] InFIG.5Z,the device 100 is operating in a first use
context, e.g., in a user’s hand 5230. Device 100 is receiving
an incoming communication (a telephone call from Neil). In
some embodiments, device 100 outputs tap-based tactile
output, vibration output, and or audio output (e.g., a ring-
tone) to signal to the user that a communication is incoming.
While device 100 is in the user’s hand 5230, device 100
outputs a first ongoing tactile output (e.g., as shown in the
graph labeled “Tap-based Tactile Output,” a series of dis-
crete taps), a first ongoing vibration output (e.g., as shown
in the graph labeled “Vibration Output,” an oscillation that
occurs at periodic intervals), and a first ongoing audio output
(e.g., as shown in the graph labeled “Audio Output,” an
audio waveform).

[0266] In FIG. 5AA, the device 100 is operating in a
second use context, e.g., in a user’s pocket 5250. As device
100 receives an incoming communication while in the user’s
pocket 5250, device 100 outputs a second ongoing tap-based
tactile output. The series of discrete taps shown in the
Tap-based Tactile Output graph of FIG. SAA occur at a
frequency that is greater than the frequency of the series of
discrete taps shown in FIG. 57. As device 100 receives an
incoming communication while in the user’s pocket 5250,
device 100 outputs a second ongoing vibration output. The
oscillations in the Vibration Output graph of FIG. SAA occur
at shorter intervals than the intervals of the oscillations of
FIG. 57. As device 100 receives an incoming communica-
tion while in the user’s pocket 5250, device 100 outputs a
second ongoing audio output. The audio waveform in the
Audio Output graph of FIG. 5AA has a higher amplitude
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than the amplitude of the audio waveform of FIG. 5Z. In this
way, the audibility of the audio output is increased such that
a user is able to hear the audio output despite sound
absorption and/or sound transmission reduction caused by
the second use context (e.g., sound absorption and/or sound
transmission reduction caused by a pocket in which device
100 is operating).

[0267] InFIG. 5BB, the device 100 is operating in a third
use context, e.g., lying flat on table 5252. As device 100
receives an incoming communication while on table 5252,
device 100 outputs a third ongoing tap-based tactile output.
The series of discrete taps shown in the Tap-based Tactile
Output graph of FIG. 5BB occur at a frequency that is lower
than both the frequency of the series of discrete taps shown
in FIG. 57 and the frequency of the series of discrete taps
shown in FIG. 5AA. As device 100 receives an incoming
communication while on table 5252, device 100 does not
generate vibration output. As device 100 receives an incom-
ing communication while on table 5252, device 100 outputs
a third ongoing audio output. The audio waveform in the
Audio Output graph of FIG. 5BB is periodically damped, as
indicated at 5254.

[0268] In some embodiments, device 100 uses one or
more sensors to determine that a use context has changed
(e.g., from the user’s pocket 5250, as illustrated in FIG.
5AA, to in the user’s hand 5230, as illustrated in FIG. 57).
When device 100 is in the user’s pocket 5250, the user may
desire a louder audio output, more frequent vibration bursts,
and/or higher frequency taps to compensate for the muffling
effect of containment in pocket 5250. When the device 100
is in the user’s hand 5230 (e.g., when the user removes
device 100 from pocket 5250 and is holding the device in
open air), the user may desire quieter output, less frequent
vibration bursts, and/or a lower frequency of taps to avoid
excessive noise. When the device 100 is flat on the table
5252, a user may desire damped audio output, no vibration,
and/or a very low frequency of taps to avoid excessive
rattling of device 100 on the table.

[0269] FIGS. 5CC-500 illustrate example operations of
electronic device 100 for providing audio and/or tactile
feedback in accordance with some embodiments.

[0270] FIG. 5CC illustrates that electronic device 100
detects an alert event (e.g., electronic device 100 generates
and/or receives instructions to generate an alert in response
to an incoming call, lapse of a preselected time interval, or
reaching a particular time), and in response, updates (5456)
its display (e.g., displays a user interface corresponding to
telephone module 138).

[0271] FIG. 5CC also illustrates that audio and/or tactile
feedback is not provided until after electronic device 100
determines (5458) a use context of electronic device 100.
For example, in some embodiments, electronic device 100
forgoes providing audio and/or tactile feedback when elec-
tronic device 100 updates (5456) its display (and subse-
quently provides audio and/or tactile feedback once the
determination is made).

[0272] Subsequent to detecting an alert event, electronic
device 100 determines (5458) a use context of electronic
device 100. In some embodiments, electronic device 100
determines whether electronic device 100 is in either a first
use context (e.g., a context in which a user of electronic
device 100 is determined to be paying attention to electronic
device 100, such as electronic device 100 is held by a user
and actively receiving user inputs) or a second use context
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(e.g., a context in which a user of electronic device 100 is
determined not to be paying attention to electronic device
100, such as electronic device 100 is stored in a pocket or
left on a surface away from the user). For example, elec-
tronic device 100 determines which use context electronic
device 100 is in between the first use context and the second
use context (e.g., electronic device 100 is in one of only two
use contexts that include the first use context and the second
use context). In some embodiments, electronic device 100
determines which use context electronic device 100 is in
among three or more use contexts that include the first use
context and the second use context. In some embodiments,
a user is determined to be paying attention to the device
based on one or more sensor inputs (e.g., in accordance with
a determination that a face of the user is in a field of view
of a camera of the device, in accordance with a determina-
tion that a gaze of a user of the device is directed to a display
of the device based image data from a camera of the device,
in accordance with a determination that the device has been
or is being lifted up based on an accelerometer or gyroscope
of the device, or in accordance with a determination that the
device has been or is being removed from a pocket, bag, or
other enclosure based on a proximity sensor or camera). In
some embodiments, the user is determined not to be paying
attention to the device based on one or more sensor inputs
(e.g., in accordance with a determination that a face of the
user is not in a field of view of a camera of the device, in
accordance with a determination that a gaze of a user of the
device is not directed to a display of the device based image
data from a camera of the device, in accordance with a
determination that the device has been detected to be sta-
tionary for more than a threshold amount of time indicating
that the device is not being held by a user based on an
accelerometer or gyroscope of the device, and/or in accor-
dance with a determination that the device has been or is
being in a pocket, bag, or other enclosure based on a
proximity sensor or camera of the device).

[0273] Electronic device 100, in accordance with a deter-
mination that electronic device 100 is in the first use context
(e.g., a context in which a user of electronic device 100 is
determined to be paying attention to electronic device 100),
electronic device 100 provides (5460) first feedback (e.g., a
first audio output and/or a first tactile output) to indicate the
alert event.

[0274] Electronic device 100, in accordance with a deter-
mination that electronic device 100 is in the second use
context (e.g., a context in which a user of electronic device
100 is determined not to be paying attention to electronic
device 100), electronic device 100 provides (5462) second
feedback (e.g., a second audio output and/or a second tactile
output) to indicate the alert event.

[0275] The second feedback is distinct from the first
feedback (e.g., the second audio output is distinct from the
first audio output, and/or the second tactile output is distinct
from the first tactile output). For example, while electronic
device 100 is in the second use context (e.g., a user of
electronic device 100 is not paying attention to electronic
device 100), electronic device 100 provides the second
audio output and/or the second tactile output to draw the
attention of the user, and while device 100 is in the first use
context (e.g., a user of electronic device 100 is paying
attention to electronic device 100), electronic device 100
provides reduced audio and/or tactile feedback (e.g., the first
audio output and/or the first tactile output), as the volume of
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the second audio output and/or the amplitude of the second
tactile output is not required to draw the user’s attention.
While electronic device 100 is in the first use context, the
first audio output that has a lower volume than the second
audio output and/or the first tactile output that has a lower
amplitude than the second tactile output is provided, because
the user is already paying attention to electronic device 100.
[0276] FIG. 5DD illustrates that, in some embodiments,
subsequent to initiating provision (5462) of the second
feedback, electronic device 100 determines again (5464) a
use context of electronic device 100. For example, while
electronic device 100 is providing the second feedback,
electronic device 100 continues to monitor whether elec-
tronic device 100 has transitioned from the second use
context to the first use context (e.g., while electronic device
100 is providing the second feedback, electronic device 100
repeats determination of whether a user who was not paying
attention to the device is now paying attention to the device).
[0277] FIG. 5DD also illustrates that, in accordance with
a determination that electronic device 100 remains in the
second use context, electronic device 100 continues to
provide the second feedback (e.g., while electronic device
100 remains in the second use context, electronic device 100
continues to provide the second feedback until feedback
termination criteria are satisfied, such as outputting a ring-
tone for a predefined number of times or for a predefined
time interval).

[0278] FIG. 5DD further illustrates that, in accordance
with a determination that electronic device 100 has transi-
tioned from the second use context to the first use context,
electronic device 100 transitions from providing (5462) the
second feedback to providing (5460) the first feedback (e.g.,
electronic device 100 ceases to provide the second feedback
and initiates to provide the first feedback).

[0279] FIG. 5EE illustrates the second feedback provided
by electronic device 100. The second feedback includes
second audio output and/or second tactile output (e.g.,
second tap-based tactile output and/or second vibration
output). The second audio output has second audio ampli-
tude (that is greater than first audio amplitude of the first
audio output shown in FIG. 5FF). In FIG. 5EE, the second
tactile output includes a plurality of discrete tactile output
components 5470 (e.g., tap-based tactile output compo-
nents) having second tactile output amplitude (e.g., FullTaps
shown in FIGS. 4F and 4]) and a second time interval. In
FIG. SEE, the second tactile output also includes vibration
outputs.

[0280] FIG. SFF illustrates the first feedback provided by
electronic device 100. The first feedback includes first audio
output and/or first tactile output (e.g., first tap-based tactile
output and/or second vibration output). The first audio
output has first audio amplitude that is less than the second
audio amplitude of the second audio output (shown in FIG.
5EE). In FIG. 5FF, the first tactile output includes a plurality
of discrete tactile output components 5472 (e.g., tap-based
tactile outputs) having first tactile output amplitude less than
the second tactile output amplitude (e.g., MiniTaps or
MicroTaps shown in FIGS. 4G-4H and 4J-4K) and having a
first time interval that is shorter than the second time interval
(e.g., the first tactile output has a higher frequency of
discrete tap-based tactile outputs than the second tactile
output). In FIG. 5FF, the first tactile output does not include
vibration outputs. However, in some other embodiments, the
first tactile output includes vibration outputs.
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[0281] FIG. 5GG illustrates transition of electronic device
100 from providing the second feedback to the first feedback
in accordance with some embodiments. In FIG. 5GG, the
tap-based tactile output changes from the second tap-based
tactile output (having the second tap-based tactile output
amplitude) to the first tap-based tactile output (having the
first tap-based tactile output amplitude less than the second
tap-based tactile output amplitude). FIG. 5GG also shows
that electronic device 100 transitions from providing vibra-
tion outputs as part of the second tactile output to ceasing to
provide vibration outputs as the first tactile output does not
include vibration outputs. FIG. 5GG further shows that
electronic device 100 transitions from providing the second
audio output that has the second audio amplitude to provid-
ing the first audio output that has the first audio amplitude
that is less than the second audio amplitude. As shown in
FIG. 5GG, the audio output changes gradually (e.g., linearly
or nonlinearly) from the second amplitude to the first
amplitude over a first period of time, t1. The tactile output
(including the tap-based tactile output) changes from the
second tactile output to the first tactile output over a second
period of time, t2, that is less than the first period of time,
tl. In some embodiments, as shown in FIG. 5GG, electronic
device 100 transitions from determining that electronic
device 100 has transitioned from the second use context to
the first use context to providing the first audio output over
a period of time t1', and transitions from determining that
electronic device 100 has transitioned from the second use
context to the first use context to providing the first tactile
output over a period of time t2' that is less than the period
of time t1'. Instead of immediately transitioning from pro-
viding the second audio output to providing the first audio
output, electronic device 100 transitions gradually from
providing the second audio output to providing the first
audio output over a period of time, thereby providing
smooth audio transition from the second audio output to the
first audio output and providing improved user experience.
[0282] FIGS. SHH-5KK illustrate example tap-based tac-
tile outputs for the first use context and the second use
context in accordance with some embodiments.

[0283] FIG. SHH illustrates that tap-based tactile output
5502 is provided while electronic device 100 is in the second
use context (e.g., a context in which a user of the device is
determined not to be paying attention to the device) and
tap-based tactile output 5504 is provided while electronic
device 100 is in the first use context (e.g., a context in which
a user of the device is determined to be paying attention to
the device). Tap-based tactile output 5502 includes a plu-
rality of tap-based tactile output components having a sec-
ond tactile output amplitude (e.g., FullTaps shown in FIGS.
4F and 4I) and a second time interval. Tap-based tactile
output 5504 includes a plurality of tap-based tactile output
components having a first tactile output amplitude less than
the second tactile output amplitude (e.g., MiniTaps or
MicroTaps shown in FIGS. 4G-4H and 4J-4K) and the same
second time interval.

[0284] FIG. 5HH also illustrates transition from providing
tap-based tactile output 5502 to providing tap-based tactile
output 5504 in conjunction with the transition of electronic
device 100 from the second use context to the first use
context.

[0285] FIG. 511 illustrates that tap-based tactile output
5512 is provided while electronic device 100 is in the second
use context (e.g., a context in which a user of the device is
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determined not to be paying attention to the device) and
tap-based tactile output 5514 is provided while electronic
device 100 is in the first use context (e.g., a context in which
a user of the device is determined to be paying attention to
the device). Tap-based tactile output 5512 includes a plu-
rality of tap-based tactile output components 5516 having a
second tactile output amplitude (e.g., FullTaps shown in
FIGS. 4F and 4]) and a second time interval. Tap-based
tactile output 5514 includes the plurality of tap-based tactile
outputs having a first time interval that is shorter than the
second time interval (e.g., tap-based tactile output 5514 has
a higher frequency of tap-based tactile output components
than tap-based tactile output 5512). In particular, tap-based
tactile output 5514 includes the plurality of tap-based tactile
output components 5516 and also includes a plurality of
tap-based tactile output components 5518 having a first
tactile output amplitude that is less than the second tactile
output amplitude (e.g., MiniTaps or MicroTaps shown in
FIGS. 4G-4H and 4J-4K) between tap-based tactile output
components 5516.

[0286] FIG. 511 also illustrates transition from providing
tap-based tactile output 5512 to providing tap-based tactile
output 5514 in conjunction with the transition of electronic
device 100 from the second use context to the first use
context.

[0287] FIG. 51J illustrates that tap-based tactile output
5522 is provided while electronic device 100 is in the second
use context (e.g., a context in which a user of the device is
determined not to be paying attention to the device) and
tap-based tactile output 5524 is provided while electronic
device 100 is in the first use context (e.g., a context in which
a user of the device is determined to be paying attention to
the device). Tap-based tactile output 5522 includes a plu-
rality of tap-based tactile output components 5526 and 5528
having a second tactile output amplitude (e.g., FullTaps
shown in FIGS. 4F and 4I). Tap-based tactile output 5524
includes the plurality of tap-based tactile output components
5526 and also includes a plurality of tap-based tactile output
components 5530, 5532, and 5534 having a first tactile
output amplitude that is less than the second tactile output
amplitude (e.g., MiniTaps or MicroTaps shown in FIGS.
4G-4H and 4J-4K). In particular, tap-based tactile output
component 5528 having the second tactile output amplitude
is replaced with tap-based tactile output component 5532
having the first tactile output amplitude (e.g., tap-based
tactile output 5524 does not include tap-based tactile output
components 5528).

[0288] FIG. 5] also illustrates transition from providing
tap-based tactile output 5522 to providing tap-based tactile
output 5524 in conjunction with the transition of electronic
device 100 from the second use context to the first use
context.

[0289] FIG. 5KK illustrates that tap-based tactile output
5542 is provided while electronic device 100 is in the second
use context (e.g., a context in which a user of the device is
determined not to be paying attention to the device) and
tap-based tactile output 5544 is provided while electronic
device 100 is in the first use context (e.g., a context in which
a user of the device is determined to be paying attention to
the device). Tap-based tactile output 5542 includes a plu-
rality of tap-based tactile output components 5526 and 5528
having a second tactile output amplitude (e.g., FullTaps
shown in FIGS. 4F and 4I). Tap-based tactile output 5544
includes the plurality of tap-based tactile output components
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5526 (e.g., FullTaps). In tap-based tactile output 5544,
tap-based tactile output components 5528 are omitted.
[0290] FIG. 5KK also illustrates transition from providing
tap-based tactile output 5542 to providing tap-based tactile
output 5544 in conjunction with the transition of electronic
device 100 from the second use context to the first use
context.

[0291] FIG. 5LL illustrates that a filter is used to obtain the
first audio output from the second audio output (e.g., the first
audio output corresponds to an output obtained by applying
the filter to the second audio output). In some embodiments,
the filter is a low pass filter. In some embodiments, the filter
is a high pass filter, a band pass filter, or any other filter (e.g.,
a digital filter).

[0292] FIG. SLL also illustrates that different filters (e.g.,
low pass filter 1 having a cutoff frequency f1, low pass filter
2 having a cutoff frequency f2 that is different from the
cutoft frequency fl, or low pass filter 3 having a cutoff
frequency f3 that is different from the cutoff frequencies f1
and 12) are selected depending on the content of the second
audio output.

[0293] In some embodiments, the content of the second
audio output is determined based on frequency components
of the second audio output. For example, low pass filter 1
(having a high cutoff frequency) is selected for an audio
output having dominantly treble components, and low pass
filter 2 (having a low cutoff frequency) is selected for an
audio component having dominantly bass components.
[0294] In some embodiments, the content of the second
audio output is determined based on a type of the alert event
(e.g., whether the alert event is associated with an incoming
call, an alarm, or a timer). For example, as shown in FIG.
5LL, low pass filter 1 is used to obtain the first audio output
from the second audio output when the second audio output
is associated with an incoming call, low pass filter 2 is used
to obtain the first audio output from the second audio output
when the second audio output is associated with an alarm,
and low pass filter 3 is used to obtain the first audio output
from the second audio output when the second audio output
is associated with a timer.

[0295] Although FIG. SLL describes an application of a
filter to an audio output, a filter can be applied to a tactile
output in an analogous manner. For brevity, such details are
omitted herein.

[0296] FIG.5MM illustrates that an audio output (e.g., the
second audio output and the first audio output) includes a
plurality of audio output tracks (e.g., audio output track 1,
audio output track 2, and audio output track 3). FIG. SMM
also illustrates that during the transition of electronic device
100 from providing the second audio output to providing the
first audio output, a particular audio output track (e.g., audio
output track 2) is removed. For example, an amplitude of
audio output track 2 is gradually (e.g., linearly or nonlin-
early) reduced until audio output track 2 is completely tuned
out (e.g., silenced). Optionally, another audio output track
(e.g., audio output rack 3) is concurrently, or subsequently,
tuned out (e.g., silenced). In some embodiments, the audio
output includes more than three audio output tracks.
[0297] FIG. 5NN illustrates that during the transition of
electronic device 100 from providing the second audio
output to providing the first audio output, an amplitude of a
particular audio output track (e.g., audio output track 2) is
reduced without completely silencing the particular audio
output track (e.g., the reduced amplitude of the particular
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audio output track is greater than zero). FIG. SNN also
illustrates that, subsequent to reducing the amplitude of the
particular audio output track (e.g., audio output track 2), an
amplitude of another audio output track (e.g., audio output
track 3) is reduced. In some embodiments, the audio output
includes more than three audio output tracks. In some
embodiments, an amplitude of yet another audio output
track is concurrently, or subsequently, reduced (e.g., when
the audio output includes four audio output tracks, an
amplitude of the fourth audio output track is reduced con-
currently with, or subsequently to, reducing the amplitude of
the third audio output track).

[0298] FIG. 500 illustrates that during the transition of
electronic device 100 from providing the second audio
output to providing the first audio output, audio output track
1 is provided. Subsequently, audio output track 1 is tuned out
and audio output track 2 is provided. Thereafter, audio
output track 2 is tuned out and audio output track 3 is
provided. This progressive switching between audio tracks
provides smooth transition between the second audio output
(e.g., an audio output that includes audio output track 1) and
the first audio output (e.g., an audio output that includes
audio output track 3).

[0299] In some embodiments, as shown in FIG. 500,
audio output track 1 has first amplitude A,, audio output
track 2 has second amplitude A, that is less than first
amplitude A |, and audio output track 3 has third amplitude
A, that is less than second amplitude A,. Thus, as electronic
device 100 transitions from audio output track 1 to audio
output track 2, and subsequently to audio output track 3, the
volume of an audio output generated by electronic device
100 is progressively reduced.

[0300] In some embodiments, audio output track 1 corre-
sponds to a first musical instrument, audio output track 2
corresponds to a second musical instrument, and audio
output track 3 corresponds to a third musical instrument.
[0301] In some embodiments, the second audio output
includes audio output track 1, audio output track 2, and
audio output track 3. During the transition of electronic
device 100 from providing the second audio output to
providing the first audio output, electronic device 100
sequentially tunes out audio output track 1 and audio output
track 2 (e.g., electronic device 100 first tunes out audio
output track 1 while maintaining audio output track 2 and
audio output track 3, and subsequently tunes out audio
output track 2 while maintaining audio output track 3).
[0302] FIGS. 6A-6C are flow diagrams illustrating a
method 600 of outputting tactile outputs based on progress
adjusting adjustable controls, in accordance with some
embodiments. The method 600 is performed at an electronic
device (e.g., device 300, FIG. 3, or portable multifunction
device 100, FIG. 1A) with a display, a touch-sensitive
surface, optionally one or more sensors to detect intensity of
contacts with the touch-sensitive surface, and one or more
tactile output generators. In some embodiments, the display
is a touch-screen display and the touch-sensitive surface is
on or integrated with the display. In some embodiments, the
display is separate from the touch-sensitive surface. Some
operations in method 600 are, optionally, combined and/or
the order of some operations is, optionally, changed.
[0303] As described below, the method 600 provides an
intuitive way to adjust a value using an adjustable control.
The method provides the user with tactile output such that
the user better understands the effect of operating the control
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while performing an adjustment, thereby creating a more
efficient human-machine interface.

[0304] The device displays (602), on the display (e.g.,
touch-sensitive display system 112), a user interface (e.g., a
media playback interface, such as user interface 5002, as
shown in FIG. 5A) that includes: a first adjustable control
(e.g., playback position adjustment control 5004) and a
second adjustable control (e.g., volume adjustment control
5006).

[0305] The device detects movement (604) of a first
contact across the touch-sensitive surface in a drag gesture
(e.g., along a path indicated by arrow 5018, as shown in
FIGS. 5B-1 and 5B-2; along a path indicated by arrow 5028,
as shown in FIGS. 5C-1, 5C-3, and 5C-3; or along a path
indicated by arrow 5074, as shown in FIGS. 5E-1 and 5E-2).

[0306] In accordance with a determination that the drag
gesture is performed while a focus selector (e.g., a focus
selector 5016 as indicated at 5016a and 50165 of FIGS.
5B-1 and 5B-2) is at a location that corresponds to the first
adjustable control 5004 (e.g., the drag gesture is performed
by a contact indicated by focus selector 5016 on a touch-
sensitive display 112 while the contact is at a location
corresponding to a first draggable icon 5020 for a first slider
5021, or the drag gesture is performed by a contact on a
touch-sensitive surface while a cursor or other pointer is at
a location corresponding to a first draggable icon 5020 for a
first slider 5021) the device: adjusts (606) the first adjustable
control 5004 in accordance with the movement of the first
contact in the drag gesture (e.g., moving a first draggable
icon 5020 across the touch-sensitive display 112 to adjust a
value of a parameter that corresponds to the first adjustable
control 5004, such as a playback position parameter); and
outputs (606), with the one or more tactile output generators
167, a first plurality of tactile outputs (e.g., as represented by
the row of lines shown at 5022). A respective tactile output
(e.g., as represented by the line shown at 5023), in the first
plurality of tactile outputs, is triggered based on progress
adjusting the first adjustable control 5004 (e.g., based on
progress of the first draggable icon 5020 across the display,
such as when the focus selector 5016 is at a respective
predefined location in the first slider on the display). The first
plurality of tactile outputs has a first distribution of tactile
outputs as the first adjustable control 5021 is adjusted (e.g.,
a first spatial distribution of tactile output triggers along a
path of the first draggable icon).

[0307] In accordance with a determination that the drag
gesture is performed while the focus selector (e.g., a focus
selector 5026 as indicated at 5026a and 50265 of FIGS.
5C-1,5C-2, and 5C-3) is at a location that corresponds to the
second adjustable control 5006 (e.g., the drag gesture is
performed by a contact indicated by focus selector 5026 on
a touch-sensitive display 112 while the contact is at a
location that corresponds to a second draggable icon 5030
for a second slider 5032, or a drag gesture is performed by
a contact on a touch-sensitive surface while a cursor or other
pointer is at location that corresponds to a second draggable
icon 5030 for a second slider 5032) the device: adjusts (608)
the second adjustable control 5006 in accordance with the
movement of the first contact in the drag gesture (e.g.,
moving a second draggable icon 5030 across the display 112
to adjust a value of a parameter that corresponds to the
second adjustable control 5006, such as a volume level); and
outputs (608), with the one or more tactile output generators,
a second plurality of tactile outputs (e.g., as represented by
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the row of lines shown at 5034). A respective tactile output,
in the second plurality of tactile outputs, is triggered based
on progress adjusting the second adjustable control (e.g.,
based on progress of the second draggable icon 5030 along
the volume slider 5032, such as when the focus selector
5026 is at a respective predefined location in the second
slider on the display). The second plurality of tactile outputs
has a second distribution of tactile outputs that is different
from (e.g., less than or greater than) the first distribution of
tactile outputs as the second adjustable control is adjusted.
For example, a density of tactile output triggers along a path
of the second draggable icon 5030 (e.g., a density of tactile
output triggers along volume slider 5032) is less that a
density of tactile output triggers along a path of the first
draggable icon 5020 (e.g., a density of tactile output triggers
along playback position slider 5021), or vice versa. In some
embodiments, as shown in FIGS. 5B-2 and 5C-3, the loca-
tions 5038 along the volume slider 5032 that trigger tactile
outputs are more widely spaced than the locations 5022
along the progress bar 5021 that trigger tactile outputs.
[0308] Outputting a second plurality of tactile outputs that
has a second distribution of tactile outputs that is different
from the first distribution of tactile outputs as the second
adjustable control is adjusted provides the user with feed-
back about the type of control being used, which control
among multiple controls is being used, and/or the extent of
the adjustment that is being made. Providing improved
feedback to the user enhances the operability of the device
and makes the user-device interface more efficient (e.g., by
helping the user to provide proper inputs and reducing user
mistakes when operating/interacting with the device) which,
additionally, reduces power usage and improves battery life
of the device by enabling the user to use the device more
quickly and efficiently.

[0309] In some embodiments, the first adjustable control
5004 is (610) a progress control 5021 for selecting a position
within content (e.g., a content scrubber control with a
draggable progress icon 5020 that is configured to adjust a
playback position in media content being played back) and
the second control 5006 is a volume control 5032 for
controlling volume of the content while it is playing (e.g., a
control with a draggable volume slider icon 5030 that is
configured to adjust the volume at which the media content
is played back). In some embodiments, content includes,
e.g., audio and/or video content.

[0310] In some embodiments, the first plurality of tactile
outputs 5022 includes (612) an endpoint tactile output 5058,
as shown in FIG. 5D-2, that is provided in accordance with
a determination that the first adjustable control 5020 has
reached an endpoint (e.g., endpoint 5050 as shown in FIG.
5D-1). In some embodiments, different feedback (e.g., tac-
tile output with a larger amplitude and/or other differences
in its tactile output profile than the prior outputs in the first
plurality of tactile outputs) is provided when a draggable
icon 5020 reaches an end of a scrubber, such as an end of a
progress control 5021. In some embodiments, a second
adjustable control 5006, such as a volume control 5006, does
not have different feedback at the end of the volume scrub-
ber.

[0311] Providing feedback with tactile output at endpoints
of controls that differs from tactile output provided at other
parts of the control provides the user with feedback about the
extent of adjustment available from a control. Providing
improved feedback to the user enhances the operability of
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the device and makes the user-device interface more efficient
(e.g., by helping the user to provide proper inputs, informing
the user when further input will no longer produce an
adjustment to a control, and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently.

[0312] In some embodiments, for a respective tactile out-
put (e.g., as represented by the line shown at 5023) in the
first plurality of tactile outputs (e.g., as represented by the
row of lines 5022), the respective tactile output is triggered
(614) when the focus selector 5016 is at a corresponding
predefined location on the display. For example, a first tactile
output, in the first plurality of tactile outputs, is triggered
when the focus selector is at a first predefined location on the
display (e.g., as indicated by 5016a); a second tactile output,
in the first plurality of tactile outputs, is triggered when the
focus selector is at a second predefined location on the
display (e.g., as indicated by 50165), adjacent to the first
predefined location on the display; a third tactile output, in
the first plurality of tactile outputs, is triggered when the
focus selector is at a third predefined location on the display,
adjacent to the second predefined location on the display;
and so on. Similarly, in some embodiments, for a respective
tactile output in the second plurality of tactile outputs (e.g.,
as represented by the row of lines 5034), the respective
tactile output is triggered when the focus selector is at a
corresponding predefined location on the display.

[0313] Insome embodiments, the first adjustable control is
a progress control, and at least some of the predefined
locations on the display correspond to (616) chapter markers
for media content whose playback is being adjusted with the
progress control. For example, FIG. 5E-1 illustrates a prog-
ress control 5078. FIG. SE-2 illustrates a series 5084 of lines
(e.g., 5080, 5084) that represent locations on the display at
which a tactile output is triggered. The series 5084 includes
tactile output trigger locations that correspond to chapter
markers (e.g., line 5080). In some embodiments, tactile
output trigger locations that correspond to chapter markers
have one or more distinct characteristics from tactile output
trigger locations that do not correspond to trigger markers.
For example, line 5080 that corresponds to a chapter marker
is a longer line than line 5082 that does not correspond to a
chapter marker, indicating that, e.g., a tactile output with a
greater amplitude is output at a location on the display
indicated by line 5080. In some embodiments, chapter
markers are, e.g., chapter markers for, audio tracks, audio
book chapters, and/or video chapters.

[0314] Outputting tactile outputs with distinct character-
istics at tactile output trigger locations that correspond to
chapter markers as a user scrolls through content provides a
user with feedback about the progress of the scrolling and
information usable for more precisely navigating to a
desired part of the content. Providing improved feedback to
the user enhances the operability of the device and makes the
user-device interface more efficient (e.g., by helping the user
to quickly and precisely hone in on a desired destination in
the content) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0315] In some embodiments, each tactile output in the
first plurality of tactile outputs and in the second plurality of
tactile outputs has (618) a corresponding tactile output
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profile. In some embodiments, the tactile output profile
includes one or more characteristics of a given tactile output,
such as the amplitude of the output, the shape of a movement
waveform in the output, the duration of the output (e.g., a
discrete tap output or a continuous ongoing output), the
characteristics of objects being simulated by the output (e.g.,
the size, material, and/or mass of simulated objects, such as
a simulated ball rolling on a simulated surface), the number
of objects being simulated by the output, and/or character-
istics of the movements of the simulated objects.

[0316] In some embodiments, a respective tactile output,
in the first plurality of tactile outputs, has a first respective
tactile output profile; and a respective tactile output, in the
second plurality of tactile outputs, has a second respective
tactile output profile that is different from the first respective
tactile output profile (620). For example, in the plurality of
tactile outputs represented by the row of lines shown at 5034
of FIG. 5C-2, the increasing length of the lines represents,
e.g., an increasing amplitude. A first tactile output of the
plurality of tactile outputs represented by 5034 (e.g., a tactile
output that occurs when a focus selector is at a location
indicated by 5026a) has a first tactile output profile (e.g., a
first amplitude) and a second tactile output of the plurality of
tactile outputs represented by 5034 (e.g., a tactile output that
occurs when a focus selector is at a location indicated by
50265) has a second tactile output profile (e.g., a second
amplitude that is greater than the first amplitude).

[0317] In some embodiments, amplitudes of tactile out-
puts in the first plurality of tactile outputs are constant and
amplitudes of tactile outputs in the second plurality of tactile
outputs are variable (622). For example, the amplitudes in
the second plurality of tactile outputs are increasing,
decreasing, oscillating, and/or variable according to a step
function. In some embodiments, the second control adjusts
the magnitude of a parameter of the content (e.g., volume)
and the magnitude of the tactile outputs increases as the
magnitude of the parameter increases. The row of lines 5022
representing tactile outputs in FIG. 5B-2 is an example of
amplitudes of tactile outputs that are constant and the row of
lines 5034 in FIG. 5C-2 is an example of amplitudes of
tactile outputs that are variable, in accordance with some
embodiments.

[0318] Outputting tactile outputs with amplitudes that are
constant for a first plurality of tactile outputs (e.g., corre-
sponding to a first adjustable control) and amplitudes that
are variable for a second plurality of tactile outputs (e.g.,
corresponding to a second adjustable control) provides the
user with feedback about the type of control being used,
which control among multiple controls is being used, and/or
the extent of the adjustment that is being made. Providing
improved feedback to the user enhances the operability of
the device and makes the user-device interface more efficient
(e.g., by helping the user to provide proper inputs and
reducing user mistakes when operating/interacting with the
device) which, additionally, reduces power usage and
improves battery life of the device by enabling the user to
use the device more quickly and efficiently.

[0319] In some embodiments, amplitudes of tactile out-
puts in the first plurality of tactile outputs vary in a first
manner (e.g., increasing, decreasing, oscillating, and/or vari-
able according to a step function) and amplitudes of tactile
outputs in the second plurality of tactile outputs vary in a
second manner that is different from the first manner (624).
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[0320] In some embodiments, tactile outputs in the first
plurality of tactile outputs are accompanied by correspond-
ing audio outputs (626).

[0321] In some embodiments, the audio outputs have
(628) an audio parameter that is variable. In some embodi-
ments, the audio parameter (e.g., amplitude and/or fre-
quency) varies as a tactile output parameter (e.g., amplitude,
frequency (e.g., of an oscillating tactile output) and/or
distribution of tactile outputs)) varies. For example, the
audio parameter increases as the tactile parameter increases,
and the audio parameter decreases as the tactile parameter
decreases).

[0322] In some embodiments, the user interface includes
(630) a play/pause toggle control 5010 (e.g., a virtual
play/pause button). The device detects an input by a second
contact on the touch-sensitive surface while a focus selector
is at a location that corresponds to the play/pause toggle
control 5010 (shown in a pause state in FIG. 5B-1 and in a
play state in FIG. 5C-1). For example, the device detects a
tap gesture by a contact on a touch-sensitive display at a
play/pause button, or detects a tap gesture by a contact on a
touch-sensitive surface while a cursor or other pointer is at
a play/pause button on the display. In response to detecting
the input by the second contact: in accordance with a
determination that the input corresponds to a request to play
media content (e.g., the play/pause button is being switched
from pause to play): the device plays the media content;
displays the play/pause toggle control in a play state; and
outputs, with the one or more tactile output generators, at
least one tactile output that has a first tactile output profile
(e.g., a tactile output represented by the box at 5044 of FIG.
5C-2). In accordance with a determination that the input
corresponds to a request to pause the media content (e.g., the
play/pause button is being switched from play to pause): the
device pauses the media content; displays the play/pause
toggle control in a pause state; and outputs, with the one or
more tactile output generators, at least one tactile output that
has a second tactile output profile that is different from the
first tactile output profile (e.g., a tactile output represented
by the box at 5046 of FIG. 5C-3). For example, toggling
from pause to play causes a “boingy” tactile output (e.g., a
tactile output that has a periodic step function or sinusoidally
varying amplitude, which in some embodiments is damped
over time), whereas toggling from play to pause causes a
different, “non-boingy” tactile output (e.g., a plurality of
tactile outputs with a non-varying amplitude), or vice versa.

[0323] Outputting a tactile output with a first tactile output
profile when a request to make a first state change (e.g., to
play media content) is received at a multi-state control (such
as a play/pause toggle control) and a second tactile output
profile when a request to make a second state change (e.g.,
to pause content) is received at the multi-state control
provides the user with feedback as to which control among
multiple controls is being operated and the nature of the
control (e.g., by providing an indication that the control is a
multi-state control). Providing improved feedback to the
user enhances the operability of the device and makes the
user-device interface more efficient (e.g., by helping the user
to provide proper inputs and reducing user mistakes when
operating/interacting with the device) which, additionally,
reduces power usage and improves battery life of the device
by enabling the user to use the device more quickly and
efficiently. In some embodiments, the improved feedback
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allows the user to operate a control such as the play/pause
toggle control without powering on a display of the device.
[0324] It should be understood that the particular order in
which the operations in FIGS. 6A-6C have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 700, 800, 900, 1000, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 600 described above with respect to FIGS.
6A-6C. For example, the contacts, gestures, user interface
objects, tactile outputs, focus selectors, and animations
described above with reference to method 600 optionally
have one or more of the characteristics of the contacts,
gestures, user interface objects, tactile outputs, focus selec-
tors, and animations described herein with reference to other
methods described herein (e.g., methods 700, 800, 900,
1000, 1100, 1200, and 1300). For brevity, these details are
not repeated here.

[0325] FIGS. 7A-7D are flow diagrams illustrating a
method 700 of providing tactile outputs in response to
detected increases in the characteristic intensity of a contact,
in accordance with some embodiments. The method 700 is
performed at an electronic device (e.g., device 300, FIG. 3,
or portable multifunction device 100, FIG. 1A) with a
display, a touch-sensitive surface, one or more sensors
configured to detect intensities of contacts on the touch-
sensitive surface, and one or more tactile output generators.
In some embodiments, the display is a touch-screen display
and the touch-sensitive surface is on or integrated with the
display. In some embodiments, the display is separate from
the touch-sensitive surface. Some operations in method 700
are, optionally, combined and/or the order of some opera-
tions is, optionally, changed.

[0326] As described below, the method 700 provides feed-
back as user input is received. The feedback gives the user
an intuitive sense of intensity of a contact with a touch
sensitive surface. The method helps a user to understand the
connection between provided input and device responses to
input, thereby creating a more efficient human-machine
interface.

[0327] While displaying a first user interface on the dis-
play, the device detects (702) a contact on the touch-
sensitive surface. For example, the device detects a contact
a location indicated by focus selector 5100, as shown in FIG.
5F.

[0328] The device detects (704) a first increase in a
characteristic intensity of the contact on the touch-sensitive
surface. For example, the characteristic intensity of the
contact illustrated by focus selector 5100 increases from
below a hint intensity threshold level IT,,, as illustrated by
intensity level meter 5104a shown in FIG. 5H, to above the
hint intensity threshold level 1T, as illustrated by intensity
level meter 5104a-2, and continues to increase above the
hint intensity threshold level 1T, as illustrated by intensity
level meter 5104a-3.

[0329] In response to detecting the first increase in the
characteristic intensity of the contact on the touch-sensitive
surface, the device produces (706) a first tactile output, with
the one or more tactile output generators, that has a first
tactile output profile. The first tactile output profile is, e.g.,
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a profile with periodic output and/or an output with an
amplitude (and/or distribution of tactile outputs) that,
optionally, increases and/or decreases monotonically (e.g.,
linearly, exponentially, logarithmically, and/or according to
a step function) as the characteristic intensity increases. The
first tactile output profile includes an output parameter that
(dynamically) varies in accordance with a proximity of the
characteristic intensity of the contact to meeting a first
intensity criteria (e.g., an amplitude of the first tactile output
profile increases as the characteristic intensity approaches a
first intensity threshold). For example, the first tactile output
is an output with an increasing amplitude as illustrated at
5110 in tactile output graph 5106 of FIG. 5H as the char-
acteristic intensity of the contact increases from below a hint
intensity threshold level 1T, as illustrated by intensity level
meter 51044, to above the hint intensity threshold level 1T,
as illustrated by intensity level meter 5104a-2, and continues
to increase above the hint intensity threshold level IT,, as
illustrated by intensity level meter 5104a-3.

[0330] Producing a tactile output with a tactile output
profile that varies as a characteristic intensity of a contact
increases provides the user with feedback about the level of
intensity that is being detected by the device based on the
user’s input and provides tactile feedback to the user indi-
cating that pressing harder will cause the device to perform
an operation associated with a user interface element. Pro-
viding improved tactile feedback to the user enhances the
operability of the device and makes the user-device interface
more efficient (e.g., by helping the user to provide proper
inputs and reducing user mistakes when operating/interact-
ing with the device).

[0331] While producing the tactile output that has the first
tactile output profile, the device detects (708) a second
increase in the characteristic intensity of the contact on the
touch-sensitive surface. For example, the characteristic
intensity of the contact illustrated by focus selector 5100
increases from below a light press intensity threshold level
IT;, as illustrated by intensity level meter 5104a shown in
FIG. 5G, to above the light press intensity threshold level
IT;, as illustrated by intensity level meter 51045 shown in
FIG. 5G. In response to detecting the second increase in the
characteristic intensity of the contact on the touch-sensitive
surface (710), in accordance with a determination that the
characteristic intensity of the contact on the touch-sensitive
surface meets the first intensity criteria (e.g., the character-
istic intensity of the contact increases above an intensity
threshold, such as a light press intensity threshold IT;), the
device produces a second tactile output (e.g., a tap, such as
a short duration “minitap”) that has a second tactile output
profile that is different from the first tactile output profile.
For example, the second tactile output is a tap as represented
by bar 5112 in tactile output graph 5106 of FIG. 5G. In some
embodiments, the intensity criteria include a time varying
component (e.g., as described above with reference to FIGS.
4C-4E). In accordance with a determination that the char-
acteristic intensity of the contact on the touch-sensitive
surface does not meet the first intensity criteria, the device
continues to produce the first tactile output that has the first
tactile output profile and (dynamically) varies the output
parameter in accordance with the second increase in the
characteristic intensity of the contact based on the proximity
of the characteristic intensity of the contact to meeting the
first intensity criteria. For example, in accordance with a
determination that the characteristic intensity of the contact
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is below light press intensity threshold IT,, as shown at
intensity level meter 5104a-3 of FIG. S5H, the device con-
tinues to produce first tactile output 5110.

[0332] Insome embodiments, the device determines (712)
whether the characteristic intensity of the contact on the
touch-sensitive surface meets the first intensity criteria in
response to detecting the second increase in the character-
istic intensity of the contact on the touch-sensitive surface.

[0333] In some embodiments, while detecting the second
increase in the characteristic intensity of the contact, the first
tactile output continues (714) at least until the first intensity
criteria are satisfied. In some embodiments, the first tactile
output is an ongoing output, such as a sinusoidal output, a
repeating stream of step function pulses (e.g., <0.1 seconds
apart), or another function with a periodic or repetitive
property that continues at least until the first intensity criteria
are satisfied.

[0334] In some embodiments, the second tactile output is
(716) a discrete tactile output (e.g., a single tap, such as a tap
represented by bar 5112 shown in tactile output graph 5106
of FIG. 5G). In some embodiments, the second tactile output
profile has a higher amplitude than at least part of the first
tactile output profile, e.g., such that the amplitude of the
second tactile output is larger than the first tactile output
when the first intensity criteria (e.g., a light press intensity
threshold) are met. For example, as shown in FIG. 5G, the
amplitude of the tap represented by bar 5512 in tactile output
graph 5106 is higher than the highest amplitude of the tactile
output shown at 5110.

[0335] In some embodiments, in accordance with a deter-
mination that the characteristic intensity of the contact on
the touch-sensitive surface meets the first intensity criteria,
the device ceases (718) to output the first tactile output (e.g.,
ceasing a continuous tactile output).

[0336] In some embodiments, after detecting the second
increase in the characteristic intensity of the contact, the
device detects (720) a decrease in the characteristic intensity
of the contact. In accordance with a determination that the
decrease in the characteristic intensity of the contact is
detected after the characteristic intensity of the contact on
the touch-sensitive surface meets the first intensity criteria
(e.g., light press intensity threshold IT;), the device forgoes
producing the first tactile output (e.g., to provide feedback to
the user to indicate that the characteristic intensity of the
contact has already met the first intensity criteria). In accor-
dance with a determination that the decrease in the charac-
teristic intensity of the contact is detected before the char-
acteristic intensity of the contact on the touch-sensitive
surface meets the first intensity criteria, the device continues
to produce the first tactile output that has the first tactile
output profile and continuing to vary the output parameter in
accordance with the proximity of the characteristic intensity
of the contact to meeting the first intensity criteria (e.g., to
provide feedback to the user to indicate that the character-
istic intensity of the contact has not yet met the first intensity
criteria). For example, as illustrated in FIG. 5], the charac-
teristic intensity of the contact decreases from below light
press intensity threshold IT, as shown by intensity level
meter 5132¢, to a lower intensity level, as shown by intensity
level meter 5132d. Because the characteristic intensity of the
contact did not meet the first intensity criteria (e.g., did not
increase above light press intensity threshold IT;), the
device continues to produce first tactile output 5110 and
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continues to vary the amplitude of tactile output 5110 as the
characteristic intensity of the contact drops.

[0337] In some embodiments, while the first tactile output
is produced, the device displays (722) an animation that
varies in accordance with the proximity of the characteristic
intensity of the contact to meeting the first intensity criteria.
In some embodiments, the change in the animation parallels
the change in the tactile output (e.g., a parameter of the
animation varies as the output parameter of the first tactile
output profile varies). In some embodiments, the animation
is a continuous animation that is dynamically adjusted in
accordance with the characteristic intensity of the contact. In
some embodiments, the animation is a “hint” animation,
which dynamically obscures user interface objects (e.g., by
increasing a blur radius for the objects), other than a selected
first interface object, as the intensity approaches a “peek”
intensity threshold for displaying a preview area that corre-
sponds to the selected first user interface object. For
example, as the characteristic intensity of the contact 5100
increases from a time t, to a time t,,, as illustrated by
intensity level meters 5104a, 5104a-2, and 5104q-3, the
background of user interface is animated such that it is
increasingly blurred (as indicated by the transition from
51024 to 5102a-2 and to 51024-3), as illustrated in FIG. 5H.
[0338] In some embodiments, the animation includes ani-
mating a sequence of images in the background in accor-
dance with the characteristic intensity of the first contact. In
some embodiments, the change includes changing a
Z-depth, focus, radial position relative to the contact, color,
contrast, or brightness of one or more objects of the back-
ground, wherein the dynamic change in the appearance of
the background of the first user interface is based at least in
part on the characteristic intensity of the first contact (e.g.,
directly, linearly, non-linearly proportional to, or at a rate
determined based on the characteristic intensity of the
contact).

[0339] In some embodiments, the dynamic change of the
appearance of the background of the first user interface is
based at least in part on a position of the first focus selector
5100 on the display (e.g., distortion of a background pattern
is more pronounced for portions of the background pattern
that are closer to the focus selector). For example, a virtual
mesh is pushed back more at location near a contact than at
locations near the edge of touch screen 112.

[0340] In some embodiments, the output parameter of the
first tactile output varies (724) nonlinearly in accordance
with the proximity of the characteristic intensity of the
contact to meeting the first intensity criteria. For example,
the output parameter of the first tactile output varies expo-
nentially, logarithmically, and/or as an increasing step func-
tion (e.g., series of taps).

[0341] In some embodiments, after producing the first
tactile output, the device detects (726) a third increase in a
characteristic intensity of the contact on the touch-sensitive
surface to an intensity that is greater than a threshold
intensity that is included in the first intensity criteria (e.g.,
the characteristic intensity of the contact increases above an
intensity threshold such as a light press threshold IT;). For
example, the characteristic intensity of the contact 5100
increases from an intensity level below a deep press inten-
sity threshold IT,, as illustrated at intensity level meter
51045 of FIG. 5G, to an intensity level above the deep press
intensity threshold IT,, as indicated at intensity level meter
5104c. In response to detecting the third increase in the
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characteristic intensity of the contact on the touch-sensitive
surface, the device produces a third tactile output, with the
one or more tactile output generators, that has a third tactile
output profile that varies (e.g., an amplitude of the third
tactile output profile increases linearly or nonlinearly) in
accordance with a proximity of the characteristic intensity of
the contact to meeting a second intensity criteria (e.g.,
including a criterion that the characteristic intensity of the
contact increases above an intensity threshold such as a deep
press threshold IT ). In some embodiments, the third tactile
output is produced after the second tactile output (“minitap™)
(e.g., as illustrated at 5112) is produced or is concluded. For
example, the device produces a tactile output 5118 with a
tactile output that increases as the characteristic intensity of
the contact 5100 increases from 51045 to 5014c¢, as illus-
trated in FIG. 5G.

[0342] In some embodiments, as the third tactile output is
produced, the device displays (728) an animation that varies
in accordance with the proximity of the characteristic inten-
sity of the contact to meeting the second intensity criteria. In
some embodiments, as the characteristic intensity of the
contact increases between a light press threshold IT; and a
deep press threshold IT,, an animation that expands a
preview area 5100 (e.g., a preview area that corresponds to
a selected user interface object) is displayed (e.g., instead of
an animation that obscures other user interface objects, as
occurs below the light press threshold IT,, in accordance
with some embodiments).

[0343] In some embodiments, in accordance with a deter-
mination that the characteristic intensity of the contact on
the touch-sensitive surface meets the second intensity cri-
teria, the device produces (730) a fourth tactile output that
has a fourth tactile output profile (such as a single tap, e.g.,
with a longer duration than the second tactile output). In
some embodiments, the second intensity criteria are met
when the characteristic intensity of the contact increases
above a deep press intensity threshold IT,. In some embodi-
ments, the third tactile output is a continuous tactile output
that changes dynamically as the intensity of the contact
changes and the fourth tactile output is a discrete tactile
output that is produced when the contact meets the second
intensity criteria. For example, in accordance with a deter-
mination that the characteristic intensity of contact 5100
increases above a deep press intensity threshold 1T, as
indicated at intensity meter 5104¢, a fourth tactile output
(e.g., as single tap, as represented by bar 5120 of tactile
output graph 5106) is produced.

[0344] In some embodiments, the third tactile output pro-
file (e.g., function) is different (732) from the first tactile
output profile.

[0345] In some embodiments, in accordance with a deter-
mination that the characteristic intensity of the contact on
the touch-sensitive surface meets a third intensity criteria,
the device produces (734) a fifth tactile output that has a fifth
tactile output profile, wherein the duration of the fifth tactile
output is shorter than the duration of the first tactile output
(e.g., the fifth tactile output is a tap output). In some
embodiments, the third intensity criteria are met when the
characteristic intensity of the contact increases above an
overpress intensity threshold 1T, that is greater than the
deep press threshold IT,, as illustrated in FIG. 5G at
intensity level meter 51044). For example, a tap input as
represented by bar 5122 of tactile output graph 5106 is
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produced when the characteristic intensity of the contact
increases above overpress intensity threshold 1T, as illus-
trated in at 51044.

[0346] In some embodiments, the first intensity criteria
include (736) a criterion that is met when the characteristic
intensity of the contact exceeds a first intensity threshold
(e.g., a light press intensity threshold IT,); the second
intensity criteria include a criterion that is met when the
characteristic intensity of the contact exceeds a second
intensity threshold (e.g., a deep press threshold IT,), greater
than the first intensity threshold; and the third intensity
criteria include a criterion that is met when the characteristic
intensity of the contact exceeds a third intensity threshold
(e.g., an overpress intensity threshold IT,), greater than the
second intensity threshold. In some embodiments, the device
foregoes producing (736) a continuous tactile output while
the characteristic intensity of the contact is between the
second intensity threshold and the third intensity threshold.
For example, as illustrated in FIG. 5G, no tactile output is
produced between time t, and time t;, while the character-
istic intensity of contact 5100 is between 1T, and IT,. In
some embodiments, no tactile output (and no corresponding
animation) is produced while the characteristic intensity of
the contact is between the second intensity threshold and the
third intensity threshold. In some embodiments, in contrast
to the varying/dynamic tactile output that occurs as a first
intensity threshold is approached (e.g., the first tactile output
5110) and the varying/dynamic tactile output that occurs as
a second intensity threshold is approached (e.g., the third
tactile output 5118), there is no varying/dynamic tactile
output as the third intensity threshold is approached. In some
embodiments, in contrast to the varying animation that
occurs as a first intensity threshold is approached and the
varying animation that occurs as a second intensity threshold
is approached, there is no varying animation as the third
intensity threshold is approached.

[0347] In some embodiments, while displaying an anima-
tion that varies in accordance with the proximity of the
characteristic intensity of the contact to meeting the second
intensity criteria, the device detects (738) a fourth increase
in a characteristic intensity of the contact on the touch-
sensitive surface. In response to detecting the fourth increase
in the characteristic intensity of the contact: in accordance
with a determination that the characteristic intensity of the
contact on the touch-sensitive surface meets the second
intensity criteria (e.g., the characteristic intensity of the
contact exceeds a deep press threshold IT,,, as illustrated at
intensity level meter 5104¢, as illustrated in FIG. 5G), the
device displays a second user interface that is distinct from
the first user interface (e.g., the device displays user inter-
face 5102¢ that is distinct from user interface 5102q); and,
in accordance with a determination that the characteristic
intensity of the contact on the touch-sensitive surface meets
the third intensity criteria (e.g., the characteristic intensity of
the contact exceeds an overpress threshold IT,, as illus-
trated at intensity level meter 51044), the device redisplays
the first user interface (e.g., the device redisplays the user
interface shown at 5102a, as indicated at user interface
51024).

[0348] It should be understood that the particular order in
which the operations in FIGS. 7A-7D have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
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recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 800, 900, 1000, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 700 described above with respect to FIGS.
7A-7D. For example, the contacts, gestures, user interface
objects, tactile outputs, intensity thresholds, focus selectors,
and animations described above with reference to method
700 optionally have one or more of the characteristics of the
contacts, gestures, user interface objects, tactile outputs,
intensity thresholds, focus selectors, and animations
described herein with reference to other methods described
herein e.g., methods 600, 800, 900, 1000, 1100, 1200, and
1300). For brevity, these details are not repeated here.
[0349] FIGS. 8A-8C are flow diagrams illustrating a
method 800 of generating a sequence of tactile outputs that
correspond to movement of a focus selector, in accordance
with some embodiments. The method 800 is performed at an
electronic device (e.g., device 300, FIG. 3, or portable
multifunction device 100, FIG. 1A) with a display, a touch-
sensitive surface, optionally one or more sensors to detect
intensity of contacts with the touch-sensitive surface, and
one or more tactile output generators. In some embodiments,
the display is a touch-screen display and the touch-sensitive
surface is on or integrated with the display. In some embodi-
ments, the display is separate from the touch-sensitive
surface. Some operations in method 800 are, optionally,
combined and/or the order of some operations is, optionally,
changed.

[0350] As described below, the method 800 provides feed-
back as user interaction with user interface objects is
detected to give a user an intuitive sense of whether a user
interface object is selected for movement. The method helps
a user to understand the connection between provided input
and device responses to input, thereby creating a more
efficient human-machine interface.

[0351] The device displays (802) a user interface that
includes a plurality of user interface objects (e.g., such as
user interface objects 5152 and 5162 shown in user inter-
faces 5154a-5154¢ of FIG. 5M).

[0352] The device detects (804), on the touch-sensitive
surface, a touch input by a contact that moves a focus
selector 5150 from a first user interface object of the
plurality of user interface objects in a first direction on the
display. For example, the device detects a drag gesture by a
contact on a touch-sensitive display that starts while the
contact is at a first user interface object (e.g., focus selector
5150 is at first user interface object 5152), or the device
detects a drag gesture by a contact on a touch-sensitive
surface that starts while a cursor or other pointer is at a first
user interface object on the display.

[0353] In response to detecting the touch input (806): in
accordance with a determination that the first user interface
object is selected when the focus selector moves in the first
direction (e.g., as indicated in FIG. 5M), the device gener-
ates, by the one or more tactile output generators, a sequence
of tactile outputs that correspond to the movement of the
focus selector in the first direction (e.g., a sequence of tactile
outputs 5157 as shown in tactile output graph 5156 of FIG.
5M); and in accordance with a determination that the first
user interface object is not selected when the focus selector
moves in the first direction (e.g., as indicated in FIG. 50),
the device forgoes generation of the sequence of tactile
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outputs that correspond to the movement of the focus
selector in the first direction (e.g., as indicated in tactile
output graph 5198 of FIG. 50).

[0354] In some embodiments, in response to detecting the
touch input, the device moves (808) the first user interface
object in accordance with the movement of the focus selec-
tor without regard to whether or not the first user interface
object is selected. For example, when the first user interface
object is a first application launch icon in a multipage
springboard and the springboard is in a normal navigation
mode, the first application launch icon moves with the rest
of'a page as a touch input by a contact that starts on the first
application launch icon scrolls the page in a first direction
(e.g., leftward), without selecting the first application launch
icon and without providing a sequence of tactile outputs. As
illustrated in FIG. 50, as focus selector 5150 moves along
a path indicated by arrow 5194, the springboard (e.g.,
including multiple user interface objects) moves as the first
application launch icon (user interface object 5152) moves
(from a first position shown in user interface 5192a, to a
second position shown in user interface 51925, to a third
position shown in user interface 5192¢). In contrast, when
the springboard is in an icon reconfiguration mode, a touch
input by a contact that starts on the first application launch
icon selects the first application launch icon and moves the
icon in the first direction while providing a sequence of
tactile outputs. For example, in FIG. 5M, a contact at a
position indicated by focus selector 5150 selects first appli-
cation launch icon 5152 and moves the first application
launch icon (as illustrated at user interface 5154a-5154¢).
[0355] In some embodiments, in response to detecting the
touch input, in accordance with a determination that the first
user interface object is selected (e.g., in response to a
stationary input (e.g., press and hold) while the focus
selector is at a location that corresponds to the first user
interface object), the device moves (810) the first user
interface object relative to (e.g., over and/or between) at
least one other user interface object in the plurality of user
interface objects. For example, as illustrated at user inter-
faces 5154a-5154¢ of FIG. 5M, first user interface object
5152 moves over user interface object 5162. In some
embodiments, when selected, the first user interface object
moves relative to all of the other objects in the plurality of
user interface objects.

[0356] In some embodiments, in response to detecting the
touch input, in accordance with a determination that the first
user interface object is selected, the device displays (812) a
preview (e.g., a thumbnail image, such as a thumbnail of an
image from a set (e.g., row and/or grid) of images) of
another object that corresponds to the first user interface
object. For example, as shown in FIG. 5Q, when user
interface object 5204 is selected, thumbnail image 52065 is
shown as a preview of user interface object 5204.

[0357] In some embodiments, as the first user interface
object is moved, the device generates (814) discrete tactile
outputs that correspond to movement of the first object
relative to the at least one other user interface object in the
plurality of user interface objects. (e.g., discrete tactile
outputs are generated as an app icon passes over other app
icons). For example, as shown in tactile output graph 5156,
discrete tactile output 5164 is produced at a time t; to
indicate that user interface object 5152 has moved over user
interface object 5162 (as shown at user interface 51544). In
some embodiments, discrete tactile outputs (e.g., tactile
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output 5164) are generated when the icon passes over other
icons, while an ongoing sequence of tactile outputs (e.g., the
series of tactile outputs 5157) that correspond to movement
of the icon are also being generated.

[0358] In some embodiments, as the first user interface
object is moved, the device generates (816) discrete tactile
outputs that correspond to movement of other user interface
objects in response to the movement of the first user inter-
face object (e.g., other app icons rearranging and/or snap-
ping into place as the first object moves around the UT). For
example, in user interface 5154¢ of FIG. 5M, user interface
object 5162 has snapped into the position where user inter-
face object 5152 was previously located (as shown in user
interface 5154a). At the time t, when user interface object
5162 has snapped into the new position, a discrete tactile
output 5166 is produced. In some embodiments, the discrete
tactile outputs (e.g., 5166) are generated while an ongoing
sequence of tactile outputs (e.g., 5157) that correspond to
movement are being generated.

[0359] In some embodiments, in response to selecting the
first user interface object, the device generates (818) a tactile
output that corresponds to the selection of the first user
interface object that is different (e.g., a tap or series of taps
with a larger amplitude, higher frequency, higher density,
and/or other different tactile output profile) from the
sequence of tactile outputs that correspond to movement of
the first user interface object.

[0360] In some embodiments, in response to detecting the
touch input, in accordance with a determination that the first
user interface object is not selected, the device moves (820)
a second user interface object in the plurality of user
interface objects along with the first user interface object
(e.g., scroll without providing tactile outputs if first object is
not selected). For example, in FIG. 50, first user interface
object 5152 is not selected by a contact indicated by focus
selector 5150, and movement of the focus selector 5150
along the path indicated by arrow 5194 causes second user
interface object 5162 to move along with first user interface
object 5152. In some embodiments, the first user interface
object moves along with all other objects.

[0361] In some embodiments, in response to detecting a
first portion of the touch input (e.g., while the focus selector
is at a location corresponding to the first user interface
object): the device selects (822) the first user interface object
and generates an ongoing tactile output that indicates that
the user interface is in a first state in which the first user
interface object is selected (e.g., an icon reconfiguration
mode). For example, in FIG. 5M, focus selector 5150 is at
a location corresponding to user interface object 5152 (e.g.,
for more than a threshold period of time) and user interface
object 5152 becomes selected. The device generates ongo-
ing tactile output 5157, which includes a series of taps as
indicated in tactile output graph 5156, to indicate that user
interface object 5152 is selected. In some embodiments, the
ongoing tactile output continues as long as the device is in
the first state. In some embodiments, the ongoing tactile
output continues as long as the device is in the first state and
a contact continues to be detected on the touch-sensitive
surface. In some embodiments, the ongoing tactile output
stops if the contact ceases to be detected on the touch-
sensitive surface.

[0362] In some embodiments, while the touch input is
being detected and while the first user interface object is
selected, the device detects (824) a change in a state of the
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user interface from a first state (e.g., when an application
launch icon is moving among other application launch icons
in an application springboard, as illustrated at FIG. 5M) to
a second state (e.g., when an application launch icon is
moved to a folder or a folder icon, or when an application
launch icon is moved to a location that corresponds to
another application launch icon, resulting in automatic gen-
eration of a folder). For example, in FIG. 5N, a user interface
changes from a first state in which application launch icon
(e.g., user interface object 5178) is moving among other
application launch icons (e.g., moving over application
launch icon 5182) to a second state in which application
launch icon 5178 is moved to a location that corresponds to
folder icon 5184. In response to detecting the change in the
state of the user interface from the first state to the second
state, the device changes from an ongoing first-state tactile
output (e.g., an ongoing tactile output that indicates that the
first user interface object is selected and the user interface is
in the first state, such as the series of taps 5167 shown in
tactile output graph 5168) to one or more second-state tactile
outputs, different from the ongoing first-state tactile output
(e.g., the series of taps 5169 shown in tactile output graph
5168), to indicate that the change in the state of the user
interface from the first state to the second state has occurred.
In some embodiments, the one or more second-state tactile
outputs have a different output profile than the ongoing
first-state tactile output (e.g., the second-state tactile outputs
have a lower amplitude of tactile outputs, density of tactile
outputs and/or frequency of tactile outputs).

[0363] In some embodiments, outputting the one or more
second-state tactile outputs includes (828) outputting an
ongoing sequence of tactile outputs (e.g., the series of taps
5169 shown in tactile output graph 5168) while the second
state is the active state of the first user interface.

[0364] In some embodiments, changing a state of the user
interface from the first state to the second state includes
(830) displaying a second user interface overlaid on a first
user interface (e.g., a folder user interface 5184 is shown,
e.g., over or in lieu of the springboard user interface 51804).
[0365] In some embodiments, changing a state of the user
interface from the first state to the second state includes
(832) replacing display of a first user interface with a second
user interface (e.g., a folder UI replaces an array of appli-
cation launch icons in a springboard UI).

[0366] It should be understood that the particular order in
which the operations in FIGS. 8A-8C have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 900, 1000, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 800 described above with respect to FIGS.
8A-8C. For example, the contacts, gestures, user interface
objects, tactile outputs, focus selectors, and animations
described above with reference to method 800 optionally
have one or more of the characteristics of the contacts,
gestures, user interface objects, tactile outputs, focus selec-
tors, and animations described herein with reference to other
methods described herein (e.g., methods 600, 700, 900,
1000, 1100, 1200, and 1300). For brevity, these details are
not repeated here.
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[0367] FIG. 9 is a flow diagram illustrating a method 900
of outputting tactile outputs in response to detecting move-
ment of a contact, in accordance with some embodiments.
The method 900 is performed at an electronic device (e.g.,
device 300, FIG. 3, or portable multifunction device 100,
FIG. 1A) with a display, a touch-sensitive surface, optionally
one or more sensors to detect intensity of contacts with the
touch-sensitive surface, and one or more tactile output
generators. In some embodiments, the display is a touch-
screen display and the touch-sensitive surface is on or
integrated with the display. In some embodiments, the
display is separate from the touch-sensitive surface. Some
operations in method 900 are, optionally, combined and/or
the order of some operations is, optionally, changed.
[0368] As described below, the method 900 provides feed-
back as user movement of icons is detected to give a user an
intuitive sense of movement of an icon. The method helps a
user to understand the connection between provided input
and device responses to input, thereby creating a more
efficient human-machine interface.

[0369] The device (902) displays a first user interface
(e.g., an application springboard) that includes: a plurality of
icons of a first type (e.g., application launch icons), and at
least one icon of a second type, different from the first type
(e.g., a folder icon). For example, user interface 5180q is an
application springboard that includes a plurality of applica-
tion launch icons, including application launch icons 5178
and 5182, and a folder icon 5184.

[0370] While a focus selector is on a first icon of the first
type (e.g., icon 5178), the device detects (904) movement of
a contact 5150 across the touch-sensitive surface in a drag
gesture (e.g., contact 5150 moves across the first user
interface from a first position at time t,, as shown in user
interface 51805 to a second position at time t,, as shown in
FIG. 5180c, to a third position at time t5, as shown in Figure
5180d). For example, the device detects a drag gesture by a
contact on a touch-sensitive display while the contact is on
a first draggable icon, or detects a drag gesture by a contact
on a touch-sensitive surface while a cursor or other pointer
is on a first draggable icon on the display.

[0371] In response to detecting movement of the contact
across the touch-sensitive surface in the drag gesture while
the focus selector is on the first icon (906), the device moves
(908) the first icon across the display in accordance with the
movement of the first contact in the drag gesture (e.g., icon
5178 moves from a first position at time t,, as shown in user
interface 518054, to a second position at time t,, as shown in
user interface 5180¢, to a third position at time t5, as shown
in user interface 51804). In accordance with a determination
that the first icon moves over one or more other icons of the
first type during the drag gesture, the device outputs (910),
with the one or more tactile output generators, one or more
tactile outputs of a first type, wherein a respective tactile
output of the first type has a first tactile output profile. For
example, as first icon 5178 moves over icon 5182, as shown
in user interface 5180c¢, tactile output 5172 is produced. In
accordance with a determination that the drag gesture moves
the first icon over an icon of the second type at the end of
the drag gesture, the device displays (912) a second user
interface that corresponds to the icon of the second type
(e.g., displaying a user interface for a folder that corresponds
to a folder icon) and the device outputs, with the one or more
tactile output generators, a tactile output of a second type,
wherein the tactile output of the second type has a second
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tactile output profile that is different from the first tactile
output profile. For example, first icon 5178 moves over
folder icon 5184, as shown in user interface 51804, and, in
response, a user interface 5180e¢ that includes an enlarged
folder that corresponds to folder icon 5184 is displayed and
tactile output 5169 (and/or 5176) is generated. In some
embodiments, the user interface 5180e for the folder is
overlaid on the first user interface (e.g., the springboard user
interface as shown at 5180d). In some embodiments, the
user interface 5180e for the folder 5184 replaces display of
the first user interface 51804. In some embodiments, the
second type of tactile output (e.g., the series of taps 5169) is
a continuous output while the second user interface is
displayed, whereas the first type of tactile output is a discrete
tap output (e.g., a tap output as represented by bar 5172) as
the first icon 5178 moves over another icon 5182 of the first

type.

[0372] In some embodiments, the drag gesture occurs
while the first user interface is in a user interface reconfigu-
ration mode. In some embodiments, continuous tactile out-
put 5167 is provided while the first user interface is in the
user interface reconfiguration mode, which is distinct from
the first type of tactile output (e.g., a discrete tap output, e.g.,
5172) and which is distinct from the second type of tactile
output (e.g., a continuous output 5168 with a different output
profile, such as a different amplitude of tactile outputs,
density of tactile outputs and/or frequency of tactile out-
puts). In some embodiments, the user interface reconfigu-
ration mode is entered in response to detecting a stationary
input while the focus selector is over the first icon (e.g., a
press and hold input).

[0373] In some embodiments, tactile output is also pro-
vided as other icons in the first user interface rearrange to fill
in gaps caused by movement of the first icon.

[0374] It should be understood that the particular order in
which the operations in FIG. 9 have been described is
merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 800, 1000, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 900 described above with respect to FIG. 9. For
example, the contacts, gestures, user interface objects, tactile
outputs, focus selectors, and animations described above
with reference to method 900 optionally have one or more
of the characteristics of the contacts, gestures, user interface
objects, tactile outputs, focus selectors, and animations
described herein with reference to the other methods
described herein (e.g., methods 600, 700, 800, 1000, 1100,
1200, and 1300). For brevity, these details are not repeated
here.

[0375] FIG. 10 is a flow diagram illustrating a method
1000 of providing output in accordance with detected input
by a contact at a user interface that includes a plurality of
icons, in accordance with some embodiments. The method
1000 is performed at an electronic device (e.g., device 300,
FIG. 3, or portable multifunction device 100, FIG. 1A) with
a display, a touch-sensitive surface, optionally one or more
sensors to detect intensity of contacts with the touch-
sensitive surface, and one or more tactile output generators.
In some embodiments, the display is a touch-screen display
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and the touch-sensitive surface is on or integrated with the
display. In some embodiments, the display is separate from
the touch-sensitive surface. Some operations in method
1000 are, optionally, combined and/or the order of some
operations is, optionally, changed.

[0376] As described below, the method 1000 provides
feedback as a user interacts with icons to give a user an
intuitive sense of the icon interactions. The method helps a
user to understand the connection between provided input
and device responses to input, thereby creating a more
efficient human-machine interface.

[0377] The device displays (1002) a first user interface
(e.g., a photo management application) that includes a
plurality of icons (e.g., thumbnail image icons of larger
digital images, documents, or other content). For example,
the device displays a photo management application, as
illustrated in user interface 5202 of FIG. 5P, that includes a
plurality of thumbnail image icons including thumbnail
image icon 5206a.

[0378] The device detects (1004) a first input by a contact
on the touch sensitive surface while a focus selector is on a
first icon in the plurality of icons, the first icon having a first
size. For example, the device detects an input by a contact
5204 on a touch-sensitive display while the contact is on a
first icon 5206a, or the device detects an input by a contact
on a touch-sensitive surface while a cursor or other pointer
is on a first icon on the display.

[0379] In response to detecting the first input by the
contact on the touch sensitive surface (1006): in accordance
with a determination that the first input satisfies preview
display criteria (1008), the device displays a preview of an
object that corresponds to the first icon (e.g., a preview of a
larger digital image, as illustrated at 52065 of FIG. 5Q), the
preview having a second size that is greater than the first
size; and the device outputs, with the one or more tactile
output generators, a tactile output of a first type (e.g., a
springy effect), wherein a tactile output of the first type has
a first tactile output profile. In some embodiments, the
preview display criteria include a criterion that is met when
at least a first portion of the first input by the contact is a
stationary input, such as a tap-and-hold gesture. In accor-
dance with a determination that the first input satisfies
scrolling criteria (1010), which are different from the pre-
view display criteria: the device foregoes displaying the
preview of the object that corresponds to the first icon;
forgoes outputting, with the one or more tactile output
generators, the tactile output of the first type; and, scrolls the
plurality of icons. For example, scrolling occurs as illus-
trated by FIGS. 5V-5W. In some embodiments, the scrolling
criteria include a criterion that is met when at least a first
portion of the first input by the contact is a moving input,
such as a drag gesture, a swipe gesture, and/or a finger roll
gesture.

[0380] In some embodiments, while displaying the pre-
view of the object that corresponds to the first icon (e.g.,
52065, as illustrated in FIG. 5Q and in FIG. 5R-1), the
device detects a second input by a contact (e.g., movement
of the contact from a position indicated by focus selector
5204a along a path indicated by arrow 5210 to a position
indicated by focus selector 52045). In response to detecting
the second input, the device: moves the focus selector from
the first icon to a second icon in the plurality of icons;
displays a preview of an object that corresponds to the
second icon (e.g., a preview of a larger digital image, as
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illustrated at 52125 of FIG. 5R-2), the preview having a
second size that is greater than the first size; and outputs a
second type of tactile output (e.g., a “tic,” as represented by
dot 52185 of FIG. 5R-4. In some embodiments, the second
input follows the first input and uses the same continuous
contact with the touch sensitive surface.

[0381] It should be understood that the particular order in
which the operations in FIG. 10 have been described is
merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 800, 900, 1100,
1200, and 1300) are also applicable in an analogous manner
to method 1000 described above with respect to FIG. 10. For
example, the contacts, gestures, user interface objects, tactile
outputs, focus selectors, and animations described above
with reference to method 1000 optionally have one or more
of the characteristics of the contacts, gestures, user interface
objects, tactile outputs, focus selectors, and animations
described herein with reference to other methods described
herein (e.g., methods 600, 700, 800, 900, 1100, 1200, and
1300). For brevity, these details are not repeated here.
[0382] FIGS. 11A-11B are flow diagrams illustrating a
method 1100 of providing haptic feedback in accordance
with some embodiments. The method 1100 is performed at
an electronic device (e.g., device 300, FIG. 3, or portable
multifunction device 100, FIG. 1A) with a display, a touch-
sensitive surface, optionally one or more sensors to detect
intensity of contacts with the touch-sensitive surface, and
one or more tactile output generators. In some embodiments,
the display is a touch-screen display and the touch-sensitive
surface is on or integrated with the display. In some embodi-
ments, the display is separate from the touch-sensitive
surface. Some operations in method 700 are, optionally,
combined and/or the order of some operations is, optionally,
changed.

[0383] As described below, the method 1100 provides an
intuitive way to provide an indication of a number of
communications received by a device. A user may need to
check on a number of notifications received without acti-
vating a device, for example, when it would be inappropriate
or undesirable to activate the device. Additionally, a user
may wish to gauge a number of communications received by
a device without individually reviewing a notification cor-
responding to each communication. By providing haptic
feedback indicating a number of communications received
by a device, the method helps a user when checking a device
for its received communications, thereby creating a more
efficient human-machine interface. For battery-operated
electronic devices, enabling a user to check received com-
munications faster and more efficiently (e.g., without requir-
ing unlocking of the device and/or activation of the device
display) conserves power and increases the time between
battery charges.

[0384] The device receives (1102) a number of commu-
nications (e.g., instant messages, e-mails, and/or calls for a
user of the electronic device).

[0385] After the number of communications is received:
the device detects (1104), using one or more device orien-
tation sensors (e.g., accelerometer, gyro, and/or light sen-
sor), a change in a position and/or orientation of the elec-
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tronic device (e.g., the device detects the electronic device
being picked up, moved, and/or tilted by a user), and in
response to detecting the change in the position and/or
orientation of the device, the device produces, with the one
or more tactile output generators, tactile output that has a
tactile output profile that includes an output parameter that
increases as the number of received communications
increases. For example, FIGS. 5X-1 to 5X-3 illustrate a
change in the orientation of device 100 that occurs as the
device is tilted in a user’s hand 5230. In response to the
change in the orientation of the device, tactile outputs are
produced (e.g., as simulated objects 5232a, 53235, 5232c¢,
and 52324 roll in the direction of movement of the device
and/or as the virtual objects collide with lower edge 5236 of
display 112).

[0386] In some embodiments, the communications are
received (1106) while the device is in a locked state. In some
embodiments, a locked state occurs e.g., in response acti-
vation of a button (e.g., push button 206) while the device
is awake and/or when device 100 has been idle for a
predetermined amount of time. In some embodiments, a lock
screen is displayed when device 100 enters a locked state
and/or when device 100 is awakened from in a locked state.
[0387] In some embodiments, the tactile output is pro-
duced (1108) while the device is in a locked state. For
example, without unlocking the device, the user is provided
with an impression of the number of communications
received by the device (e.g., while the device was locked
and/or since the user last viewed the device) by changing the
position and/or orientation of the device for tactile output
that corresponds to the number of received communications.
[0388] In some embodiments, the tactile output is pro-
duced (1110) while the display is in a non-displaying state.
The non-displaying state is, e.g., a sleep state and/or other
state in which the device ceases to generate output data for
the display.

[0389] In some embodiments, the output parameter is
(1112) an amplitude of the tactile output. For example, as a
number of communications increases, tactile output with a
larger amplitude is produced in response to a change in
position of the device.

[0390] In some embodiments, the output parameter is
(1114) a number of simulated objects that are simulated by
the tactile output. (e.g., a number of virtual balls rolling
around in the device and bouncing off of virtual boundaries).
For example, as illustrated in FIGS. 5X-1 to 5X-3, as device
100 is tilted in a user’s hand 5230, tactile outputs that
correspond to four communications (illustrated by simulated
objects 5232a, 53235, 5232¢, and 5232d) are produced (e.g.,
as the virtual objects roll in the direction of movement of the
device and/or as the virtual objects collide with lower edge
5236 of display 112).

[0391] In some embodiments, the tactile output includes
simulated impact events (1116) by the simulated objects
(e.g., virtual balls bouncing off of virtual boundaries as the
device is picked up, tilted, and/or shaken) and the number of
simulated impact events increases as the number of com-
munications received increases. For example, simulated
impact events occur when simulated objects 5232a, 53235,
5232¢, and 5232d collide with lower edge 5236 of display
112. In some embodiments, (e.g., as illustrated in FIGS.
5X-2 and 5X-3), the simulated objects are spawned at
different locations, e.g., so that collisions between the simu-
lated objects and a collision object (such as the edge 5236 of
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the display 112) occur at different times. For example,
simulated object 52324 travels a longer path 52344 from its
spawn point to edge 5236 than the path 5234c¢ traveled by
simulated object 5232¢. In some embodiments, the simu-
lated objects have different simulated accelerations or other
properties that cause collisions of the objects with edge 5236
(and/or another collision object) at different times. In this
way, a user is enabled to gauge a number of received
communications based on a number of simulated impact
events.

[0392] In some embodiments, the tactile output profile
includes (1118) tactile outputs to simulate movements of the
simulated objects (e.g., along a simulated surface), wherein
movement parameters of the simulated movements of the
simulated objects are dependent on the detected change in
the position and/or orientation of the device. For example,
tactile outputs occur as simulated objects 5232a, 52325,
5232¢, and 52324 move along paths 5234a, 52345, 5234c,
and 52344, respectively. In some embodiments, faster move-
ment of device 100 causes the simulated objects (e.g.,
5232a, 5232b, 5232¢, and 5232d) to move faster. In some
embodiments, tilting device 100 at a steeper angle causes the
simulated objects (e.g., 5232a, 52325, 5232c¢, and 52324d) to
move faster, but once the simulated have settled on the
simulated edge 5236 of display 112, the simulated objects
cease moving until the device moves.

[0393] In some embodiments, the device detects (1120) a
user input (e.g., the device detects a contact on the touch
sensitive surface, a home button input, or a power button
input), and in response to detecting the user input, the device
modifies the tactile output profile to simulate movement of
the simulated objects across a surface that has a surface
texture (e.g., in addition to simulating impacts of the balls
with simulated walls inside of the device, simulate the balls
rolling around on a simulated grid with its own texture). For
example, a simulated surface texture is illustrated in FIG.
5Y. Tactile outputs produced by device 100 simulate colli-
sions between simulated objects (e.g., 5232a, 52325, 5232c,
and 52324d) and simulated surface features 5240a, 52405,
5240c, 52404, etc. as the simulated objects move across
device 100.

[0394] In some embodiments, a respective simulated
object has (1122) a simulated quality (e.g., a simulated size,
material, or mass) that depends on at least one property of
a corresponding notification.

[0395] In some embodiments, the at least one property of
the corresponding notification includes (1124) a type of a
communication (e.g., urgent vs. regular; text message vs.
email vs. call; and/or favorite vs. known sender vs. unknown
sender). In some embodiments, a type of communication has
a corresponding tactile output that conveys the simulated
quality (e.g., simulated size, simulated material, and/or
simulated mass) of the simulated object.

[0396] In some embodiments, the tactile output profile for
a particular received communication is (1126) user configu-
rable (e.g., a user can configure different tactile output
profiles for different contacts (e.g., contacts in the user’s
address book/contact list) to act as “haptic ringtones” for the
contacts).

[0397] In some embodiments, the tactile output is gener-
ated (1128) immediately in response to the detected change
in the position and/or orientation of the electronic device
(e.g., immediately upon detecting liftoff of the device from
a stationary surface).
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[0398] In some embodiments, the change in the position
and/or orientation of the electronic device is detected at a
first time and the tactile output is generated at a second time
when the orientation of the device meets tilt criteria. For
example, the tilt criteria include a criterion that is met when
the device orientation deviates from a “flat orientation” (e.g.,
face down or face up on a level surface such as a table) by
a predetermined rotational amount about one or more axes
(pitch, yaw, and/or roll).

[0399] In some embodiments, the change in the position
and/or orientation of the electronic device is detected (1130)
at a first time and the tactile output is generated at a second
time that corresponds to occurrence of a simulated impact
event, wherein the occurrence of the simulated impact event
is determined based on the change in the position and/or
orientation of the electronic device. In some embodiments,
a simulated quality of the simulated object is also used to
determine when the simulated impact event occurs. For
example, the simulated quality of the simulated object is,
e.g., a simulated mass, simulated surface texture, simulated
acceleration, simulated shape, and/or simulated size. In
some embodiments, the occurrence and/or magnitude of the
simulated impact event is determined based on the rate of
change in the position and/or orientation of the electronic
device.

[0400] It should be understood that the particular order in
which the operations in FIGS. 11A-11B have been described
is merely an example and is not intended to indicate that the
described order is the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein. Additionally, it should be noted that details of other
processes described herein with respect to other methods
described herein (e.g., methods 600, 700, 800, 900, 1000,
1200, and 1300) are also applicable in an analogous manner
to method 1100 described above with respect to FIGS.
11A-11B. For example, the contacts and tactile outputs
described above with reference to method 1100 optionally
have one or more of the characteristics of the contact and
tactile outputs described herein with reference to other
methods described herein (e.g., methods 600, 700, 800, 900,
1000, 1200, and 1300). For brevity, these details are not
repeated here.

[0401] FIGS. 12A-12D are flow diagrams illustrating a
method 1200 of providing different feedback indicative of
an incoming communication depending on a device context,
in accordance with some embodiments. The method 1200 is
performed at an electronic device (e.g., device 300, FIG. 3,
or portable multifunction device 100, FIG. 1A) with a
display, a touch-sensitive surface, optionally one or more
sensors to detect intensity of contacts with the touch-
sensitive surface, and one or more tactile output generators.
In some embodiments, the display is a touch-screen display
and the touch-sensitive surface is on or integrated with the
display. In some embodiments, the display is separate from
the touch-sensitive surface. Some operations in method
1200 are, optionally, combined and/or the order of some
operations is, optionally, changed.

[0402] When a device provides the same feedback to
notify a user of an incoming communication regardless of
context, the notification may go unnoticed (if the device is
contained in a pocket or purse). If the device is configured
to provide a sufficiently strong notification to be noticed
when the device is contained, the notification may be
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undesirably strong when the device is in the user’s hand or
otherwise in a not contained state (e.g., lying on a table). A
level of vibration or sound that is acceptable when a device
is in a user’s hand or pocket may cause an undesirable level
of noise and/or vibration when the device is in contact with
a surface such as a table and causes the surface to resonate
in response to the notification signal.

[0403] As described below, the method 1200 transitions
from providing first feedback to providing second feedback
indicative of an incoming communication in response to
detecting a change in context of an electronic device. The
method reduces the number, extent, and/or nature of the
outputs of the device when a change in the device context
occurs, thereby creating a more efficient machine. For bat-
tery-operated electronic devices, automatically adjusting
feedback based on device context conserves power and
increases the time between battery charges.

[0404] The device includes one or more sensors (e.g., an
accelerometer (for determining device orientation), a light
meter (to determine if device is in the pocket), a camera,
and/or a microphone (to determine background sound level),
an audio system, and one or more tactile output generators.
[0405] The device receives (1202) an incoming commu-
nication (e.g., an incoming call and/or a videoconference
call).

[0406] The device determines (1204), using one or more
of the sensors, that the electronic device is in a first use
context. For example, the device determines whether the
device is in a hand (as illustrated in FIG. 57), in a pocket (as
illustrated in FIG. 5AA), or face down on a surface such as
a table (as illustrated in FIG. 5BB).

[0407] In response to receiving the incoming communi-
cation, the device provides (1206) first feedback indicative
of the incoming communication. Providing the first feed-
back indicative of the incoming communication includes:
providing, with the audio system, a first ongoing audio
output for the incoming communication, wherein the first
ongoing audio output corresponds to the first use context
(e.g., a default ringtone, a reduced amplitude ringtone, an
increased amplitude ringtone, a damped ringtone, or a
reverberant ringtone assigned to the first use context of the
device); and providing, with the one or more tactile output
generators, a first ongoing tactile output for the incoming
communication, wherein the first ongoing tactile output has
a first tactile output profile that corresponds to the first use
context (e.g., discrete taps, vibration, vibration and taps, taps
with varying density, increased amplitude taps, reduced
amplitude taps, increased amplitude/frequency vibration, or
reduced amplitude/frequency vibration assigned to the first
use context of the device).

[0408] While providing the first ongoing audio output and
the first ongoing tactile output for the incoming communi-
cation, the device detects (1208), using one or more of the
sensors, that the electronic device is in a second use context,
different from the first use context. For example, the device
determines that the device has moved from a first use context
to a second one of a hand (as illustrated in FIG. 57), in a
pocket (as illustrated in FIG. 5AA), or face down on a
surface such as a table (as illustrated in FIG. 5BB).

[0409] In response to detecting that the electronic device
is in the second use context, the device provides (1210)
second feedback indicative of the incoming communication
that is different from the first feedback. Providing the second
feedback indicative of the incoming communication
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includes: providing, with the one or more tactile output
generators, a second ongoing tactile output for the incoming
communication. The second ongoing tactile output has a
second tactile output profile that corresponds to the second
use context (e.g., discrete taps, vibration, vibration and taps,
taps with varying density, increased amplitude taps, reduced
amplitude taps, increased amplitude/frequency vibration, or
reduced amplitude/frequency vibration assigned to the sec-
ond use context of the device). In some embodiments,
changing from the first feedback that notifies a user of an
incoming communication to the second feedback that noti-
fies the user of the incoming communication includes chang-
ing the ongoing tactile output without changing the ongoing
audio output. In some embodiments, changing from the first
feedback that notifies a user of an incoming communication
to the second feedback that notifies the user of the incoming
communication includes changing the ongoing audio output
without changing the ongoing tactile output. In some
embodiments, changing from the first feedback that notifies
a user of an incoming communication to the second feed-
back that notifies the user of the incoming communication
includes changing the ongoing tactile output and changing
the ongoing audio output.

[0410] In some embodiments, the second ongoing tactile
output for the incoming communication is distinct (1214)
from the first ongoing tactile output for the incoming com-
munication. For example, in FIG. 5AA, tactile outputs occur
at a first frequency, as indicated in the Tap-based Tactile
Output graph of FIG. 5AA, whereas in FIG. 5BB, tactile
outputs occur as a second frequency that is lower than the
first frequency, as indicated in the Tap-based Tactile Output
graph of FIG. 5BB. In some embodiments, when the device
is in a pocket, as illustrated in FIG. 5AA, the device outputs
primarily vibrations (e.g., oscillating output, such as oscil-
lating output having a minimum frequency, or a periodic
step function having a maximum time (e.g., <0.5 s) between
taps), e.g., to provide noticeable feedback to user. When the
device is on a table, as illustrated in FIG. 5BB, the device
uses primarily taps (e.g., step function output, such as
periodic step function having a minimum time (e.g., >0.5 s
between taps) when the device is on a table, e.g., to avoid
vibration of the device on the table. For example, in FIG.
5AA, vibration output occurs as indicated in the Vibration
Output graph of FIG. 5AA, whereas in FIG. 5BB, no
vibration output occurs, as indicated in the Vibration Output
graph of FIG. 5BB.

[0411] In some embodiments, providing the second feed-
back indicative of the incoming communication includes
(1216) providing, with the audio system, a second ongoing
audio output for the incoming communication, wherein the
second ongoing audio output corresponds to the second use
context. For example, the second ongoing audio output is,
e.g., a default ringtone, a reduced amplitude ringtone,
increased amplitude ringtone, damped ringtone, or reverber-
ant ringtone assigned to the second use context of the device.

[0412] In some embodiments, the second ongoing audio
output for the incoming communication is distinct from the
first ongoing audio output for the incoming communication
(e.g., different amplitude, different frequency, different
tones, and/or different decay/reverberation properties). For
example, the audio indicated in the Audio Output graph of
FIG. 57 has a lower amplitude than the audio indicated in
the Audio Output graph of FIG. 5AA.



US 2018/0204425 Al

[0413] In some embodiments, at least one audio charac-
teristic is shared (1218) between the first ongoing audio
output and the second ongoing audio output. In some
embodiments, there is a smooth transition between different
audio outputs (e.g., the frequency, amplitude, or volume of
audio or tactile output gradually increases or decreases over
time from a first value corresponding to a first state to a
second value corresponding to a second state). In some
embodiments, the first ongoing audio output and the second
ongoing audio output have the same notes (e.g., same
component frequencies) but with different properties, such
as different decay, different amplitude, and/or different
reverb.

[0414] Insome embodiments, at least one audio parameter
changes (1220) during a transition from the first ongoing
audio output to the second ongoing audio output as at least
one tactile parameter changes (e.g., proportionally and/or in
parallel) during a transition from the first ongoing tactile
output to the second ongoing tactile output. For example, the
tactile output illustrated in FIG. 57 is different (e.g., has a
lower frequency than) the tactile output is illustrate in FIG.
5AA and the audio output illustrated in FIG. 5Z is different
(e.g., has a lower amplitude than) the audio output illustrated
in FIG. 5AA.

[0415] In some embodiments (1222), the first use context
is in a partially enclosed space (e.g., the first use context is
in a pocket, as determined, for example, by a light sensor)
and the first ongoing audio output has a first amplitude; and
the second use context is in a space that is less enclosed than
the partially enclosed space (e.g., the second use context is
in a hand or on a table) and the second ongoing audio output
has a second amplitude that is smaller than the first ampli-
tude. For example, in FIG. SAA, device 100 is in a pocket
5250, and in FIG. 5Z, device 100 is in hand 5230. In FIG.
57 (which illustrates a less enclosed space), the audio output
has a smaller amplitude than the audio output illustrated in
FIG. SAA (which illustrates a partially enclosed space). In
some embodiments, increasing the audio output when the
device is partially enclosed allows the device to be heard by
a user, e.g., through a pocket or purse wall.

[0416] In some embodiments (1224), the first use context
has a first background noise level (e.g., a sound pressure
level (dB or dBA) as determined, for example, by an audio
sensor) and the first ongoing audio output has a first ampli-
tude; and the second use context has a second background
noise level that is louder than the first background noise
level and the second ongoing audio output has a second
amplitude that is greater than the first amplitude.

[0417] In some embodiments (1226), the first use context
has a first noise frequency distribution (as determined, for
example, by an audio sensor) and the first ongoing audio
output has a first audio frequency distribution; and the
second use context has a second noise frequency distribution
that is different from the first noise frequency distribution
(e.g., higher in one or more frequency ranges, such as one or
more frequency ranges that correspond to human voice
range) and the second ongoing audio output has a greater
amplitude than the first ongoing audio output in at least one
frequency range. In some embodiments, noise frequency
distribution is determined in octave bands, one-third octave
bands, or higher resolution frequency ranges (e.g., using a
FFT).

[0418] In some embodiments (1228), the first use context
is on a stationary surface (e.g., the first use context is on a
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table, as illustrated in FIG. 5BB) and the first ongoing audio
output has a first amplitude; and the second use context is in
hand (e.g., as illustrated in FIG. 57) and the second ongoing
audio output has a second amplitude that is smaller than the
first amplitude. In some embodiments, the device displays
first display content in the first use context and the device
displays second display content that is different from the first
display content in the second use context. For example,
second display content includes identifying information for
a caller.

[0419] In some embodiments (1230), the first ongoing
audio output, the first ongoing tactile output, the second
ongoing audio output, and the second ongoing tactile output
are feedback indicative of the same incoming communica-
tion.

[0420] In some embodiments, while providing the second
ongoing tactile output for the incoming communication, the
device detects (1232), using one or more of the sensors, that
the electronic device is in a third use context, different from
the first use context and different from the second use
context; and, in response to detecting that the electronic
device is in the third use context, the device provides third
feedback indicative of the incoming communication that is
different from the first feedback and different from the
second feedback, wherein providing the third feedback
indicative of the incoming communication includes provid-
ing, with the one or more tactile output generators, a third
ongoing tactile output for the incoming communication,
wherein the third ongoing tactile output has a third tactile
output profile that corresponds to the third use context.
[0421] In some embodiments, providing the third feed-
back indicative of the incoming communication includes
providing (1234), with the audio system, a third ongoing
audio output for the incoming communication, wherein the
third ongoing audio output corresponds to the third use
context (e.g., a default ringtone, reduced amplitude ringtone,
increased amplitude ringtone, damped ringtone, or reverber-
ant ringtone assigned to the second use context of the
device).

[0422] In some embodiments (1236), the first use context
is one of in a pocket (e.g., pocket 5250 as illustrated in FIG.
5AA), on a stationary surface (e.g., table 5252 as illustrated
in FIG. 5BB), or in a hand (e.g., hand 5230 as illustrated in
FIG. 57) and the second use context is another one of in a
pocket, on a stationary surface, or in a hand. For example,
the first use context occurs when the electronic device is in
a pocket and the second use context occurs when the
electronic device is on a stationary surface, such as a table.
[0423] In some embodiments (1238), when the device is
determined to be in a context that indicates the device is in
a user’s pocket (e.g., as illustrated in FIG. 5AA), the
ongoing audio output corresponding to the incoming com-
munication is undamped and the ongoing tactile output
corresponding to the incoming communication includes
high-salience tactile components (e.g., vibrations that cor-
respond to periodic oscillations of a mass in the tactile
output generators, such as the vibrations illustrated in the
Vibration Output graph of FIG. 5AA) and low-salience
tactile components (e.g., “taps” that correspond to discrete
activations of the tactile output generators, such as the
discrete tactile outputs illustrated in the Tap-based Tactile
Output graph of FIG. 5AA); when the device is determined
to be in a context that indicates the device is in a user’s hand
(e.g., as illustrated in FIG. 57), the ongoing audio output
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corresponding to the incoming communication is undamped
and the ongoing tactile output corresponding to the incom-
ing communication includes the high-salience tactile com-
ponents (e.g., the vibrations illustrated in the Vibration
Output graph of FIG. 57) and low-salience tactile compo-
nents (e.g., “taps” that correspond to discrete activations of
the tactile output generators, such as the discrete tactile
outputs illustrated in the Tap-based Tactile output graph of
FIG. 57) but includes a reduced number of the low-salience
and high-salience tactile components relative to the ongoing
tactile output corresponding to the incoming communication
when the device is determined to be in a context that
indicates the device is in a user’s hand; and, when the device
is determined to be in a context that indicates the device is
in display-side down on a surface (e.g., face-down on a table
5252 in front of the user), the ongoing audio output corre-
sponding to the incoming communication is damped (e.g., as
illustrated at 5254 of FIG. 5BB) and the ongoing tactile
output corresponding to the incoming communication
includes a reduced number of the low-salience and high-
salience tactile components relative to the ongoing tactile
output corresponding to the incoming communication when
the device is determined to be in a context that indicates the
device is in a user’s hand. In some embodiments, the
ongoing audio output corresponding to the incoming com-
munication when the device is determined to be in a context
that indicates the device is in a user’s hand does not include
any high-salience tactile components.

[0424] It should be understood that the particular order in
which the operations in FIGS. 12A-12D have been
described is merely an example and is not intended to
indicate that the described order is the only order in which
the operations could be performed. One of ordinary skill in
the art would recognize various ways to reorder the opera-
tions described herein. Additionally, it should be noted that
details of other processes described herein with respect to
other methods described herein (e.g., methods 600, 700,
800, 900, 1000, 1100, and 1300) are also applicable in an
analogous manner to method 1200 described above with
respect to FIGS. 12A-12D. For example, the tactile outputs
described above with reference to method 1200 optionally
have one or more of the characteristics of the tactile outputs
described herein with reference to other methods described
herein (e.g., methods 600, 700, 800, 900, 1000, 1100, and
1300). For brevity, these details are not repeated here.

[0425] FIGS. 13A-13D are flow diagrams illustrating a
method 1300 of providing different feedback indicative of
an incoming communication depending on a device context,
in accordance with some embodiments. The method 1300 is
performed at an electronic device (e.g., device 300, FIG. 3,
or portable multifunction device 100, FIG. 1A) with a
display, a touch-sensitive surface, and an audio system (e.g.,
speakers and associated audio circuitry 110) and/or one or
more tactile output generators 167. The electronic device
optionally includes one or more sensors to detect intensity of
contacts with the touch-sensitive surface. In some embodi-
ments, the display is a touch-screen display and the touch-
sensitive surface is on or integrated with the display. In some
embodiments, the display is separate from the touch-sensi-
tive surface. Some operations in method 1300 are, option-
ally, combined and/or the order of some operations is,
optionally, changed.

[0426] This method relates to attenuating alerts on a
device based on a user’s attention level. Specifically, upon
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detecting an event to which an alert is associated, the device
delays outputting the alert until it can determine whether the
device is in a first use context (e.g., in which the user is
paying attention to the device) or in a second use context
(e.g., in which the user is not paying attention to the device).
If the device is determined to be in the first use context, the
device outputs one version of the alert (e.g., including a first
audio and/or tactile output), and if the device is determined
to be in the second use context, the device outputs a different
version of the alert (e.g., including a second audio and/or
tactile output distinct from the first). Delaying the alert until
the user’s level of attention can be determined and providing
an appropriate output according to the determination pro-
vides improved feedback in that different audio and/or
tactile outputs can more effectively grab the attention of an
inattentive user, while at the same time not overwhelming a
user who is already paying attention to the device. Providing
improved feedback in this way enhances the operability of
the device and makes the user-device interface more efficient
(e.g., by providing an indication of the internal state of the
device while avoiding unnecessary outputs), which addi-
tionally reduces power usage and improves battery life of
the device by enabling the device to more selectively
regulate alert levels and/or intensities, thereby avoiding
unnecessary feedback.

[0427] The device detects (1302) an alert event (e.g., an
instruction to generate an alert, such as audio, tactile, and/or
vibration signals). For example, the device (e.g., operating
system 126 or haptic feedback module 133 of the device)
receives from telephone module 138 (e.g., in response to an
incoming call) or from alarm clock widget 149-4 (e.g., in
response to reaching a preselected time or lapse of a prese-
lected time period) an instruction or a request to generate an
alert (or an instruction or a request to generate audio and/or
tactile feedback).

[0428] In some embodiments, the alert event corresponds
(1304) to one of: a request for playing a ringtone (e.g., from
telephone module 138, to indicate an incoming call), a
request for triggering an alarm (e.g., from alarm clock
widget 149-4, to indicate reaching a preselected time), and
a request for providing a timer alert (e.g., from alarm clock
widget 149-4 or a separate timer widget, to indicate lapse of
a preselected time period).

[0429] Attenuating alerts for ringtones, alarms, and/or
timers based on user attention levels provides improved
feedback which enhances the operability of the device and
makes the user-device interface more efficient (e.g., by
providing an indication of the internal state of the device in
response to incoming calls, the triggering of alarms, and/or
the countdown of timers, while avoiding unnecessary out-
puts for situations in which the user is already paying
attention to the device) which, additionally, reduces power
usage and improves battery life of the device by enabling the
device to more selectively regulate alert levels and/or inten-
sities, thereby avoiding unnecessary feedback. In addition,
attenuating alerts reduces startling the user while the user is
already paying attention to the device, thereby improving
user experience.

[0430] In response to receiving the alert event, the device
delays (1306) provision of feedback indicative of the alert
event until determining whether the electronic device is in a
first use context or in a second use context that is distinct
from the first use context. In some embodiments, the device
delays provision of audio and/or tactile feedback without
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delaying provision of visual feedback (e.g., updating a user
interface of the device) until the determination is made. In
some embodiments, the device delays provision of any
feedback (e.g., audio, tactile, or visual) until the determina-
tion is made so that no feedback is provided until the
determination is made.

[0431] In some embodiments, the first use context indi-
cates (1308) that a user is interacting, or has interacted
within a predefined time period, with the electronic device;
and the second use context indicates that the user is not
interacting, or has not interacted within the predefined time
period, with the electronic device. In some embodiments,
the device is deemed to be in the first use context if the user
is interacting with the device (e.g., providing inputs to the
device). In some embodiments, the device is deemed to be
in the first use context if the user has interacted with the
device within the predefined time period (e.g., 30 seconds,
1 minute, 2 minutes, 3 minutes, etc.). In some embodiments,
the device is deemed to be in the second use context if the
user is not interacting with the device (e.g., no input is being
provided to the device) and the user has not interacted with
the device within the predefined time period (e.g., 30 sec-
onds, 1 minute, 2 minutes, 3 minutes, etc.).

[0432] Expanding the use contexts to account for attention
based on recent interactions with the device (in addition to
current attention) enhances the operability of the device and
makes the user-device interface more efficient by avoiding
unnecessary feedback (e.g., by not outputting the more
impactful feedback for situations in which the user recently
stopped interacting with the device but is likely still close
enough to notice the less impactful feedback) which, addi-
tionally, reduces power usage and improves battery life of
the device by enabling the device to more selectively
regulate alert levels and/or intensities, thereby avoiding
unnecessary feedback.

[0433] In some embodiments, the first use context indi-
cates (1310) that a face of a user is detected (e.g., based on
a camera that is on a same side of the device as a display of
the device); and the second use context indicates that a face
of a user is not detected. For example, in some embodi-
ments, the device is deemed to be in the first use context if
a face of any user (e.g., any person) is detected without
recognizing the face as a face of any particular user (e.g., a
registered user), and the device is deemed to be in the second
use context if no face is detected.

[0434] In some embodiments, the second use context
indicates that a face of a user is not recognized (e.g., even
if a face is detected, the detected face does not match a face
of any registered user); and the first use context indicates
that the face of the user is recognized (e.g., a face is detected
and recognized as a face of a registered user). In some
embodiments, the second use context indicates that a face of
a user is not recognized and that the user has not interacted
within the predefined time period with the electronic device;
and the first use context indicates that the face of the user is
recognized or that the user has interacted within the pre-
defined time period with the electronic device.

[0435] Determining use contexts based on facial detection
enhances the operability of the device and makes the user-
device interface more efficient (e.g., by reducing the number
of inputs needed to acknowledge an alert) and improves the
longevity of the device (e.g., by eliminating unnecessary
pressure and friction on the touch-sensitive surface during
user inputs, and thereby reducing structural fatigue of the
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touch-sensitive surface). Further, using facial detection as an
indicator of attentiveness enhances the operability of the
device and makes the user-device interface more efficient by
making use of the natural assumption that a user looks at
whatever the user is giving attention to, which additionally
reduces power usage and improves battery life of the device
by enabling the device to more selectively regulate alert
levels and/or intensities, thereby avoiding unnecessary feed-
back when the user is not paying attention to the device.
[0436] In some embodiments, the device determines
whether the electronic device is in the first use context or the
second use context. In some embodiments, the device deter-
mines that the electronic device is in the first use context (but
not in the second use context). In some embodiments, the
device determines that the electronic device is in the second
use context (but not in the first use context).

[0437] In response to determining whether the electronic
device is in the first use context or the second use context,
the device, in accordance with a determination that the
electronic device is in the first use context (e.g., a context in
which a user of the device is determined to be paying
attention to the device), provides (1312, FIG. 13B) first
feedback indicative of the alert event (e.g., operation 5460,
FIG. 5CC). The first feedback includes a first audio output
and/or a first tactile output.

[0438] In some embodiments, the device forgoes (1314)
monitoring whether the electronic device has transitioned
from the first use context to the second use context; and/or
forgoes transitioning from providing the first feedback to
providing the second feedback (e.g., as shown in FIG. 5DD,
once the device is determined to be in the first use context,
the device does not monitor whether the device has transi-
tioned to the second use context). In some embodiments, the
device forgoes transitioning from providing at least a portion
of the first feedback to providing at least a portion of the
second feedback (e.g., once the device has provided at least
a portion of the first feedback, the device does not transition
to providing the second feedback or any portion thereof).
[0439] Forgoing further reevaluations of attentiveness
when the device has been determined to be in the first use
context (e.g., in which the user is paying attention) makes
use of an assumption that once a user notices an alert, any
subsequent lack of attention to the device is purposeful and
informed (e.g., the user decides to ignore the alert after
having given it attention), and therefore the device need not
switch to the more impactful feedback (e.g., corresponding
to the user not paying attention). Forgoing updates to the
alert feedback after the user has seen the alert further reduces
power usage and improves battery life of the device by
reducing the computational loads on the device and enabling
the device to more selectively regulate alert levels and/or
intensities.

[0440] In accordance with a determination that the elec-
tronic device is in the second use context (e.g., a context in
which a user of the device is determined not to be paying
attention to the device) that is distinct from the first use
context, the device provides (1316) second feedback indica-
tive of the alert event (e.g., operation 5460 in FIG. 5CC).
The second feedback includes a second audio output that is
distinct from the first audio output and/or a second tactile
output that is distinct from the first tactile output (e.g., the
second audio output has a higher volume than the first audio
output and/or the second tactile output has a larger amplitude
than the first tactile output).
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[0441] In some embodiments, while providing the second
feedback indicative of the alert event, the device monitors
(1318) whether the electronic device has transitioned from
the second use context to the first use context (e.g., operation
5464 in FIG. 5DD). In response to determining that the
electronic device has transitioned from the second use
context to the first use context, the device transitions from
providing the second feedback to providing the first feed-
back (e.g., operation 5462 to operation 5460 as shown in
FIG. 5DD). In some embodiments, in response to determin-
ing that the electronic device has transitioned from the
second use context to the first use context, the device
transitions from providing at least a portion of the first
feedback to providing at least a portion of the second
feedback (e.g., FIG. 5GG).

[0442] Monitoring the user’s attentiveness in the midst of
outputting an alert and switching the alert’s feedback based
on a determination that the user’s attentiveness has changed
further enhances the operability of the device and makes the
user-device interface more efficient (e.g., by providing an
indication of the internal state of the device that is more
responsive to the user’s interactions with the device) and
thereby reduces power usage and improves battery life of the
device by enabling the device to switch from using more
power hungry feedback when the situation no longer calls
for it.

[0443] In some embodiments, transitioning from provid-
ing the second feedback to providing the first feedback
includes (1320): transitioning from providing the second
audio output to providing the first audio output over a first
period of time (e.g., t1 in FIG. 5GG); and transitioning from
providing the second tactile output to providing the first
tactile output over a second period of time (e.g., t2 in FIG.
5GG) that is less than the first period of time. In some
embodiments, transitioning from providing the second feed-
back to providing the first feedback includes: transitioning
from determining that the electronic device has transitioned
from the second use context to the first use context to
providing the first audio output over a first period of time
(e.g., t;" in FIG. 5GG); and transitioning from determining
that the electronic device has transitioned from the second
use context to the first use context to providing the first
tactile output over a second period of time (e.g., t,' in FIG.
5GQ@) that is less than the first period of time.

[0444] Transitioning between audio outputs more gradu-
ally than between tactile outputs further reduces power
usage and improves battery life of the device by taking
advantage of varying levels of user sensitivity to changes in
audio versus tactile feedback. Specifically, since sharp
changes in tactile feedback are less perceptible than sharp
changes in audio feedback, the more gradual audio transition
enhances the user’s audio experience while the sharp tactile
transition reduces power usage and improves battery life of
the device.

[0445] In some embodiments, the first audio output has
(1322, FIG. 13C) a first volume (e.g., a first representative
volume, such as an average volume) and the second audio
output has a second volume (e.g., a second representative
volume, such as an average volume) that is greater than the
first volume (e.g., the first volume is less than the second
volume). For example, the second audio output shown in
FIG. 5EE has a greater volume than the first audio output
shown in FIG. 5FF.
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[0446] Reducing the volume for an alert when the device
detects that a user is paying attention provides improved
feedback which enhances the operability of the device and
makes the user-device interface more efficient (e.g., by
providing an indication of the internal state of the device
while avoiding unnecessarily high volumes) which, addi-
tionally, reduces power usage and improves battery life of
the device by enabling the device to more selectively
regulate high volume levels when they are not needed,
thereby avoiding unnecessary feedback.

[0447] In some embodiments, the first volume corre-
sponds (1324) to a reduction of the second volume by a
reduction factor; and the reduction factor is selected based
on a volume property of the electronic device. For example,
a high reduction factor is used when a (ringer) volume
setting of the electronic device is high, and a low reduction
factor is used when the (ringer) volume setting of the
electronic device is low.

[0448] Reducing the volume for an alert by an amount
determined by a volume setting of the device provides
improved feedback which enhances the operability of the
device and makes the user-device interface more efficient by
preventing the volume from reducing to a level that is so low
that the user cannot hear the alert (e.g., in situations where
the device’s volume is already reduced before the alert event
due to an initial setting). In addition, reducing the volume for
an alert by an amount determined by a volume setting of the
device allows reducing the volume more when the device’s
volume is high so that the first audio output is not too loud,
thereby improving the operability of the device.

[0449] In some embodiments, the first audio output cor-
responds (1326) to an output obtained by applying a low
pass filter to the second audio output (e.g., FIG. 5LL). For
example, when a low pass filter is applied to the second
audio output to obtain the first audio output, the first audio
output includes low frequency components of the second
audio output without suppression but includes high fre-
quency components of the second audio output with sup-
pression (e.g., amplitudes of the high frequency components
are reduced in the first audio output).

[0450] Applying a low pass filter to the audio output for an
alert to provided when the device detects that a user is
paying attention provides improved feedback which
enhances the operability of the device and makes the user-
device interface more efficient (e.g., by maintaining the
character of the alert while providing a muffled version of
the feedback to allow for less distraction while the user tends
to the alert) which, additionally, reduces power usage and
improves battery life of the device by enabling the device to
more selectively regulate high frequencies when they are not
needed, thereby avoiding unnecessary feedback.

[0451] In some embodiments, the second audio output
includes (1328) two or more audio tracks; and the first audio
output includes a subset, less than all, of the two or more
audio tracks. For example, as shown in FIG. SMM, the
second audio output includes three audio output tracks, and
the first audio output includes only two of the three audio
output tracks (e.g., audio output track 2 is omitted in the first
audio output). In some embodiments, each audio track
corresponds to a particular musical instrument (e.g., the first
audio track corresponds to a guitar, the second audio track
corresponds to drums, and the third audio track corresponds
to a keyboard). In such embodiments, removing one or more
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audio output tracks removes audio tracks corresponding to
one or more musical instruments.

[0452] Reducing the number of audio tracks that are
included in the output for an alert when the device detects
that a user is paying attention provides improved feedback
which enhances the operability of the device and makes the
user-device interface more efficient (e.g., by maintaining the
character of the alert while providing a simpler version of
the feedback with fewer audio components to allow for less
distraction while the user tends to the alert) which, addi-
tionally, reduces power usage and improves battery life of
the device by enabling the device to more selectively
regulate audio tracks when they are not needed, thereby
avoiding unnecessary feedback.

[0453] In some embodiments, the second audio output
includes (1330) a first audio track at a third volume and a
second audio track at a fourth volume; and the first audio
output includes the first audio tracking at the third volume
and the second audio track at a fifth volume that is less than
the fourth volume. For example, as shown in FIG. 5NN, the
second audio output includes audio output track 1 at a
particular volume (e.g., a third volume) and audio output
track 2 at another volume (e.g., a fourth volume, which may
or may not be the same as the third volume). The first audio
output includes audio output track at the same particular
volume (e.g., the third volume) and audio output track 2 at
a reduced volume (e.g., a fifth volume that is less than the
fourth volume).

[0454] Selectively reducing the volume for certain audio
tracks while preserving the volume of others for an alert
when the device detects that a user is paying attention
provides improved feedback which enhances the operability
of the device and makes the user-device interface more
efficient (e.g., by maintaining the character of the alert while
providing a simpler version of the feedback with less
pronounced audio components to allow for less distraction
while the user tends to the alert) which, additionally, reduces
power usage and improves battery life of the device by
enabling the device to more selectively regulate audio
tracks, thereby avoiding unnecessary feedback.

[0455] In some embodiments, the first audio output cor-
responds (1332) to an output of applying a respective audio
filter to the second audio output; and the respective audio
filter is selected based on a type of audio content of the
second audio output. In some embodiments, the audio
content of the second audio output is determined based on
frequency components of the second audio output, as
described above with respect to FIG. 5LL, or musical
instruments associated with the second audio output (e.g., a
low pass filter with a low cutoff frequency is used for bass
musical instruments and a low pass filter with a high cutoff
frequency is used for alto musical instruments). In some
embodiments, the audio content of the second audio output
is determined based on a type of the alert event (e.g.,
whether the alert event is associated with an incoming call,
an alarm, or a timer), as shown in FIG. S5LL.

[0456] Applying respective filters to audio tracks based on
the content of the track for an alert when the device detects
that a user is paying attention provides improved feedback
which enhances the operability of the device and makes the
user-device interface more efficient (e.g., by customizing the
filtering for each track based on differences in content,
thereby maintaining an acceptable level of sound quality
while allowing for less distraction while the user tends to the
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alert) which, additionally, reduces power usage and
improves battery life of the device by enabling the device to
more selectively regulate audio tracks, thereby avoiding
unnecessary feedback.

[0457] Insome embodiments, a first audio filter is used for
a first audio track and a second audio filter that is distinct
from the first audio filter is used for a second audio track
(because the first audio track includes a first type of audio
content and the second audio track includes a second type of
audio content that is distinct from the first type of audio
content).

[0458] In some embodiments, providing the second feed-
back indicative of the alert event includes (1334) generating
the second audio output by outputting an audio alert without
applying a first filter or a second filter to the audio alert (e.g.,
the second audio output is an unfiltered audio output).
Providing the first feedback indicative of the alert event
includes: in accordance with a determination that an audio
alert designated for the alert event is a first type of audio
alert, generating the first audio output by applying the first
filter to the audio alert of the first type; and in accordance
with a determination that the audio alert designated for the
alert event is a second type of audio alert, generating the first
audio output by applying the second filter to the audio alert
of the second type. For example, an audio filter is selected
based on the type of the audio alert for generating the first
audio output (e.g., a first audio filter is used for an incoming
call, a second audio filter is used for a timer alert, and a third
audio filter is used for an alarm clock).

[0459] Applying (or removing) respective filters to audio
alerts based on the type of alert when the device detects that
auser is paying attention provides improved feedback which
enhances the operability of the device and makes the user-
device interface more efficient (e.g., by customizing the
filtering for different types of alerts, thereby maintaining an
acceptable level of sound quality while allowing for less
distraction while the user tends to the alert) which, addi-
tionally, reduces power usage and improves battery life of
the device by enabling the device to more selectively
regulate audio outputs, thereby avoiding unnecessary feed-
back.

[0460] In some embodiments, providing the first feedback
indicative of the alert event includes: in accordance with a
determination that an audio alert designated for the alert
event is a first type of audio alert, generating the first audio
output by applying a first filter to the audio alert of the first
type; and in accordance with a determination that the audio
alert designated for the alert event is a second type of audio
alert, generating the first audio output by applying a second
filter to the audio alert of the second type. Providing the
second feedback indicative of the alert event includes gen-
erating the second audio output by outputting the first audio
alert without applying the first filter or the second filter.
[0461] In some embodiments, the first tactile output has
(1336, FIG. 13D) a first amplitude (e.g., a first representative
amplitude, such as an average amplitude) and the second
tactile output has a second amplitude (e.g., a second repre-
sentative amplitude, such as an average amplitude) that is
greater than the first amplitude (e.g., the first amplitude of
tap-based tactile output 5504 is less than the second ampli-
tude of tap-based tactile output 5502 as shown in FIG. 5HH).
[0462] Reducing the amplitude for an alert when the
device detects that a user is paying attention provides
improved feedback which enhances the operability of the



US 2018/0204425 Al

device and makes the user-device interface more efficient
(e.g., by providing an indication of the internal state of the
device while avoiding tactile outputs with unnecessarily
high amplitudes) which, additionally, reduces power usage
and improves battery life of the device by enabling the
device to more selectively regulate high amplitude levels
when they are not needed, thereby avoiding unnecessary
feedback.

[0463] In some embodiments, the first tactile output is a
first sequence of tactile output components (e.g., tap-based
tactile output components in tap-based tactile output 5504,
FIG. 5HH) and the second tactile output is a second
sequence of tactile outputs (e.g., tap-based tactile output
components in tap-based tactile output 5502, FIG. SHH) that
corresponds to at least a portion of the first sequence of
tactile outputs with a reduced amplitude (e.g., tactile outputs
in the second sequence of tactile outputs have 75% or 50%
of the amplitude of corresponding tactile outputs in the first
sequence of tactile outputs), as shown in FIG. SHH.
[0464] In some embodiments, the first tactile output
includes (1338) a first number of tactile output components;
the second tactile output includes a second number of tactile
output components; and the second number is less than the
first number. For example, as shown in FIG. 5]J, the first
tactile output has more tactile output components (e.g.,
discrete tactile outputs) than the second tactile output. In
some cases, a single tactile output component in the second
tactile output is replaced with multiple tactile output com-
ponents (e.g., in FIG. 5]J, single tactile output component
5528 is replaced with three tactile output components 5530,
5532, and 5534). In some embodiments, the multiple tactile
output components have a lower amplitude than the single
tactile output component, as shown in FIG. 5JJ (e.g., the
multiple tactile output components are MiniTaps or Micro-
Taps shown in FIGS. 4G-4H and 4J-4K, and the single
tactile output component is a Full Tap shown in FIGS. 4F and
41; alternatively, the multiple tactile output components are
MicroTaps shown in FIGS. 4H and 4K, and the single tactile
output component is a MiniTap shown in FIGS. 4G and 4J).
[0465] Outputting a different number of tactile outputs for
an alert when the device detects that a user is paying
attention provides improved feedback which enhances the
operability of the device and makes the user-device interface
more efficient (e.g., by providing an indication of the inter-
nal state of the device while avoiding tactile outputs with
unnecessary characteristics) which, additionally, reduces
power usage and improves battery life of the device by
enabling the device to more selectively regulate certain
types of tactile outputs when they are not needed, thereby
avoiding unnecessary feedback.

[0466] In some embodiments, the second tactile output
includes (1340) a plurality of tactile output components; and
the first tactile output includes a subset, less than all, of the
plurality of tactile output components. For example, as
shown in FIG. 5KK, the second tactile output includes
tactile output components 5526 and 5528, and the first tactile
output includes tactile output component 5526 but does not
include tactile output component 5528.

[0467] Reducing the number of tactile output components
for an alert when the device detects that a user is paying
attention provides improved feedback which enhances the
operability of the device and makes the user-device interface
more efficient (e.g., by providing an indication of the inter-
nal state of the device while minimizing the amount of
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tactile output components needed to signal the alert to the
user) which, additionally, reduces power usage and
improves battery life of the device by enabling the device to
more selectively regulate high numbers of tactile output
components when they are not needed, thereby avoiding
unnecessary feedback.

[0468] In some embodiments, the second feedback
includes (1342) a first vibration output that is generated by
repeated oscillations of a tactile output generator at a respec-
tive frequency. The first feedback includes a sequence of
tactile output components in place of the first vibration
output. The tactile output components in the sequence of
tactile output components correspond to separate activations
of a tactile output generator instead of repeated oscillations
ofa tactile output generator at the respective frequency (e.g.,
there are pauses when the tactile output generator is not
moving in between the separate activations of the tactile
output generator). For example, as shown in FIG. 5GG, the
vibration output included in the second feedback is replaced
with tactile output components in the first feedback.
[0469] Separating activations of a tactile generator for an
alert when the device detects that a user is paying attention
(versus providing repeated oscillations with no separations)
provides improved feedback which enhances the operability
of the device and makes the user-device interface more
efficient (e.g., by providing an indication of the internal state
of the device while minimizing the amount of work required
by the tactile output generator) which, additionally, reduces
power usage and improves battery life of the device by
enabling the device to more selectively regulate tactile
output patterns, thereby avoiding unnecessary feedback.
[0470] In some embodiments, providing the first feedback
indicative of the alert event includes (1344) transitioning
from providing the second feedback to providing third
feedback that includes a third audio output and/or a third
tactile output, followed by a transition to providing the first
feedback. A volume of the third audio output is less than a
volume of the second audio output and greater than a volume
of the first audio output, and/or an amplitude of the third
tactile output is less than an amplitude of the second tactile
output and greater than an amplitude of the first tactile
output. For example, as shown in FIG. 500, transitioning
from providing audio output track 1 to providing audio
output track 3 includes first transitioning from providing
audio output track 1 to providing audio output track 2 and
subsequently transitioning from providing audio output
track 2 to providing audio output track 3. An amplitude of
audio output track 2, A,, is less than an amplitude of audio
output track 1, A, and an amplitude of audio output track 3,
Aj, is less than the amplitude of audio output track 2, A,.
Thus, as the device progresses through the multiple audio
output tracks, the overall volume of the audio output is
reduced over time.

[0471] Progressively reducing the volume and/or ampli-
tude for an alert when the device detects that a user is paying
attention provides improved feedback which enhances the
operability of the device and makes the user-device interface
more efficient (e.g., by transitioning to lower power outputs
while accounting for user sensitivities regarding sharp vol-
ume and/or amplitude transitions) which, additionally,
reduces power usage and improves battery life of the device
by enabling the device to regulate high volume and/or
amplitude levels when they are not needed, thereby avoiding
unnecessary feedback.
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[0472] It should be understood that the particular order in
which the operations in FIGS. 13A-13D have been
described is merely an example and is not intended to
indicate that the described order is the only order in which
the operations could be performed. One of ordinary skill in
the art would recognize various ways to reorder the opera-
tions described herein. Additionally, it should be noted that
details of other processes described herein with respect to
other methods described herein (e.g., methods 600, 700,
800, 900, 1000, 1100, and 1200) are also applicable in an
analogous manner to method 1300 described above with
respect to FIGS. 13A-13D. For example, the tactile outputs
described above with reference to method 1300 optionally
have one or more of the characteristics of the tactile outputs
described herein with reference to other methods described
herein (e.g., methods 600, 700, 800, 900, 1000, 1100, and
1200). For brevity, these details are not repeated here.

[0473] The operations in the methods described above are,
optionally implemented by running one or more functional
modules in information processing apparatus such as general
purpose processors (e.g., as described above with respect to
FIGS. 1A and 3) or application specific chips.

[0474] The operations described above with reference to
FIGS. 6A-6C are, optionally, implemented by components
depicted in FIGS. 1A-1B. For example, display operation
602 and detection operation 604 are, optionally, imple-
mented by event sorter 170, event recognizer 180, and event
handler 190. Event monitor 171 in event sorter 170 detects
a contact on touch-sensitive display 112, and event dis-
patcher module 174 delivers the event information to appli-
cation 136-1. A respective event recognizer 180 of applica-
tion 136-1 compares the event information to respective
event definitions 186, and determines whether a first contact
at a first location on the touch-sensitive surface (or whether
rotation of the device) corresponds to a predefined event or
sub-event, such as selection of an object on a user interface,
or rotation of the device from one orientation to another.
When a respective predefined event or sub-event is detected,
event recognizer 180 activates an event handler 190 asso-
ciated with the detection of the event or sub-event. Event
handler 190 optionally uses or calls data updater 176 or
object updater 177 to update the application internal state
192. In some embodiments, event handler 190 accesses a
respective GUI updater 178 to update what is displayed by
the application. Similarly, it would be clear to a person
having ordinary skill in the art how other processes can be
implemented based on the components depicted in FIGS.
1A-1B.

[0475] Similarly, the operations described above with ref-
erence to FIGS. 7A-7D are, optionally, implemented by
components depicted in FIGS. 1A-1B. For example, display
operation 702, detection operation 704, and producing
operation 706 are, optionally, implemented by event sorter
170, event recognizer 180, and event handler 190. The
operations described above with reference to FIGS. 8A-8C
are, optionally, implemented by components depicted in
FIGS. 1A-1B. For example, display operation 802 and
detection operation 804 are, optionally, implemented by
event sorter 170, event recognizer 180, and event handler
190. The operations described above with reference to FIG.
9 are, optionally, implemented by components depicted in
FIGS. 1A-1B. For example, display operation 902, detection
operation 904, move operation 908, and output operation
910 are, optionally, implemented by event sorter 170, event
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recognizer 180, and event handler 190. The operations
described above with reference to FIG. 10 are, optionally,
implemented by components depicted in FIGS. 1A-1B. For
example, display operation 1002 and detection operation
1004 are, optionally, implemented by event sorter 170, event
recognizer 180, and event handler 190. The operations
described above with reference to FIGS. 11A-11B are,
optionally, implemented by components depicted in FIGS.
1A-1B. For example, receiving operation 1102 is optionally,
implemented by event sorter 170, event recognizer 180, and
event handler 190. The operations described above with
reference to FIGS. 12A-12D are, optionally, implemented
by components depicted in FIGS. 1A-1B. For example,
receiving operation 1202, determination operation 1204, and
providing operation 1206 are, optionally, implemented by
event sorter 170, event recognizer 180, and event handler
190. The operations described above with reference to FIGS.
13A-13D are, optionally, implemented by components
depicted in FIGS. 1A-1B. For example, detecting operation
1302, feedback providing operation 1312, and feedback
providing operation 1316 are, optionally, implemented by
event sorter 170, event recognizer 180, and event handler
190.
[0476] The foregoing description, for purpose of explana-
tion, has been described with reference to specific embodi-
ments. However, the illustrative discussions above are not
intended to be exhaustive or to limit the invention to the
precise forms disclosed. Many modifications and variations
are possible in view of the above teachings. The embodi-
ments were chosen and described in order to best explain the
principles of the invention and its practical applications, to
thereby enable others skilled in the art to best use the
invention and various described embodiments with various
modifications as are suited to the particular use contem-
plated.
What is claimed is:
1. A method, comprising:
at an electronic device with a display, a touch sensitive
surface, one or more sensors configured to detect
intensities of contacts with the touch-sensitive surface,
and one or more tactile output generators:
while displaying a first user interface on the display,
detecting a contact on the touch-sensitive surface;
detecting a first increase in a characteristic intensity of
the contact on the touch-sensitive surface;
in response to detecting the first increase in the char-
acteristic intensity of the contact on the touch-sen-
sitive surface, producing a first tactile output, with
the one or more tactile output generators, that has a
first tactile output profile, wherein the first tactile
output profile includes an output parameter that
varies in accordance with a proximity of the char-
acteristic intensity of the contact to meeting a first
intensity criteria;
while producing the tactile output that has the first
tactile output profile, detecting a second increase in
the characteristic intensity of the contact on the
touch-sensitive surface; and
in response to detecting the second increase in the
characteristic intensity of the contact on the touch-
sensitive surface:
in accordance with a determination that the charac-
teristic intensity of the contact on the touch-
sensitive surface meets the first intensity criteria,
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producing a second tactile output that has a second
tactile output profile that is different from the first
tactile output profile; and,

in accordance with a determination that the charac-
teristic intensity of the contact on the touch-
sensitive surface does not meet the first intensity
criteria, continuing to produce the first tactile
output that has the first tactile output profile and
varying the output parameter in accordance with
the second increase in the characteristic intensity
of the contact based on the proximity of the
characteristic intensity of the contact to meeting
the first intensity criteria.

2. The method of claim 1, including determining whether
the characteristic intensity of the contact on the touch-
sensitive surface meets the first intensity criteria in response
to detecting the second increase in the characteristic inten-
sity of the contact on the touch-sensitive surface.

3. The method of claim 1, wherein, while detecting the
second increase in the characteristic intensity of the contact,
the first tactile output continues at least until the first
intensity criteria are satisfied.

4. The method of claim 1, wherein the second tactile
output is a discrete tactile output.

5. The method of claim 1, including, in accordance with
a determination that the characteristic intensity of the con-
tact on the touch-sensitive surface meets the first intensity
criteria, ceasing to output the first tactile output.

6. The method of claim 1, including:

after detecting the second increase in the characteristic

intensity of the contact, detecting a decrease in the
characteristic intensity of the contact;

in accordance with a determination that the decrease in

the characteristic intensity of the contact is detected
after the characteristic intensity of the contact on the
touch-sensitive surface meets the first intensity criteria,
forgoing producing the first tactile output; and

in accordance with a determination that the decrease in

the characteristic intensity of the contact is detected
before the characteristic intensity of the contact on the
touch-sensitive surface meets the first intensity criteria,
continuing to produce the first tactile output that has the
first tactile output profile and continuing to vary the
output parameter in accordance with the proximity of
the characteristic intensity of the contact to meeting the
first intensity criteria.

7. The method of claim 1, including, while the first tactile
output is produced, displaying an animation that varies in
accordance with the proximity of the characteristic intensity
of the contact to meeting the first intensity criteria.

8. The method of claim 1, wherein the output parameter
of the first tactile output varies nonlinearly in accordance
with the proximity of the characteristic intensity of the
contact to meeting the first intensity criteria.

9. The method of claim 1, including:

after producing the first tactile output, detecting a third

increase in a characteristic intensity of the contact on
the touch-sensitive surface to an intensity that is greater
than a threshold intensity that is included in the first
intensity criteria; and,

in response to detecting the third increase in the charac-

teristic intensity of the contact on the touch-sensitive
surface, producing a third tactile output, with the one or
more tactile output generators, that has a third tactile
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output profile that varies in accordance with a proxim-
ity of the characteristic intensity of the contact to
meeting a second intensity criteria.
10. The method of claim 9, including, as the third tactile
output is produced, displaying an animation that varies in
accordance with the proximity of the characteristic intensity
of the contact to meeting the second intensity criteria.
11. The method of claim 9, including, in accordance with
a determination that the characteristic intensity of the con-
tact on the touch-sensitive surface meets the second intensity
criteria, producing a fourth tactile output that has a fourth
tactile output profile.
12. The method of claim 9, wherein the third tactile output
profile is different from the first tactile output profile.
13. The method of claim 9, including, in accordance with
a determination that the characteristic intensity of the con-
tact on the touch-sensitive surface meets a third intensity
criteria, producing a fifth tactile output that has a fifth tactile
output profile, wherein the duration of the fifth tactile output
is shorter than the duration of the first tactile output.
14. The method of claim 13, wherein:
the first intensity criteria include a criterion that is met
when the characteristic intensity of the contact exceeds
a first intensity threshold;

the second intensity criteria include a criterion that is met
when the characteristic intensity of the contact exceeds
a second intensity threshold, greater than the first
intensity threshold;

the third intensity criteria include a criterion that is met

when the characteristic intensity of the contact exceeds
a third intensity threshold, greater than the second
intensity threshold; and

the method includes:

foregoing producing a continuous tactile output while
the characteristic intensity of the contact is between
the second intensity threshold and the third intensity
threshold.

15. The method of claim 13, including:

while displaying an animation that varies in accordance

with the proximity of the characteristic intensity of the
contact to meeting the second intensity criteria, detect-
ing a fourth increase in a characteristic intensity of the
contact on the touch-sensitive surface; and

in response to detecting the fourth increase in the char-

acteristic intensity of the contact:

in accordance with a determination that the character-
istic intensity of the contact on the touch-sensitive
surface meets the second intensity criteria, display-
ing a second user interface that is distinct from the
first user interface; and,

in accordance with a determination that the character-
istic intensity of the contact on the touch-sensitive
surface meets the third intensity criteria, redisplaying
the first user interface.

16. An electronic device, comprising:

a display;

a touch-sensitive surface;

one or more sensors configured to detect intensities of

contacts with the touch-sensitive surface;

one or more tactile output generators;

one Or mMore processors;

memory; and

one or more programs, wherein the one or more programs

are stored in the memory and configured to be executed
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by the one or more processors, the one or more pro-
grams including instructions for:
while displaying a first user interface on the display,
detecting a contact on the touch-sensitive surface;
detecting a first increase in a characteristic intensity of
the contact on the touch-sensitive surface;
in response to detecting the first increase in the char-
acteristic intensity of the contact on the touch-sen-
sitive surface, producing a first tactile output, with
the one or more tactile output generators, that has a
first tactile output profile, wherein the first tactile
output profile includes an output parameter that
varies in accordance with a proximity of the char-
acteristic intensity of the contact to meeting a first
intensity criteria;
while producing the tactile output that has the first
tactile output profile, detecting a second increase in
the characteristic intensity of the contact on the
touch-sensitive surface; and
in response to detecting the second increase in the
characteristic intensity of the contact on the touch-
sensitive surface:
in accordance with a determination that the charac-
teristic intensity of the contact on the touch-
sensitive surface meets the first intensity criteria,
producing a second tactile output that has a second
tactile output profile that is different from the first
tactile output profile; and,
in accordance with a determination that the charac-
teristic intensity of the contact on the touch-
sensitive surface does not meet the first intensity
criteria, continuing to produce the first tactile
output that has the first tactile output profile and
varying the output parameter in accordance with
the second increase in the characteristic intensity
of the contact based on the proximity of the
characteristic intensity of the contact to meeting
the first intensity criteria.
17. A computer readable storage medium storing one or

more programs, the one or more programs comprising
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instructions, which when executed by an electronic device
with a display, a touch-sensitive surface, one or more sensors
configured to detect intensities of contacts with the touch-
sensitive surface, and one or more tactile output generators,
cause the device to:
while displaying a first user interface on the display,
detect a contact on the touch-sensitive surface;
detect a first increase in a characteristic intensity of the
contact on the touch-sensitive surface;
in response to detecting the first increase in the charac-
teristic intensity of the contact on the touch-sensitive
surface, produce a first tactile output, with the one or
more tactile output generators, that has a first tactile
output profile, wherein the first tactile output profile
includes an output parameter that varies in accordance
with a proximity of the characteristic intensity of the
contact to meeting a first intensity criteria;
while producing the tactile output that has the first tactile
output profile, detect a second increase in the charac-
teristic intensity of the contact on the touch-sensitive
surface; and
in response to detecting the second increase in the char-
acteristic intensity of the contact on the touch-sensitive
surface:
in accordance with a determination that the character-
istic intensity of the contact on the touch-sensitive
surface meets the first intensity criteria, produce a
second tactile output that has a second tactile output
profile that is different from the first tactile output
profile; and,
in accordance with a determination that the character-
istic intensity of the contact on the touch-sensitive
surface does not meet the first intensity criteria,
continue to produce the first tactile output that has
the first tactile output profile and vary the output
parameter in accordance with the second increase in
the characteristic intensity of the contact based on
the proximity of the characteristic intensity of the
contact to meeting the first intensity criteria.

#* #* #* #* #*



