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pixel selector, to select a pixel from an image to be printed, wherein the pixel is associated to a group of device state probabilities,
wherein each device state probability describes a probability of choosing a particular device state, wherein each device state describes
the quantity of each colorant to be used in correspondence of the pixel. The device may comprise a device state determiner, to choose the
device state for the selected pixel on the basis of the device state probabilities associated to the selected pixel. The device may comprise
a feedback chain, to diffuse device state probability errors to pixels to be subsequently selected. The feedback chain may include a
selected pixel error determiner, to determine device state probability errors for each device state probability of the selected pixel. The
feedback chain may include a neighbouring pixel selector, to choose neighbouring pixels among the pixels to be subsequently selected.
The feedback chain may include a neighbouring pixel error modifier, to modify, for each neighbouring pixel, the determined device
state probability errors according to criteria conditioned by metrics and/or classification data associated to the selected pixel and/or a
group of previously selected pixels and the relative position between the neighbouring pixel and the selected pixel. The feedback chain
may include an error diffuser, to diffuse the modified device state probability errors to the neighbouring pixels.
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Error diffusicn for printing

BACKGROUND

i1} Imaging systems may prepare images to be represented (g.g., printed and
displayed). In imaging systems based on a device stale probability pipsline, such as the
Halfione Area Neugebauer Separation (HANS) pipeling, colors are freated as siatistical
distributions of device states. A per-pixel decision determines the final color state for the

representation of each pixel

DESCRIPTION QF THE FIGURES

4 Fig. 1 shows a device according {o an example;

§33 Figs. 2a-2d show different patterns of error diffusion according 1o examples;
{4} Figs. 3-5 show devices according to examples.

{5} Fig. € shows a method according 10 an example.

{6} Fig. 7 shows a non-transitory storage unit according 1o an example.

DETAILED BESCRIPTION

{73 Hereinafter, examples are mainly dirscted {o printing systems and msthods, e.4g.,
using ink-jet printers, laser printers, xerographic printers, three-dimensional (3D} printers or
other printers.

{81 Print pamits {0 represent images 1o human eye or obiain objects. Print may be bi-
dimensional {(2D) print or three-dimensional {(3D) print, 2D print may be the result of a
number of colorants of different colors disposed on top of a subsirate (8.g., paper). Colorant
{e.q., ink} amounts are chosen for each printable color, With 3D print, a three-dimensional
obisct may be obtained by printing on a bed of bulld material. A printing system may include
a printer, which may be a 2D printer or a 3D printer. In certain cases, ths printer may be an
inkjet printer, for example g scanning inkjet prinier or a page wide array printer, The printing
system may comprise a pluralily of print elements. A print element may be a print head or
die. A page-wide printer may use, for example, an array of print heads, each print head
being a print element. A print head may include a plurality of nozzles, for example a print
head may consist of silicon pieces known as dies in which the printing nozzies are formed.
Each nozzle may be arranged o deposit drops of a printing fluid, such as ink, gloss or
varnish. There may be a sef amount of ink that is released in each drop, &.q., g large drop
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may have a different volume of ink to a small drop. Certain printers may deposit a plurality
of ink drops when an instruction is received {o actuate the nozzies, e.g., the printer may
receive a command kased on image data (o deposit drops of ink for a given pixel

§91 A color may be defined with reference 10 a parlicular representation model, such as
Red-Green-Blug, RGB, color space or Cvan-Magenta-Yellow-Black, CMYK, color space,
Other color madels inciude the Intermnational Commission on Hiumination (CIE) 1831 XYZ
color space, wherein three variables (X, Y and 'Z' or tristimulus valuas) are used to model
a color, and the CIE 1876 (L7, &%, b*-CIELAB) color space, wherein three variables represent
Hghiness (L™} and opposing color dimensions (&% and ™).

{101 A colorant may be a print material, e.g., ink, toner, fluid, vamish, etc. The colorant
may be defined with reference {0 a color space (which, in this case, may also be refaerred o
as colorant spacs), which comprisses the colors that may be obtained by a particular printer
{or computed in a particular printing system).

§113  For each pixel, the colorant t© be actually applied on the substrale may be defined
in a different space {device space). For example, the Neugebauer primary (NP) apace
includes gl the possible combinations that may be chosen for one pixel i a printer
produces one single drop of one single ink for sach pixel, a NP can be one of 2%
combinations of k inks. If the colorants are Cyan, Magenta, Yellow (CMY), eight NPs are
defined: C, M, Y, C+M (referred to as OM), C+Y (CY), M+Y (MY}, C+M+Y {CMY), and K
(Blank indicating an absence of ink, which may be while in case of white paper). it may
aiso be possibie o use multi-level printers, whose print heads are able {o deposit N drop
ievels: a NP may be for example, one of (N+1}* combinations. if, for example, two drops of
ink can be applied for sach of three inks, 3° NPs are dafined.

121 Halfloning iechnigues may permit representing images, originally expressed as
continuous tones/intensities (g.g., grey scales), by using a limited number of inks {e.g., only
black and white). Human eyes tend o filter images. For example, humans perceive patches
of black and white marks as soms Kinds of average grey when viewsd sufficiently far away.
{131 An example of halffoning technigue is the HANGS pipeling, in this technique colors
are ireated as stafistical distributions of device siates. An original imags data can comprise
color data as represented in a color space {e.q., pixel representations in an Red-Green-
Blue, RGB color space, represented as intensities). Then, the color data can be mapped
from the first (RGE) color space to a device stale probabilily space, such as the Neugebauer
Primary area coverage {(NPac) space, so thal an image comprises pbels whose color
vaiues are definad in ferms of probability distributions for each particular NP and for each

particuiar pixel.
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{14} Each pixel of an image may be described with a group of device state probabilities,
&.g., & NPac vecior. Each componeant of the NPac vecior defines the probability of choosing
aach NF:

12 for W (blank or White, where the substrate is white};

{3 for C;

2{8 for M;

gfory,

3/9 for CM;

148 for CY;

179 for MY,

173 for CMY.
{181 In this case, the highest probability is associated o the device state CM (one drop
of Cyan and one Drop of Magenta), which accordingly has the highest likelihood of being
chosen as final device stats.
{1681 Once an image is defined In terms of device state probabilities {e.g., NPacs), &
choice is {0 be made to determing the actual device state for each pixel {g.q., the choice of
ane particular NP from the NPac vector). Such a determination is in general not an easy
task, a5 it may cause unwanied arlefacts. i, for example, the delermination of the aclusl
device siate is performed by always choosing the NP with highest value in the NPac vecior,
the image will suffer, for examples, of quantization errors and will appear unnatural 10 8
human observer. In some cases, the image may appear posterized: it can suffer of a low
varigly of colors, presenting a limited number of big islands of one single color.
173  Techniques are aimed ai rendering more natural the appearance of halftoned
images. According o some techniques (E.g., PARAWACS), the final device stale is
madified by using weights oblained from a random matrix: hence, the image appears less
posterized, as there is the random possibility that the final device state is modified for some
pixels, According to other {echniques (e.q., feedback-based lechniques), the final device
state is defermined by sequentially selecting the pixels according 0 a sequence and, after
having chosen the final device state for one selected pixel, updating the NPac vector for
adiacent or neighbouring pixels which are o be seleciad subsequently. For example, afler
having chosen the final device state for the selected pixel, the probability of non-chosen
device states will be increased for subsequently selecled pixels, while the probability of
previcusly chosen states will be reduced for subsequently selected pixels. For example, if,

for NPacy, CM is chosen, the probability of choosing CM in subsequent {adjacent or
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neighbouring) pixels will be reduced, while the probability of choosing other NPs will be
increased.

{18] In some of these feedback-based techniques, a so-called error diffusion may be
processed. Accordingly, the emor in one pixel s summed o the subsegquent pixels. An
axample may he provided hased on two adjacent or neighbouring pixels 1 and 2, associated
to two device probabiiity vectors NPac, {described above), and NPac,. For pixal 1, with
probabilities described by NPagy, CM, with probability 3/9, has been chosen as final davice
state: the error for the component CM s 1-3/8=6/9, and a value associated 10 6/9 is therefore
subiracied from the probability associaied o CM for pixel 2. For pixel 1, the error for the
component M is 0-2/9=-2/8, and a value associated o -2/8 is subtracted from the probability
of choosing M for pixel 2. Therefore, the error diffusion tends {o decrease the probability of
choosing CM and increase the probability of choosing M for pixel 2.

{191 The errors are often diffused {0 a mulliplicty of subsequent, adjacent or
neighbouring pixels. The errors are weighied using egqual or different weights. For example,
the error 8/9 for the component CM may be scaled {e.g., through mulliplication) by a fixed
goefficient which may be 74 (1o oblain 6/9%1/4=0. 166667 ) and distributed {o four subsequent,
adiacent or neighbouring pixels. This is in an altempt of achieving a more disiributed error
diffusion. In alternative, the method of Floyd-Sleinberg is also based on using fixed
coefficients (weighis): 7/16 of the error is diffused to the pixel at the right of the selecled
pixel; 3/16 of the error is diffused to the pixel ai the hottom-lefi; 5/16 of the error is diffused
o the pixel below,; and 1716 is diffused o the pixel at the botlom-right. Different weight
distributions may also be conceivad.

{201 There is not one single weight distribution which is oplimal for any image. In some
cases, il is preferable (0 maintain the lines of the image, while in ofher cases it is preferred
o increase sharpness.

{213 i has been noted that artefacts may be dependent on the content of the image. For
example, lighter iones are more prone {0 generale repetitive patterns, which appsar
unpleasant to human evye.

{221 Further, in some error diffusion technigues, there arises the possibility of choosing
an evidently incorract NP: a large arror in one NP can propagate in a wrong direction, aven
{¢ pixels which shall nol present that NP, by virtue of error accumulation at previous pixels,
Accordingly, the contour of the edges may result imprecise.

{23} Technigues which permit {0 select appropriate weight distributions on the basis of
{he content of the images are here preseniad.

{241 Fig. 1 shows a device 100. The device 100 may be a device for hailftoning and, in

gase, printing. The device 100 may convert an image 102 defined in g color space {8.4., &
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Bitmap) or an image 104 defined in a device state probabilily space {(e.g., NPacs) inio an
image 106 defined in a device state space {(e.g., NFs chosean for sach pixel).

{251 Insome examples, the device 100 may comprise a device siate probability generator
118, which may transform pixels defined in 3 coior space {e.¢., RGB, OMY, ele.) into pixels
defined in a device state probability space (e.g., a space defined in terms of NPacs). A
lookup table, LUT, 112 may be used by the device stale probability generator 110, which
associates colors {e.g., as defined in terms of R, G, B componenis) inio siatistical valuss
{e.g., as defined in terms of probabilities of choosing sach NP). The LUT 112 may be siored
in a siorage device {e.g., a non-ransitory siorage device) and/or may be based on
calibration data obtained during a calibration session. In some examples, the elements 110
and 112 are not used, and the device 100 may direclly receive the image 104 defined in
terms of device siate probabilifies,

{261 The device 100 may comprise a piel selector 114, The pixel selector 114 may
iteratively select, one afier the other, pixels ofthe image 104 {e.g., all the pixel of the image).
The pixel selector 114 may choose a first pixel {seed) which may be, for exampie, the pixel
at the most leff and highest posifion among the all pixels of the image. Subsequently, other
pixels of the image will be sequentially chosen, according to a path which may be defined
a priorl. For example, a serpentine path may be used: after having selected one pixel, the
subseguent pixel may be in the botiom, in the right or in the left. Pixel by pixal, all the pixels
of the image {(or at least a majority thereof) will be selected. The path may be
poustrophedonic when arriving at the marging of the image, the pixels are selected in
reverse direction. Reference numeral 116 indicates the particular pixel which has been
selecied at each iteration.

{271 The device 100 may comprise an error diffuser 118, The error diffuser 118 may
subtract previously oblained errors {in a weighlied version) from the device state
probabilities (NPacs). The error diffuser 118 may provide, for the selected pixel 116, a NPac
120 which keeps into account errors {residuals) associated (o deferminations carried out of
the previcusly selected pixels. s noled, however, that § is not strictly necessary that the
arror is diffused o the pixels that will be ssiecied immediaiely subsequently: the srror is
diffused fo pixels which will be subsequently selected, even if not necessarily at the
irimediately following Hteration.

{281 The device 100 may comprise a device stale delerminer 122, The device state
determiner 122 may choose, for the sslected pixel, ong particular device state. The choice
may be carried out by keeping inio account the probabilities (updated with the diffused
airors) associated 1o each device state. Basically, by choosing the final NP from each NPag,
a conversion from NPacs into NPs is performed. The conversion may follow additionsl
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steps, such as random or pseudo-random modifications. For example, the final device state
may be modified by modifying NPacs with further weights obtained from a random matrix
{e.g., a matrix normally used for PARAWACS techniques). In other cases, the device state
determiner 122 may choose the device stale associaied o the NP with the highest
probability in the NPac, for example.

{291 Astorage device may he used to store, iteration by Reration, the device state of each
sglecied pixel, s0 as fo form an image 106 defined as a collaction of NiFs,

{301 The chosen device state is one of the NPs for each selected pixel. f CM is chosen,
then the printer will generate a halfione pixel with one drop of Cyan and one drop of Magents
combined with each other .

{31} The device 100 may present a fesdback chain formed by a plurality of components
aimed at diffusing the device siats probability srror. The fesdback chain may compriss, inter
alia, the error diffuser 118, a selecied pixsl error determiner 124, g nsighbouring pixel
sglector 130, and a neighbowring pixel error modifier 128, At each iteration, the feedback
chain prepares sror information which is (o be used at subsequent iterations.

{32 The device 100 may comprise g selected pixel error determiner 124, to determing
{he device state probability error for each device stale probability of the selected pixel. The
device 100 may use information 123, provided by the device state determiner 122,
indicating which NP has been chosen. For example, if a particular NF has been chosen
{e.g., CM}, the selecied pixel error determiner 124 will be aware of that.

§331 The selected pixel error determiner may oblain the error (residual) 126 for sach NP
of the NPac associated 1o the selected pixel. The selected pixel srror determiner 124 may
obtain both the knowledge of the NP chosen at the device stale determiner 122 and the
kniowledge of the NPac 116 from which the NP has been extracted. Therefore, the selected
pixel error determiner 124 may be input with the information 123 on the chosen NP and the
NP ac originally associated {o the selected pixel 116, In particular, the input 118 refars (o
{he NFac upstream 1o the error diffuser 118, e, the NPac as defined by the device state
probabitity generator 110 (and not the NPac after error diffusion).

{34] The error associated to the chosen NP {e.g., the CM in the vector NFac,) may be
calculated as 1 — NPqy, where NPcys is the probability (3/8) associated to CM in vector
NPacs. The emror associated {0 the non-chosen NPs will be 0 — NP, {with NP, being the
probability associated to each i NP, exchuding CM, which has been selsectad).

[38] The device 100 may comprise a neighbouring pixel selecior 130. The neighbouring
pixel selector 130 may be input with information regarding the selected pixal 118, The
neighbowing pixel selector 130 may therefore choose a collection of neighbouring pixels
132 which are in the neighbourhood {0 the selected pixel 116, For example, pixels adjacent
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or neighbouring 10 the selected pixel may be identified by the neighbouring pixel selecior
130, For example, the pixel at the right side of the selected pixel, the pixel helow the
sglected pixel, eic., may be chosen as neighbouring pixels. Notably, however, the
neighbouring pixel selector 130 is not necessarily bounded to select, as neighbouring pixels,
those pixels which are immediately adjacent to the selected pixel 118, In examples, the
neighbouring pixel selector 130 may selsct, as neighbouring pixels, an area in which some
pixels are not immediately adjacent to the selected pixel 118, In examples, the neighbouring
pixet selector 130 may, for example, vary the area of neighbouring pixels for different
iterations. In examples, the selecied neighbouring pixels are pixels which are not already
selected by the pixel selector 114, and for which the final device state (NP) has not been
determined al the current Heration. The neighbouring pixels 132 are pixels which will be
subsequently subjected fo error diffusion on the basis of the currently selectad pixel 1186,
However, the order according o which the neighbouring pixel seleclor 130 selects the
neighbouring pixels is not necessanily the same of the order {&.¢., boustrophedonic ordern
according o which the pixel selector 114 selects the pixels {o be processed: therefore, itis
not strictly guaranteed that the neighbouring pixels 132 will be processed in the immeadialely
subsequent iterations. In sxamples, the selection of the neighbouring pixels s pra-
astablished and/or fixed.

{367 The device 100 may comprise a neighbouring pixel error modifier 128. The
neighbouring pixel error modifier 128 is in general aware of the neighbouring pixels 132
which will be subjected {0 error diffusion. The neighbouring pixel error modifier 128 is in
gensral awars of the device state probability errors 126 provided by the selectad pixel error
detarminer.

{371  The neighbouring pixel error modifier 128 may provide, during subsequent Herations,
arvor information 134 (o the error diffuser 118, s0 as o diffuse the probability errors 128
the NPacs 118 associated o the piels which will be selecied in subsequent sleps.
Basically, the error information 134 will be provided o the error diffuser 118 afier that, in
subsequent iterations, the pixel selecior 114 has selected those pixels which, at the current
iteration, are the neighbouring pixel 132 selected by the neighbouring pixel selector 130
Theyefore, in subsequent terations, the selected pixels 116 will be subjecied to ermor
information 134 based on the device siate probability errors 126.

{381 Ingeneral terms, the ervor information 134 may be a weighied version of the device
state probability error 126. The weights may bs, for sxample, cosfficients in the interval {0,
11 According o a user’s sslection, the weights may be chosen so that theirsumis 1, greater
than 1, or iower than 1. The weights may be distributed among the neighbouring pixels 132
sefected by the neighbouring pixel selecior 130.
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{381 More in general, the neighbouring pixel error modifier 128 may modify the probability
arors 126 s0 as o diffuse the probability errors 126 differently 1 each neighbouring pixal
132.

§401  In exampies, the neighbouring pixel error modifier 128 may diffuse the probability
agirors 126 according io different criteria. For example, different criteria may cause a
different distribution of weights, with possible different conseguences on the impression
provoked to & human observer,

{411} In examples, the criferia may be defined s0 as to be conditioned by metrics 138
and/or by classification data 140, Different metrics or different classification data may imply
a different distribution of weights,

{42} Hence, a dynamic or conteni-based distribution of weights may be achieved: the
weighis are distributed according {0 a fashion which is daterminad by the content ifself, and
are, in general not constant for different selected pixels and not necessarily equal 1o sach
other for the same seiected pixel.

{43] Figs. 2(a)-2(d} show different patterns of pixels that may be processed according
exampies associsted {o different criteria for diffusing the probability errors. While the
patterns show four neighbouring pixels for each selected pivel, different numbers of pixels
may be chosen according to different examples. For example, the number of pixels may be
varied, 8.g., according {o design opiions.

{441 Fig. 2(a8) shows a pattern 200a of pixels according to an exampile. A currently
selected pixel 202 {which may correspond 0 the seiecied pixel 118 for which, at 3 surrent
iteration, the final device siate is 1o be chosen) permits, after having determinegd the final
device state (NP} {o be used pro printing, 1o determine how 1o diffuse device state probability
erors 1o naighbouring pixels 204-210. The final device siale for neighbouring pixels 204-
218 is not determined at the current iteration. However, at the current lleration it is intended
to deflermine how o diffuse the device stale probabilifies error among the neighbouring
pixels 204-210 {a.g., how fo daterming weights which will scale the device state probability
error 128),

{45] According to examples, criteria may modify the error distribution among the
neighbouring pixels 204-210 in function of meirics based on the original color data {&.g.,
exprassed in R, G, B coordinales; of the seleciad pixel in the image 102, For exampie, the
weight of the neighbouring pixel 204 may be expressed as M{RGRB), the weight of the
neighbouring pixel 206 may be expressed as f2(RGB), and sc on.

{461 Forexample, it is possibie to choose different functions (weights) f1...14 on the basis

of the tone of the pixel in the original image 102, In some examples, g less uniform esror
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distribution may be chosen in case the selected pixel 202 has a lighter tone, and a more
uniform error distribution in case the selected pixel 202 has a darker tone.

{471 E.g., it is possible to increase the weight {1 to the neighbouring pixel 204 (pixel
ahead) for lighter tones and reducing the weights 2. .14 of the neighbouring pixels 206-210
{pixels helow and behind) in such a way that the neighbouwring pixels 208-210 appear cut of
synchronism with respect o the selected pixel 202 and the neighbouring pixel 204, In
sgveral cases of imagss with lighter tones, in fact, the resultis a less reguilar, more pleasing
pattern. A benefit is reducing clustering and repetlitive patlerns.

{487 To the contrary, € the {one of the selected pixel 202 has a reduced lighiness, the
criterion chooses more compact weights f1.,.#4.

{481 Fig. 3 shows an example of a neighbouring pixel error modifier 128a which
gensrates the pattern of Fig. 2{(a). The device stale probability errors 126 are modified, (o
obtain error information 134 o be provided to the error diffuser 118 according o criteria
conditioned by color data (8.9., tong) of the selectad pixel 202 {116}

{501 The neighbouring pixel error modifier 128a may be input with metrics 138a which
may comprise a {one of the selecied pixel. The metrics 138a may be provided by a melrics
measurer 143a, which may be, for example, a tone measurer. The {one measurer may
determine the tone as the sum of the R, G, and B components of the pixal in the color space,
2.g., 88 in the original image 102.

{511 The neighbouring pixel srror modifier 128a may comprise a weight definer 150a
which delermines the funclions 1. f4 {(weights} which are 10 be associaled {o the
neighbouring pixels 204-210 to properly madify the probability error 123, In some examples,
the lighter the tone of the selectad pixel 202, the more differentisted are the weights among
different neighbouring pixeis,

{521 The neighbouring pixel error modifier 128a may comprise a device state probability
arror soafer 152a, which scales {e.g., by muitiplicalion) the device sigte probability errors
126 by the weighis 71...#4. Each device staie probability error 126 may be a vector of errors,
each associated 10 a NP contained in the NPacs vector associated {o the selected pixel
202. Each component of the device stale probability error 128 may be multiplied by each
weight 1.4, Therefore, the reference numeral 134 refers in this example to four error
vectors (each ¢of the four error veglors, associated {o ong of the neighbouring phels 204-
218, being derived by multiplication of a respective device state probability error 126 with
one of the four weights ¥1...14). Each of the four vectors will therefore be used in one of
subsequent iterations, for diffusing the probability errors 128 o the neighbouring pivels 204~
210 (the four subsequent erations will be those iterations for which one of the neighbouring

pixels 204-210 will become the selected pixel 116).
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{331 Fig. 2{b) shows a patiern 200k of pixels according t© an example, with a currently
selectsd pixel 202 and neighbouring pixels 204-210.

{54] According to examples, the criteria may modify the emror distribution among the
neighbouring pixels 204-210 in funclion of metrics based on the device state probabilities
{e.g.. NPacs) of the selected pixel in the image 104, For example, the weight of the
neighbouring pixel 204 may be expressed as n1{NPac); the weight of the neighbouring pixel
2086 may be sxpresssd as n2{NPac), and so on.

{35} For example, it is possible o choose different functions nt.. .nd on the basis of the
vaiues of the components of the NPac of the pixel in the image 104,

{56] For example, if the greatest error among the components of the vector forming the
probability errors 126 is in MC, then an increased weight will be assigned, among the
neighbouring pixels 204-210, 1o that pixel for which the device siate probability of MC is the
highest. A reduced weight will be given {0 the pixels having a low device state probability of
MC.

{571 In exampies, increased weight may be assigned o a neighbouring pixet which has
tendentially higher device sigie probabilities corresponding to device siates associated {0
higher probability arrors.

{381 In examples, NPs with higher errors may be associated to neighbouring pixels
having higher probability for the same NPs.

{581 In examples, the criteria may define that, if a NP probability ervor is over a NP
probability error threshold, higher weights will De assigned 10 neighbouring pixels having
the probability for the same NP over a NP probability threshoid.

{601 More in general, the error diffusion may be based on correspondences betweaen
each of the device sigie probabilily errors associaied o the seiecied pixel and each of the
daevice state probabilities for sach of the neighbouring pixels. Among the ngighbouring
pixels 204-210, a greater weight may be assigned © the pixel with most of the
correspondences between the errors in the NP's {at the selecisd pixel) and the probabilitiss
of the NPs in the NPac vector (&t the neighbouring pixel}.

{811 In particular, the probability of choosing an evidently incorrect device state is
reduced: a large error in one NP will not necessarily cause the print of the NP in a pixel
where it is not intended. The octurrence of the choice of g device siate that has zero
probability at @ pixel may be avoided. Therefore, an increased sharpness is obtained. In
particular, the edges and the {exiures are better preserved.

{621 Fig. 4 shows an example of & neighbouring pixel error modifier 128b which
generates the patiern 200b of Fig. 2(b). The neighbouring pixel error modifier 128b may
madify device siale probability errors 126 {o oblain error information 134 {0 be provided (o
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the error diffuser 118 according to criferia conditionad by the NPacs of the neighbowring
pixels,

{631 The neighbouring pixel error madifier 128b may be input with metrics 1380 which
may comprise metrics associated o the probability of each NP for the neighbouring pixels
204210, The neighbouring pixel error modifier 1280 may be input with metrics 138b which
may comprise metrics associated {0 the NP probabiity errors as obtained by the selected
pixel error determiner 124. The metrics 138b may be provided by a metrics measurer 148b
which comprises a first metrics measurer 14857 which, for each NP, takes into account the
probably of each NP, and a second metlrics measurer 14807, which takes into consideration
the error for each NP. The metrics measurer 148b may provide, for each neighbouring pixel,
the NP with highest probability (1380}, The melrics measurer may provide the probability
arror 138b7 associated o each NF of the selected pixsl 202 (116).

{641 The neighbouring pixel srror modifier 1280 may comprise a comparer and weight
defingr 150 which may choose funclions nt.. . nd {0 be associated o the neighbouring
pixelsa 204-210 on the basis of comrespondences between NP probabilities of the
neighbouwring pixels and the NP probabilily errors of the selected pixel 202 {(118). In
examples, the highest weight may be assigned {0 ths neighbouring pixel having ths highest
probability for the NP which is subjecled 1o the maximum NP probability error,

{687 The weights nt...nd may be used ai scaler 1520 to scale NP probability errors 128,
which may be subsesguently used for diffusing the errors differently for the different
neighbounng pixels,

j68] Fig. 2(c) shows & patiern 200¢ in which the error diffusion is determined, for each of
the neighbouring pixels 204-210, on the basis of the device stale value chosen for the
selected pixel 202 (118} {a.q., by the device siale determiner 122). In this case, the error
diffusion may interest a reduced group among the components of the NPag vector. For
example, weights g1...g4 are used for some particuiar NPs, and are not used {or are defined
as 0) for different NPs. Let be assumed, for example, that only NPs with C are chosen.
Therefore, the error will be diffused only in the components C, CM, CY, bhut the no error
diffusion will be parformed on the componenis Y, M, YM, B, as no C is implied. This is how
10 limit the error diffusion to a particular veciorial subspace, while avoiding the error diffusion
in the complementary vectorial subspace. Hence, if in the NPac some NP have zero
probability, they will not participate to error diffusion.

{671 Hence, itis possible to define different weighis for different probabiiilies associated
{0 the same selected pixel

{681 In examples, the criteria for diffusing the errors may be different for different device

states. Just (o give an exampie, £ may be possible to use first critenia (.9, associaled o
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the tone of the selected pixel) for g first group of NPs, and second criteria for a second
group of NPs.

{681  Accordingly, it is possible to optimize the print for a particutar ink, hence resulting in
smoother prints.

{701 Fig. 4 shows a patiern 200d in which, according to the criteria, error diffusion is
determined, for each of the neighbouring pixels 204-210, on the basis of metrics associated
{0 some particular attributes of the pixel or a2 neighbourhood of pixels, The weights, here
identified as .. 14, may vary according to the attribute.

{71} Forexample, it is possible 10 check whether the error diffusion will change atiributes
of the neighbouring pixel, For example, it is possible o frv a plurality of error diffusion mode
candidates and to choose the error diffusion mode which Isast modifies the atiribute. For
sxample, it is possible 1o assign increased weights o the neighbouring pixels which least
change the attribute. For example, in case the criferia is o minimize the lighiness contrast
petween neighbouring pixels, larger weights are provided o those neighbouring pixels
which would minimize the change in lighiness confrast.

{72% Fig. & shows a neighbouring pixel error modifier 128d which may be used for
obtaining the patiern 200d according {0 a criteria based on a particular afiribute. A weight
definer 1580d may define a collection of weights I1.. 1K, These weights may scale, at scaler
1824, the device stale probability errors 128, 1o obtain error information 134, The weight
definer 150d, through the command 1680, mainiains open a switch 162 which does not
parmit to provide the error information 134 1o the error diffuser 118, However, the obtained
arror information 134 may be provided 1o an atiribule simulator 1684, which simulaies the
results of the print (with the paricular weights 11, 1K) for a particular attribute {e.q., lighiness
contrast). A metrics 138d associated io the ailribuie may be measured by the melrics
measurer 150d. On the basis of the metrics 1384, the weight definer 150d may decide for
a different onllection of weights 1.1k Hence, a plurality of ilerations are altempted for
obtaining the best collection of weights. When the best coliection of weights is determined
{e.g., thal that minimizes the lightness conirast}, the switch 162 may be closed by command
160 and the weighted error information 134 may be provided {o the error diffuser 118, By
examining the result for several simulations, the most appropriated error diffusion mode
may be selected,

{731 In addilional or gliernative, the weight definer 150d may choose decide among a
plurality of criteria, such as one of those discussed above. The chosen criterion may be the
one that permiis {o obtain the minimization of the lightnass confrast.

{74] Back to Fig. 1, classification data 140 may be used in addition or alternative
metrics 138,
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{75} For example, each pixel may be associated fo classification data such as “line”,
“‘photographic content”, “text”, "businegss”, gic. The classification data may be used o define
different error diffusion modes {e.q., different weighis) for different neighbouring pixels, For
axampie, i the selected pixel 202 and the neighbouring pixel 204 are classified as "iing”
while the neighbouring pixels 206-210 are not classified as “ling”, a greater amount of the
error willt be diffused from the selecled pixel 202 {0 the neighbouring pixel 204, while g
reduced amount of error will be diffused 1o the remaining neighbouring pixels 206-210.
{761 In the examples above, reference has been made 0 melrics associated © the
surrently selecled pixel In addition or altemative, the melrics may aiso relale 0 previously
selected pixels or 1o both previously selected pixels and the cumrently selected pixel. For
example, aggragate data (e.q., inlegrals daia) and/or statistical data (e.qg., average values)
may be used as metrics for calculating the weaights.

{771 Fig. 6 shows a method 800, The method 600 may be implemented, for example,
using equipment discussed above. Al siep 602, the method may comprise iteratively
selecting pixels of an image. Each pixel may be associaied 10 a vector of device state
probabilities. Each element of the vector may relale {o g probability of choosing a pariicular
device state. Each device state may describe the quanitity of each colorant o he used in
correspondence of the pixel. Al step 804, the device state is chosen for a currently selscted
pixel on the basis of the device siate probabilities associated © the sslectad pixel At step
808, device state probability errors are diffused to pixels 1o be selected in subseguent
ferations. For exampie, & is possible t© weight differently errors diffused in different pixels
according {0 measuremesnis obfained from the currently selectsd pixel and/or on praviously
selecled pixels and/or classification data.

{78} Fig. 7 shows g processor-based system 700, The sysiem 700 may comprise a
printer 702 and a processor-based system 704 comprising a processor 706, The processor
706 may communicale with the printer  through an inputfouiput, O, porl 708, The
processor-based system 704 may comprise a non-transitory storage unit 710. The non-
fransitory storage unit 710 my comprise instruction which, when executed by the processor
706, may perform the method 600, In particular, the instructions 800 may guide the
processor (o select & pixel associated to device stale probabilities describing probabilities
of choosing parlicular device slales describing quaniities of colorant {o be used in
correspondence of the pixel. Further, the instructions may guide the processor (o choose a
device state for the pixel on the basis of the device state probabifities. The instructions may
cause the processor to diffuse device stale probability errors o pixels {0 be subsequently
selected. The instructions may cause the processor o delermine, for the pixels o be
subsegquently selecied, device stale probability errors. The instructions may cause the
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processor to choose neighbouwring pixels among the pixels {o be subsequently selected.
The insiructions may cause he processor o modify a neighbouring pixel arror, {0 modify,
for sach neighbouwring pixel, the determined device siate probability errors according to
weighis condifioned by metrics andior classification dals associgied {o the pikel andior a
group of previously selected pixels and the relative position between the neighbouring pixel
and the selected pixel. The instructions may cause the processor to diffuse the modified
device state probability errors o the neighbouring pixels,

{791 Generally, examples can be implemented as g compuler program product with a
program code, the program code being operative for performing one of the methods when
the computer program product runs on a computer. The program code may for example be
stored on & machine readable camier.

{807 Other examples comprise the computer program for performing one of the meathods
described hersin, stored on a machine readable carrier.

{811 In other words, an example of method is, therefore, a computer program having a
program code for performing one of the methods described herein, when the computer
program runs on a computer,

{821 A further exampie of the methods is, thersfore, a data carrier {or a digital storage
medium, of a computer-readable medium) comprising, recordsed thereon, the computer
program for performing one of the methods described herein. The data carrier, the digital
storage medium or the recorded medium are typically tangible and/or non-transitionary.
{831 Adfuriher examplie of the method is, therefore, a data stream or a sequence of signals
representing the computer program for performing one of the methods described herein.
The data stream or the sequence of signals may for exampie be configured 1o be transferred
via a data communication connection, for example via the Inlernel

ja4] A further example comprises a processing means, for example a computer, or a
programmabie logic device, configured © or adapted o perform ong of the methods
described hersin.

{857 A further example comprises a computer having installed thereon the compuler
program for performing one of the methods described harein.

{861 A further example comprises an apparatus or a aystem configured to transfer (for
exampie, slectronically or optically) a compuder program for performing one of the methods
described hergin to a8 receiver. The receiver may, for example, be a computer, a mobile
device, a memory device or the fike. The apparatus or system may, for example, comprise
a file sarver for fransferring the computsr program o the receiver.

{871 In some examples, a programmable logic device (for example g field programmable
gate array) may be used fo perform some or all of the functonaiities of the methods
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described herein. In some examples, a field programmable gate array may cooperate with
a microprocessor in order to perform one of the methods described hergin. Generally, the
methods are preferably performed by any hardware apparatus,

{881 The apparaius described herein may be implementad using a hardware apparatus,
OF USINnG a computer, or using a combination of a hardware apparatus and a computer,
{831 The apparaius described herein, or any components of the apparatus described
herein, may be implemented at least partially in hardwars.

{801 The methods described herein may be performed using a hardware apparaius, or
using a computer, or using a combination of a hardware apparatus and a computer,

{911  The methods described herein, or any componenis of the apparatus described
herein, may be performed at least partially by hardware.

{921 The above described examples are merely illustrative for the principles discussed
above. If is understood that modifications and variations of the arrangements and the details
described herein will be apparent (o others skilled in the arl. s the intent, therefore, lo be
limited only by the scope of the impending paient claims and not by the specific details
presented by way of description and explanation of the examples herein.
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CLAIMS

1. A device comprising:

a pixel selecior, {o seledt a pikel from an image (o be prnted, wherein the pixel is
associated o a group of device stale probabilities, whersin each device state probability
describes a probability of choosing a particular device siate, wherein each device sfate
dascribes the quantity of each colorant o be used in correspondence of the pixel;

a device siate determiner, io choose the device state for the selected pixel on the
pasis of the device state probabilities associated © the selecied pixel;

a feedback chain, to diffuse device siate probability emors {0 pixels {0 be
subsegquently selected, wherein the feedback chain includes:

a selected pixel error determiner, (0 determine device state probability errors
for gach device state probability of the selected pixel;
a neighbouring pixel seleclor, o choose neighbouring pixels among the
pixels (o be subsequently selected,
a neighbouring phel error modifier, o modify, for each neighbouring pixel,
the determined device siate probability errors according to criteria conditionad by:
metrics and/or classification data associated o the selected pixel
andfor a group of previously selectad pixels; and
the relative position between the neighbouring pixel and the selected
pixal, and
an srror diffuser, 1o diffuse the modifisd device state probability errors o the

neighbouring pixels.

2. The device of claim 1, wherein the neighbouring pixel srror modifier is to
modify the determined device stale probability errors according 1o criteria condilioned by
color data of the image to be printed.

3. The device of clalim 1, wherein the neighbouring pixel error modifier is ©
modify the determined device staie probability ervors according o criteria conditioned by
the one of the selected pixel, the criteria being s as 10 cause, among the neighbouring
pixels:

a less uniform error distribution among the neighbouring pixels in case the selected
pixel has a lighter Ione; and

a more uniform ervor distribution among the neighbouring pixels in case the selected
pixel has g less light tone.
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4, The device of claim 1, wherein the neighbouring pixel error modifier is (o
madify the determined device siate probability errors according io criteria conditionsd by
device stale probabilities of the image o be printed.

5. The device of claim 1, wherein the neighbouring pixel error modifisr is {o
madify the determined device siate probability errors according 1o criteria o diffuse the
device state probability errors on the basis of correspondences belween:

each of the device state probability errors associaled {o the selected pixel, and

each of the device state probabilities for each of the neighbouring pixels.

5. The device of claim 1, wherein the nsighbouring pixel error modifier is (o
madify the determined device state probability srors according o oriteria to diffuse the
device siale probabilily errors 50 thal, if a device siate probability error is over a device slate
probability error threshold, higher weights are given o neighbouring pixels having the
probability, for the same device state, over a NP probability threshold,

7. The device of claim 1, wherein the neighbouring pixel error modifier is ©
madify the determined device siate probability errors so as to

increase weights for neighbouring pixels whose higher device state probabilities
correspond {0 device states associated o higher probability errors; and

correspond 1o device stales associaled o lower probability errors or vice versa.

8. The device of claim 1, wherein the neighbouring pixel error modifier is ©
madify the determined device state probability errors according o criteria which are different

for different probabilifies associated 0 the same selected pixel

9. The device of claim 1, wherein the neighbouring pixel error modifier is (o

avoid error diffusion towards pixels which have zero probability for a selected colorant.

10. The device of claim 1, wherein the neighbouring pixel error modifier is ©
madify the determined device state probability smrors on the basis of criteria based on

multiple simulations on the effects of different modes for error diffusion.
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11, The device of claim 1, wherein the neighbouring pixel error modifier is ©
modify the determined device state probability errors on the basis of multiple simulations

performed with different criteria.

12 The device of claim 1, wherein the neighbouring pixel error modifier is ©
madify the determined device siate probabilily errors on the basis of a metrics based on

simulation of the lightnass confrast among pixels.

13. The device of claim 1, wherein the neighbouring pixel selector is {o select g

number of neighbouring pixels based on g selecied error diffusion distance.

14, A methad comprising:

feratively selecting pixels of an image, each pixel being associated {0 a vecior of
device siaie probabilities, wherein each element of the vecior relates {0 a probabiiily of
choosing a particular device siate, wherein each device state describes the quantity of each
goforant {o be used in correspondence of the pixel

at each iteration, choosing the device siate for a currenily selected pixel on the basis
of the device state probabilities associated o the selected pixsl;

diffusing device sinte probabilily errors {0 pixels 10 be selected in subseguent
iterations by weighting differently errors diffused in different pixels according to
measurements oblained from the currently selected pixel andior on previously selected

pixels and/or classification data.

15, A non-transitory storage unit storing instructions which, when execuied by a
processor, causs the processor to:

selact a pixel associgied o device sinte probabilities describing probabiliies of
choosing particular device siates describing quantities of colorant {o be used in
correspondence of the pixel;

choose a device state for the pixel on the basis of the device siate probabilities;

diffuse device state probability errors {o pixels to be subsequently selected;

determine, for the pixels to be subseguently selecled, device state probability errors;

choose neighbouring pixels among the pixels 10 be subsequently selected,;

modify a neighbouring pixel error, 1o modify, for each neighbouring pixel, the
detarmined deavice state probability errors according {o weights conditionad by:

metrics and/or classification data associated to the pixel andicr &

group of previously selected pixels; and
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the relative posilion between the neighbouring pixel and the selected
pixel, and

diffuse the modified device state probability errors o the neighbowring pixels.
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