
(19) United States 
US 20170212708A1 

(12) Patent Application Publication (10) Pub. No.: US 2017/0212708 A1 
SUHAS et al. (43) Pub. Date: Jul. 27, 2017 

(54) 

(71) 

(72) 

(21) 

(22) 

(60) 

DYNAMIC GARBAGE COLLECTION PAE 
POLICES FOR REDUNDANT STORAGE 
BLOCKS AND DISTRIBUTED SOFTWARE 
STACKS 

Applicant: Samsung Electronics Co., Ltd., 
Suwon-si (KR) 

SUHAS, San Jose, CA (US); Ashwini 
BATRAHALLI, San Jose, CA (US); 
Tameesh SURI, San Jose, CA (US) 

Inventors: 

Appl. No.: 15/133,205 

Filed: Apr. 19, 2016 

Related U.S. Application Data 
Provisional application No. 62/286,926, filed on Jan. 
25, 2016. 

120 

Blocks A, 
B, C 

y 7 

\\ A M 

Publication Classification 

Int. C. 
G06F 3/06 
H04L 29/08 
U.S. C. 
CPC .......... G06F 3/0652 (2013.01); G06F 3/0608 

(2013.01); G06F 3/0679 (2013.01); H04L 
67/1097 (2013.01) 

(51) 
(2006.01) 
(2006.01) 

(52) 

(57) ABSTRACT 
A Solid State Drive (SSD) (110) is disclosed. The SSD (110) 
may include storage (218) for data, and reception circuitry 
(203) to receive various instructions and data. The reception 
circuitry (203) may receive an instruction (257) from a host 
machine (105) to perform garbage collection, along with a 
selected P/E strategy (260). The SSD (110) may include 
garbage collection logic (209) to perform garbage collec 
tion, possibly with a delayed Program operation if an 
adaptive P/E strategy (1110) is selected. The SSD (110) may 
also include a mapping table (221) that may identify which 
pages were not Programmed before victim blocks (233,236) 
were erased, and therefore require replication during a 
delayed Program operation. 
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DYNAMIC GARBAGE COLLECTION PAE 
POLICES FOR REDUNDANT STORAGE 
BLOCKS AND DISTRIBUTED SOFTWARE 

STACKS 

RELATED APPLICATION DATA 

0001. This application claims the benefit of U.S. Provi 
sional Patent Application Ser. No. 62/286,926, filed Jan. 25, 
2016, which is hereby incorporated by reference. 

FIELD 

0002 This inventive concept relates to distributed stor 
age systems, and more particularly to performing garbage 
collection on Solid State Drives (SSDs) in distributed stor 
age Systems. 

BACKGROUND 

0003 Solid State Drives (SSDs) are rapidly replacing 
traditional hard disk drives in data centers. The cost per 
gigabyte of SSDs is slowly declining, and SSDs deliver an 
order of magnitude better latency and performance. 
0004 An SSD is a flash memory based data storage 
device. Data is stored in individual cells, which are orga 
nized into groups called a page. Pages in turn are organized 
into groups called blocks. The page is the Smallest unit that 
may be read or written: reads and writes are aligned at the 
page size. Even if the request involves a Smaller amount of 
data than a page, an entire page is read or written. 
0005. In SSDs, overwrites are not permitted. When exist 
ing data is changed, the page storing the data being changed 
is copied into an internal register within the SSD, updated, 
and then written to a free page. The old page is then marked 
as Stale or invalid, indicating that the data stored thereon is 
no longer valid. Stale data may not be overwritten, and must 
be reclaimed (via erasure) to be marked as free. This 
recovery operation is called garbage collection. 
0006 But while read and write requests operate on pages, 
pages may not be erased individually. The erase unit size is 
usually a block. 
0007. A block might contain some valid pages and some 
invalid/stale pages. In that situation, before the block may be 
erased, the valid data must be copied to a free page in 
another block (called a Program operation). Then, after any 
valid data has been copied out of the block, the block may 
be erased. Garbage collection includes both this Program 
operation and the erase operation: this combination of 
operations is called the Program/Erase (P/E) cycle. 
0008 If write requests arrive during garbage collection, 
they are stalled until garbage collection completes. In this 
situation, the write request incurs an additional latency equal 
to the sum of the latency required for the P/E cycle (beyond 
the latency required for the write operation itself). For 
critical writes, this additional latency may prove to be very 
costly. In addition, in heavy write workloads, garbage col 
lection will occur frequently, thus increasing the interference 
with read and write requests. 
0009. A need remains for a way to reduce the potential 
latency experienced by write requests due to the P/E cycle 
in SSDs in a distributed storage system. 

Jul. 27, 2017 

BRIEF DESCRIPTION OF THE DRAWINGS 

0010 FIG. 1 shows a host machine including Solid State 
Drives (SSDs) in a distributed storage system, according to 
embodiments of the inventive concept. 
0011 FIG. 2 shows details of the SSD of FIG. 1 and the 
SSD beginning garbage collection, according to an embodi 
ment of the inventive concept. 
(0012 FIG. 3 shows the SSD of FIG. 2 performing an 
Erase operation. 
(0013 FIG. 4 shows the SSD of FIGS. 2-3 completing a 
write request. 
(0014 FIG. 5 shows the SSD of FIGS. 2-4 performing a 
delayed Program operation. 
(0015 FIG. 6 shows the SSD of FIGS. 2-3 completing a 
write request on data Subject to a delayed Program opera 
tion. 
(0016 FIG. 7 shows the SSD of FIG. 2 beginning garbage 
collection, according to an alternative embodiment of the 
inventive concept. 
(0017 FIG. 8 shows the SSD of FIG. 7 performing a 
delayed Program operation. 
0018 FIG.9 shows details of the host machine of FIG. 1. 
0019 FIG. 10 shows further details of the host machine 
of FIG. 9. 
(0020 FIG. 11 shows details of the Program/Erase (P/E) 
strategy selector of FIG. 9. 
0021 FIG. 12 shows details of the Program instructor of 
FIG. 9. 

(0022 FIG. 13 shows a graph of the I/O load of the host 
machine of FIG. 9 over time. 
(0023 FIGS. 14A-14C show a flowchart of a procedure 
for the SSD of FIGS. 1-2 performing garbage collection 
using any of a number of P/E strategies, according to an 
embodiment of the inventive concept. 
(0024 FIGS. 15A-15B show a flowchart of a procedure 
for the SSD of FIGS. 1-2 performing a delayed Program 
operation or a write request on data Subject to a delayed 
Program operation, according to embodiments of the inven 
tive concept. 
(0025 FIGS. 16A-16C show a flowchart of a procedure 
for the host machine of FIG. 1 to instruct the SSD of FIGS. 
1-2 to perform garbage collection using any of a number of 
P/E strategies, according to embodiments of the inventive 
concept. 

DETAILED DESCRIPTION 

0026 Reference will now be made in detail to embodi 
ments of the inventive concept, examples of which are 
illustrated in the accompanying drawings. In the following 
detailed description, numerous specific details are set forth 
to enable a thorough understanding of the inventive concept. 
It should be understood, however, that persons having 
ordinary skill in the art may practice the inventive concept 
without these specific details. In other instances, well-known 
methods, procedures, components, circuits, and networks 
have not been described in detail so as not to unnecessarily 
obscure aspects of the embodiments. 
0027. It will be understood that, although the terms first, 
second, etc. may be used herein to describe various ele 
ments, these elements should not be limited by these terms. 
These terms are only used to distinguish one element from 
another. For example, a first module could be termed a 
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second module, and, similarly, a second module could be 
termed a first module, without departing from the scope of 
the inventive concept. 
0028. The terminology used in the description of the 
inventive concept herein is for the purpose of describing 
particular embodiments only and is not intended to be 
limiting of the inventive concept. As used in the description 
of the inventive concept and the appended claims, the 
singular forms “a,” “an,” and “the are intended to include 
the plural forms as well, unless the context clearly indicates 
otherwise. It will also be understood that the term “and/or 
as used herein refers to and encompasses any and all 
possible combinations of one or more of the associated listed 
items. It will be further understood that the terms “com 
prises' and/or "comprising,” when used in this specification, 
specify the presence of stated features, integers, steps, 
operations, elements, and/or components, but do not pre 
clude the presence or addition of one or more other features, 
integers, steps, operations, elements, components, and/or 
groups thereof. The components and features of the draw 
ings are not necessarily drawn to Scale. 
0029 Data availability is a very important factor in most 
enterprise data center applications. Modern Software-de 
fined storage systems may use replication to repair failed 
disks and nodes. Typically, as seen in Systems like Ceph, the 
default replication factor is three (that is, each unit of data 
exists in three locations within the distributed Storage sys 
tem). Multiple copies of the same data may exist to enable 
availability in case of failure in some part of the data center. 
0030 This redundancy may also provide a way to reduce 
the latency in critical input/output (I/O) due to garbage 
collection. Instead of performing a full Program/Erase (P/E) 
cycle, the Program operation may be deferred for data that 
is replicated elsewhere within the distributed storage system. 
The delayed Program operation may be performed at a later, 
more convenient time: either when the I/O load has dropped, 
or if enough time has passed since garbage collection was 
performed, for example. In this manner, the additional 
latency due to garbage collection is reduced to just the 
latency caused by the Erase operation. More particularly, 
critical I/O does not have to wait for valid data to be read 
from victim blocks (blocks targeted for garbage collection), 
copied into volatile RAM within the Solid State Drive 
(SSD), and written to another block on the SSD. 
0031. If a read request arrives at the SSD for data that was 
subject to the delayed Program operation but before the 
delayed Program operation was performed, the read request 
may be redirected to another device storing the requested 
data. 
0032. If a write request arrives at the SSD for data that 
was subject to the delayed Program operation but before the 
delayed Program operation was performed, the SSD may 
cache a replicated copy of the page, modify the data accord 
ing to the write request, then write the modified page to the 
SSD. 
0033. Note that even though the SSD might be operating 
in a distributed Storage system with multiple copies of data, 
if there are no copies of a valid page in a victim block, the 
valid page should be programmed as per the typical P/E 
cycle, to avoid loss of data. 
0034. In embodiments of the inventive concept, the host 
machine may decide adaptively (based on system load, I/O 
priority, or other criteria) which P/E strategy to use. Garbage 
collection may proceed as usual if an SSD is not notified to 
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use the adaptive P/E strategy. The SSD controller may also 
request copies of valid pages from victim blocks that have 
been erased. 
0035 FIG. 1 shows a host machine including a Solid 
State Drive (SSD) in a distributed storage system, according 
to embodiments of the inventive concept. In FIG. 1, host 
machine 105 is shown. While FIG. 1 does not show all the 
internal components of host machine 105 (host machine 105 
is shown in greater detail in FIG. 9), FIG. 1 shows host 
machine 105 including SSD 110 and storage device 115. 
Storage device 115 may be another SSD, or it may be 
another storage device. Such as a more traditional hard disk 
drive. For purposes of this discussion, storage device 115 is 
treated as though it were another SSD. While FIG. 1 only 
shows SSD 110 and storage device 115, host machine 105 
may theoretically Support any number of storage devices, 
depending on how host machine 105 is configured. 
0036 SSD 110 is shown as including blocks A, B, and C 
120; storage device 115 is shown as including block D 125. 
Blocks A, B, and C (120) are discussed more with reference 
to FIGS. 2-6 below. Block D 125 is shown as including 
various pages, including logical page addresses (LPA) 1 
(130), LPA 2 (135), and LPA 3 (140), among others. While 
FIG. 1 shows block 125 as including six pages, blocks on 
SSD 110 and storage device 115 may include any number of 
pages, often far more than six. 
0037. When SSD 110 needs to perform garbage collec 
tion, SSD 110 may notify host machine 105. Host machine 
105 may then decide when to instruct SSD 110 to perform 
garbage collection, and what P/E strategy to use. 
0038 Host machine 105 is shown connected to network 
145. Network 145 may be any variety of network, including 
a Local Area Network (LAN), a Wide Area Network (WAN), 
or a global network, such as the Internet. Network 145 may 
be a wired or wireless network. Network 145 may also 
include multiple different varieties of networks in combina 
tion. For example, network 145 may include multiple LANs 
that include both wired and wireless access points and that 
may communicate with each other across a global network 
using a Virtual Private Network (VPN) to secure the com 
munications. While FIG. 1 does not show a router and other 
devices attached thereto, network 145 may include routers, 
other host machines, network attached storage, and other 
devices as desired. 

0039. Also connected to network 145 are client machines 
150. Client machines 150 may be any machines that access 
data from the distributed storage network. Although client 
machines 150 are shown as traditional tower (or minitower) 
computers, client machines 150 may include any other 
variety of machines, including but not limited to servers, 
laptop computers, tablet computers, and mobile devices Such 
as Smartphones. While FIG. 1 shows two client machines 
150, any number of client machines may access data from 
the distributed storage system. 
0040 FIG. 2 shows details of SSD 110 of FIG. 1, and the 
beginning of garbage collection on SSD 110 of FIG. 1 
according to an embodiment of the inventive concept. In 
FIG. 2, SSD 110 is shown as including reception circuitry 
203, transmission circuitry 206, garbage collection logic 
209, configuration logic 212, SSD controller 215, flash 
memory 218, mapping table 221, and Dynamic Random 
Access Memory (RAM) 224. SSD 110 may use reception 
circuitry 203 and transmission circuitry 206 to receive and 
transmit information. Such information may include, for 
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example, read and write requests from client machines 150, 
the results of read and write requests, instruction and data 
exchanges with host machine 105, among other possibilities. 
While FIG. 2 shows SSD 110 as including Dynamic RAM 
224, memory, such as Static RAM, may be used in place of 
Dynamic RAM 224. 
0041 SSD 110 may use garbage collection logic 209 to 
perform garbage collection. As described above, garbage 
collection may include both Program and Erase operations: 
but in embodiments of the inventive concept, the Program 
operations may follow, rather than precede, the Erase opera 
tions. To Support garbage collection, garbage collection 
logic 209 may include Program logic 227, which may 
perform Program operations, and Erase logic 230, which 
may perform Erase operations. 
0042 SSD 110 may use configuration logic 212 to con 
figure SSD 110 to only perform garbage collection when 
instructed to do so by host machine 105. Otherwise, SSD 
110 might perform garbage collection whenever SSD 110 
determines garbage collection is needed, which could inter 
fere with read and write requests from client machines 150, 
causing undesirable delay. 
0043 SSD controller 215 may manage the overall opera 
tion of SSD 110. For example, SSD controller 215 may 
interface with Dynamic RAM 224 to manage any informa 
tion stored therein and direct read and write requests from 
client machines 150 appropriately, among other possibili 
ties. 

0044) While FIG. 2 shows SSD controller 215 as a 
separate component within SSD 110 relative to, for example, 
garbage collection logic 209 and configuration logic 212, 
SSD controller 215 may include those components. That is, 
SSD controller 215 may include various components shown 
in FIG. 2, rather than those components being separate from 
SSD controller 215. 

0045. Flash memory 218 may store data in non-volatile 
memory. FIG. 2 shows blocks A, B, and C (233,236, and 
239) as stored in flash memory 218. Blocks A and B (233 
and 236) include a number of invalid pages, along with three 
valid LPAs (242, 245, and 245), and are intended to repre 
sent blocks to be erased during a garbage collection opera 
tion: block C (239) is intended to represent a block with free 
pages. As described above, while FIG. 2 shows blocks A and 
B (233 and 236) with six pages, blocks A and B (233 and 
236), along with block C (239), may have any number of 
pages, and often will have more than six pages. 
0046 Mapping table 221 provides information about 
victim blocks being erased. For example, if blocks A and B 
(233 and 236) are selected as victim blocks for erasure, 
mapping table 221 may store information about whether any 
valid pages in these blocks are replicated elsewhere within 
the distributed storage system. As shown in FIG. 1, Storage 
device 115 of FIG. 1 may store block D (125) of FIG. 1, 
which is shown as including LPAS 1, 2, and 3 (130, 135, and 
140). Thus, in FIG. 2, mapping table 221 may indicate that 
LPAS 1 and 2 in block A, and LPA 3 in block B, are 
replicated, as shown by marks 248, 251, and 254. Mapping 
table 221 may be stored in Dynamic RAM 224, which may 
be used to store other information of a temporary nature. For 
example, when client machines 150 of FIG. 1 update data 
stored in flash memory 218, the page may be copied into 
dynamic RAM 224, updated, then written to a free page in 
flash memory 218. 

Jul. 27, 2017 

0047. In FIG. 2, SSD 110 may receive instruction 257 
from host machine 105. Instruction 257 may be an instruc 
tion to perform garbage collection. Host machine 105 may 
include P/E strategy 260, which may specify whether SSD 
110 should use the default P/E strategy or an adaptive P/E 
strategy. The default P/E strategy may be to perform a 
Program operation (that is, copy valid pages from victim 
blocks 233 and 236 to other blocks, such as block C (239)) 
before erasing victim blocks 233 and 236. In contrast, the 
adaptive P/E strategy may be to delay the Program opera 
tion, if host machine 105 wants to avoid any delay incurred 
due to the Program operation. 
0048. Where P/E strategy 260 specifies an adaptive P/E 
strategy, SSD 110 may determine if there are any valid pages 
in victim blocks 233 and 236 that would normally require a 
Program operation. If so, then SSD 110 may send query 263 
to host machine 105 to determine whether there are repli 
cated copies of the valid pages. Upon receiving reply 266 
from host machine 105, SSD 110 may update mapping table 
221 to reflect which valid pages in victim blocks 233 and 
236 will require later replication. Note that if reply 266 
indicates that some valid pages in victim blocks 233 and 236 
are not replicated, then those pages may need to be Pro 
grammed, despite the fact that P/E strategy 260 specified an 
adaptive P/E strategy. This is because, due to lack of 
replication, the data in those valid pages could be lost if 
those valid pages were not Programmed first. 
0049. While FIG. 2 describes blocks A and B (233 and 
236) as being selected as victim blocks 233 and 236, any 
number of blocks may be selected as victim blocks, using 
whatever criteria are programmed into SSD 110. Thus, only 
one of blocks A and B (233 and 236) might be selected as 
a victim block, or other blocks might selected as victim 
blocks. 
0050 FIG. 3 shows SSD 110 of FIG. 2 performing an 
Erase operation. In FIG. 3, SSD 110—more specifically, 
Erase logic 230 has Erased victim blocks 233 and 236, so 
that all the pages in victim blocks 233 and 236 are now free. 
Because P/E strategy 260 of FIG. 2 specified an adaptive P/E 
strategy, victim blocks 233 and 236 were erased without first 
programming the valid pages in victim blocks 233 and 236. 
There is no concern that replicated copies of the valid data 
that was not Programmed might not exist on other storage 
devices (such as storage device 115 of FIG. 1): query 263 
and reply 266 of FIG. 2 may indicate whether replicated 
copies of the valid data exist elsewhere. If query 263 and 
reply 266 of FIG. 2 indicate that replicated copies of the 
valid pages in victim blocks 233 and 236 do not exist 
elsewhere, SSD 110 may Program those pages (specifically, 
the valid pages in victim blocks 233 and 236 for which no 
replicated copies exist), despite P/E strategy 260 of FIG. 2 
being an adaptive P/E strategy. 
0051. Note also the SSD 110 may ignore P/E strategy 260 
of FIG. 2 (or more precisely, P/E strategy 260 of FIG. 2 
becomes irrelevant) if there are no valid pages in victim 
blocks 233 and 236. Put another way, if victim blocks 233 
and 236 only contain invalid pages, there is no data that 
requires Programming, either before or after an Erase opera 
tion. 

0052 FIG. 4 shows SSD 110 of FIGS. 2-3 completing a 
write request. In FIG. 4, after victim blocks 233 and 236 of 
FIGS. 2-3 have been Erased, but before copies of the valid 
data have been obtained for delayed Programming, host 
machine 105 transmits write request 405 to SSD 110. SSD 
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110 may then write the data as Write 1 (410) to block C 
(239), even before SSD 110 performs the delayed Program 
operation. 
0053 FIG. 5 shows SSD 110 of FIGS. 2-4 performing a 
delayed Program operation. In FIG. 5, host machine 105 
sends Program instruction 505 to SSD 110. Program instruc 
tion 505 tells SSD 110 that it is time to perform the delayed 
Program operation. SSD 110 may then send request 510 to 
host machine 105, requesting copies of the valid pages that 
were Erased without being Programmed when garbage 
collection occurred. SSD 110 may then receive copies 515 
from host machine 105, and may then write copies 515 to 
block C (239), as pages 520, 525, and 530. 
0054 While FIG. 5 shows SSD 110 sending request 510 
to host machine 105, as shown in FIG. 2, SSD 110 may send 
query 263 of FIG. 2 to host machine 105, asking whether the 
valid pages in victim blocks 233 and 236 of FIG. 2 are 
replicated. In some embodiments of the inventive concept, 
host machine 105 may remember which pages were 
included in query 263 of FIG. 2, and may send copies 515 
as part of instruction 505, avoiding the need for SSD 110 to 
send request 510 to host machine 105. 
0055 FIGS. 2-5 show how a delayed Program operation 
may be used to reduce the potential delay to read and write 
requests. In particular, FIG. 4 shows how a write request 
may be processed before SSD 110 performs the delayed 
Program operation. But what if write request 405 of FIG. 4 
had been to modify some of the data that had been in one of 
the valid pages in victim blocks 233 and 236 of FIGS. 2-3? 
Put another way, what if client machines 150 of FIG. 1 had 
attempted to modify data that was Erased from SSD 110 
without having been Programmed? 
0056 FIG. 6 shows SSD 110 of FIGS. 2-3 completing a 
write request on data Subject to a delayed Program opera 
tion. In FIG. 6, host machine 105 sends write request 605 to 
SSD 110. But unlike write request 405 of FIG. 4, write 
request 605 modifies data in one of the valid pages of victim 
blocks 233 and 236 of FIG. 2: in this example, write request 
605 may modify LPA 1 (242 of FIG. 2). Since SSD 110 no 
longer stores that page (having delayed the Program opera 
tion), SSD 110 may send request 610 to host machine 105, 
asking for a copy of the page. Host machine 105 may then 
send copy 615 to SSD 110, which SSD 110 may store in 
Dynamic RAM 224 as cached copy 620. SSD 110 may then 
modify cached copy 620 as per write request 605, shown as 
transition 625, producing modified cached copy 630. SSD 
110 may then write modified cached copy 630 to block C 
(239), shown as transition 635, to page 640. Finally, since 
SSD 110 has updated LPA 1 (242 of FIG. 2), SSD 110 may 
update mapping table 221 to reflect that SSD 110 no longer 
needs a copy of LPA 1 (242 of FIG. 2): this is shown by 
removing mark 645 from mapping table 221. 
0057 While SSD 110 may request host machine 105 as 
described above, in other embodiments of the inventive 
concept, SSD 110 may cache copies of the valid data before 
performing garbage collection. That is, when P/E strategy 
260 of FIG. 2 is adaptive P/E strategy, SSD 110 may copy 
the valid data and store the copy as cached copy 620 in 
Dynamic RAM 224, without needing to request a copy of 
the valid data from host machine 105. FIGS. 7-8 illustrate 
this alternative embodiment of the inventive concept. 
0058 FIG. 7 shows the SSD of FIG. 2 beginning garbage 
collection, according to an alternative embodiment of the 
inventive concept. In FIG. 7, SSD 110 may receive instruc 
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tion 257 to perform garbage collection: instruction 257 may 
specify which P/E strategy 260 to use. Where P/E strategy 
260 specifies an adaptive P/E Strategy, instead of querying 
host machine 105 about the existence of replicated copies of 
the valid data in blocks A and B (233 and 236), SSD 110 may 
cache the valid data within Dynamic RAM 224, shown as 
transition 705. Dynamic RAM 224 may store cached copies 
710, 715, and 720 until SSD 110 receives instruction to 
perform the delayed Program operation. 
0059 Caching valid data may also be an appropriate 
strategy when SSD 110 of FIG. 2 determines that there are 
no replicated copies of valid data, as described above 
reference to FIG. 2. Rather than Programming those pages 
immediately despite an adaptive P/E strategy being speci 
fied, SSD 110 may cache the valid pages in Dynamic RAM 
224, and write the cached pages to flash memory 218 later. 
0060 SSD 110 may also cache valid data as a safeguard 
against data loss or to maintain the target number of repli 
cated copies of data. That is, SSD 110 may store copies of 
valid data in Dynamic RAM 224 in case the replicated 
copies of the valid data might be lost or for other reasons, for 
example, due to a failure of the drives storing the replicated 
copies of the valid data. If the copies of the valid data are still 
resident in Dynamic RAM 224 when the delayed Program 
operation is started, SSD 110 may access those copies 
instead of the replicated copies on the other drives, as 
accessing the copies in Dynamic RAM 224 would typically 
have a lower latency than replicated copies on other drives. 
0061. Whether SSD 110 accesses the cached (or backup) 
copies of the valid data rather than the replicated copies on 
other drives may depend on which copy is more likely to 
have up-to-date data. Which copy is more likely to be 
update-to-date may depend on various factors, such as the 
caching policy and the order in which copies are written 
within the distributed storage system. For example, if SSD 
110 is the last device to receive an instruction to write data, 
other devices storing replicated copies of the valid data may 
be more likely to be up-to-date. 
0062 FIG. 8 shows the SSD of FIG. 7 performing a 
delayed Program operation. In FIG. 8, SSD 110 has already 
processed write request 405 of FIG. 4, which accounts for 
write 1 (410) in block C (239). When reception circuitry 203 
receives Program instruction 505, SSD 110, as part of 
transition 805, may copy cached copies 710, 715, 725 back 
to flash memory 218, shown as pages 810, 815, and 820. 
SSD 110 may then delete cached copies 710, 715, and 725 
from Dynamic RAM 224. 
0063 FIG.9 shows details of the host machine of FIG. 1. 
In FIG. 9, host machine 105 may include processor 905, 
memory 910, transmitter 915, receiver 920, network con 
nector 925, load monitor 930, P/E strategy selector 935, 
Program instructor 940, configuration logic 945, SSD 110. 
and storage device 115. Processor 905 and memory 910 may 
be any desired varieties of central processing unit and 
memory (either volatile or non-volatile) to support the 
operation of host machine 105. Transmitter 915 and receiver 
920 may be used to transmit from and receive at host 
machine 105, respectively information from any of a variety 
of sources, including SSD 110, storage device 115, and 
client machines 150 of FIG. 1 (via network connector 925 
and network 145 of FIG. 1). Network connector 925 may be 
any variety of network connector including, for example, an 
Ethernet network card or a wireless network card. Note that 
while FIG. 9 suggests that SSD 110 may be installed in host 
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machine 105, SSD 110 may be in communication with host 
machine 105 while being installed somewhere else. 
0064. Load monitor 930 may monitor the I/O load on 
host machine 105 (or, in some embodiments of the inventive 
concept, the distributed storage system generally). Typically, 
the I/O load on the distributed storage system may vary, as 
client machines 150 of FIG. 1 or other devices need to access 
more or less data on SSD 110, storage device 115 of FIG. 1, 
and other storage devices in the distributed storage system. 
When client machines 150 of FIG. 1 make more requests to 
access data, the I/O load is higher; when client machines 150 
of FIG. 1 make fewer requests to access data, the I/O load 
is lower. Load monitor 930 may track the number of access 
requests as time passes and calculate a value for the I/O load. 
0065 Given the I/O load as calculated by load monitor 
930, P/E strategy selector 935 select a P/E strategy to use 
when SSD 110 (or another SSD on host machine 105) needs 
to perform garbage collection. If the I/O load is low, the 
default P/E strategy (to perform a Program operation before 
performing an Erase operation) may be selected; otherwise, 
the adaptive P/E strategy (to delay the Program operation) 
may be selected. Transmitter 915 may then be used to 
transmit instruction 257 of FIG. 2, along with selected P/E 
strategy 260 of FIG. 2, to SSD 110. 
0066 Program instructor 94.0 may determine when SSD 
110 should perform a delayed Program operation. As will be 
described further below with reference to FIGS. 12-13, 
Program instructor 940 may determine when SSD 110 
should perform a delayed Program operation based on either 
the I/O load or how much time has passed since SSD 110 
performed the Erase operation. 
0067 Finally, host machine 105 may use configuration 
logic 945 to instruct SSD 110 (and any other SSDs in host 
machine 105) to only perform garbage collection when 
instructed to do so by host machine 105. As described above, 
having SSD 110 perform garbage collection upon instruction 
by host machine 105 may avoid SSD 110 performing a 
Program operation during a period of high I/O load. 
0068. In FIG.9, various components, such as load moni 
tor 930, P/E strategy selector 935, program instructor 940, 
and configuration logic 945 are shown. These components, 
individually or collectively, may be implemented as hard 
ware elements within host machine 105, or as software 
elements executed on processor 905. 
0069 FIG. 10 shows further details of host machine 105 
of FIG. 9. In FIG. 10, typically, host machine 105 include 
one or more processors 905, which may include memory 
controller 1005 and clock 1010, which may be used to 
coordinate the operations of the components of host machine 
105. Processors 905 may also be coupled to memory 910, 
which may include random access memory (RAM), read 
only memory (ROM), or other state preserving medium, as 
examples. Processors 905 may also be coupled to storage 
devices 110 and 115, and to network connector 925, which 
may be, for example, an Ethernet connector. Processors 905 
may also be connected to a bus 1015, to which may be 
attached user interface 1020 and input/output interface ports 
that may be managed using input/output engine 1025. 
among other components. 
0070 FIG. 11 shows details of P/E strategy selector 935 
of FIG. 9. In FIG. 11, P/E strategy selector 935 may include 
default P/E strategy 1105, adaptive P/E strategy 1110, and 
comparator 1115. As described above, default P/E strategy 
1105 instructs SSD 110 of FIG. 2 to perform the default 
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Program/Erase sequence when performing garbage collec 
tion. Thus, after SSD 110 of FIG. 2 identifies victim blocks 
233 and 236 of FIG. 2, SSD 110 of FIG. 2 (using garbage 
collection logic 209 of FIG. 2) may Program any valid pages 
in the selected victim blocks using Program logic 227, then 
Erase the selected victim blocks using Erase logic 230 of 
FIG 2. 

(0071. On the other hand, adaptive P/E strategy 1110 
instructs SSD 110 of FIG. 2 to perform only the Erase 
operation, deferring the Program operation until later. Thus, 
after SSD 110 of FIG. 2 identified victim blocks 233 and 236 
of FIG. 2, SSD 110 of FIG. 2 (using garbage collection logic 
209 of FIG. 2) may verify with host machine 105 of FIG. 2 
that all valid pages in victim blocks 233 and 236 of FIG. 2 
are replicated, then Erase the selected victim blocks using 
Erase logic 230 of FIG. 2. Later, when instructed by Pro 
gram instructor 940 of FIG. 9, SSD 110 may perform the 
delayed Program operation using Program logic 227 of FIG. 
2, accessing valid pages from replicated copies via host 
machine 105 of FIG. 2. (If host machine 105 may not verify 
that all valid pages in victim blocks 233 and 236 of FIG. 2 
are replicated, then any valid pages that are not replicated 
should be Programmed using Program logic 227 of FIG. 2 
before Erase logic 230 of FIG. 2 performs the Erase opera 
tion, to prevent loss of data.) 
(0072 P/E strategy selector 935 may select between 
default P/E strategy 1105 and adaptive P/E strategy 1110 
using the I/O load, as determined by load monitor 930 of 
FIG. 9. P/E strategy selector 935 may compare the I/O load 
with load threshold 1120, using comparator 1115. If the 
comparison indicates that the I/O load is high (i.e., higher 
then load threshold 1120), then P/E strategy selector 935 
may select adaptive P/E strategy 1110. Otherwise, P/E 
strategy selector 935 may select default P/E strategy 1105. 
Load threshold 1120 may be set to any desired value, and 
may vary over time if it is determined that the current value 
for load threshold 1120 is too high or too low. 
(0073 FIG. 12 shows details of Program instructor 940 of 
FIG. 9. In FIG. 12, Program instructor 940 is shown as 
including comparator 1205, load threshold 1120, and time 
threshold 1210. Program instructor 940 may receive the I/O 
load from Load monitor 930 of FIG.9, and may compare the 
I/O load with load threshold 1120. If the I/O load from Load 
monitor 930 of FIG.9 drops below load threshold 1120 (as 
determined by comparator 1205), then Program instructor 
940 may instruct SSD 110 of FIG. 2 to perform the delayed 
Program operation. 
0074 Program instructor 940 may also track how much 
time has passed since SSD 110 of FIG.2 performed garbage 
collection using adaptive P/E strategy 1110 of FIG. 11. If too 
much time has passed, program instructor 940 may instruct 
SSD 110 of FIG. 2 to perform the delayed Program opera 
tion, even though the I/O load as determined by load monitor 
930 of FIG.9 might still be above load threshold 1120. In 
this manner, a delayed Program operation does not wait 
forever, which would prevent valid pages that were Erased 
without being Programmed from being recovered on SSD 
110 of FIG. 2. 

(0075 Although FIG. 12 shows program instructor 940 
using the same load threshold 1120 as P/E strategy selector 
935 of FIG. 11, in some embodiments of the inventive 
concept program instructor 94.0 may use a different load 
threshold 1120. That is, the load threshold used to select 
whether to use default P/E strategy 1105 of FIG. 11 or 
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adaptive P/E strategy 1110 of FIG. 11 may be different from 
the load threshold used to determine when to perform a 
delayed Program operation. For example, since the latency 
of concern in embodiments of the inventive concept is the 
latency associated with performing a Program operation, the 
load threshold used to select a P/E strategy might be lower 
than the load threshold used to determine when to perform 
a delayed Program operation. As with load threshold 1120 of 
FIG. 11, the load threshold used by program instructor 940 
may be either static or varying over time. 
0076 FIG. 13 shows a graph of an example I/O load of 
the host machine of FIG.9 over time. In FIG. 13, graph 1305 
plots I/O load 1310 over time. For reference, load threshold 
1120 is also shown. At time 1315, hosts machine 105 of FIG. 
2 may instruct SSD 110 of FIG. 2 to perform garbage 
collection. Because I/O load 1310 is higher than load 
threshold 1120 at time 1315, P/E strategy selector 935 of 
FIG.9 may select to use adaptive P/E strategy 1110 of FIG. 
11. 

0077. For some interval after time 1315, I/O load 1310 is 
higher than load threshold 1120. Thus, after duration 1320 
exceeds time threshold 1210 of FIG. 12, at time 1325 
program instructor 940 may instruct SSD 110 of FIG. 2 to 
perform the delayed Program operation, even though I/O 
load 1310 is still higher than load threshold 1120. 
0078. At time 1330, host machine 105 of FIG. 2 may 
again instruct SSD 110 of FIG. 2 to perform garbage 
collection. Since at time 1330 I/O load 1310 is higher than 
load threshold 1120, P/E strategy selector 935 of FIG.9 may 
again select to use adaptive P/E strategy 1110 of FIG. 11. But 
eventually, at time 1335, I/O load 1310 drops below load 
threshold 1120. At this point, program instructor 940 of FIG. 
9 may instruct SSD 110 of FIG. 2 to perform the delayed 
Program operation. 
0079 Finally, at time 1340, host machine 105 may again 
instruct SSD 110 of FIG. 2 to perform garbage collection. 
Because at time 1340 I/O load 1310 is lower than load 
threshold 1120, P/E strategy selector 935 of FIG. 9 may 
select to use default P/E strategy 1105 of FIG. 11. 
0080 While FIG. 13 is described above as though all 
garbage collection instructions are issued to the same SSD. 
the different garbage collection instructions could be issued 
to different SSDs in communication with host machine 105 
of FIG. 2. Thus, the various garbage collection operations 
described above are not necessarily all performed by the 
Same SSD. 

I0081 FIGS. 14A-14C show a flowchart of an example 
procedure for the SSD of FIGS. 1-2 performing garbage 
collection using any of a number of P/E strategies, according 
to an embodiment of the inventive concept. In FIG. 14A, at 
block 1405, reception circuitry 203 of FIG.2 may receive a 
configuration instruction from host machine 105 of FIG. 2, 
not to perform garbage collection without an instruction 
from host machine 105 of FIG. 2 (using configuration logic 
212 of FIG. 2). At block 1410, reception circuitry 203 of 
FIG.2 may receive an instruction from host machine 105 of 
FIG. 2 to perform garbage collection. At block 1415, recep 
tion circuitry 203 of FIG. 2 may receive the selected P/E 
strategy from host machine 105 of FIG. 2. At block 1420, 
SSD controller 215 of FIG.2 may identify victim blocks 233 
and 236 of FIG. 2 to be erased. At block 1425, SSD 
controller 215 of FIG. 2 may identify valid pages 242, 269, 
and 245 of FIG. 2 in victim blocks 233 and 236 of FIG. 2. 
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I0082. At block 1430 (FIG. 14B), SSD controller 215 of 
FIG. 2 may determine which P/E strategy is to be used. If 
adaptive P/E strategy 1110 of FIG. 11 is to be used, then at 
block 1435, SSD controller 215 of FIG.2 may cachea copy 
from victim blocks 233 and 236 of FIG. 2 in Dynamic RAM 
224 of FIG. 2. Alternatively, at block 1440, SSD controller 
215 of FIG. 2 may determine if other storage devices, such 
as storage device 115 of FIG. 1, store replicas of valid pages 
242, 269, and 245 of FIG. 2 from victim blocks 233 and 236 
of FIG. 2. 
I0083. If other storage devices store replicas of valid 
pages 242, 269, and 245 of FIG. 2 from victim blocks 233 
and 236 of FIG. 2, then at block 1445 (FIG. 14C) SSD 
controller 215 of FIG. 2 may mark those pages for later 
fetching in a delayed Program operation in mapping table 
221 of FIG. 2. Otherwise, at block 1450, Program logic 227 
of FIG. 2 may perform a Program operation on those valid 
pages from victim blocks 233 and 236 of FIG. 2 that lack 
replication. As shown by dashed line 1455, blocks 1440, 
1445, and 1450 may be performed as many times as needed 
to inspect all valid pages in victim blocks 233 and 236 of 
FIG 2. 

0084. On the other hand, if at block 1430 SSD controller 
215 of FIG. 2 determines that the default P/E strategy is to 
be used, then processing may proceed to block 1450 to 
perform a Program operation on all valid pages in victim 
blocks 233 and 236 of FIG. 2, using Program logic 227 of 
FIG 2. 

I0085) Regardless of whether SSD controller 215 of FIG. 
2 determines that default P/E strategy 1105 of FIG. 11 or 
adaptive P/E strategy 1110 of FIG. 11 is to be used, after any 
necessary Program operations are performed in block 1450, 
at block 1460 Erase logic 230 of FIG. 2 may Erase victim 
blocks 233 and 236 of FIG. 2, after which SSD 110 of FIG. 
2 has completed garbage collection. 
I0086. While FIGS. 14A-14C show an example flowchart, 
the order of the blocks shown in FIGS. 14A-14C may vary. 
For example, blocks 1405, 1410, and 1415 may occur in any 
order, or at the same time (or almost the same time). 
Similarly, blocks 1420, 1425, and 1430 may occur in any 
order, or at the same time (or almost the same time). 
I0087 FIGS. 15A-15B show a flowchart of an example 
procedure for the SSD of FIGS. 1-2 performing a delayed 
Program operation or a write request on data Subject to a 
delayed Program operation, according to embodiments of 
the inventive concept. In FIG. 15A, at block 1505, reception 
circuitry 203 of FIG. 2 may receive instruction 505 of FIG. 
5 to perform a delayed Program operation. Alternatively, at 
block 1510, reception circuitry 203 of FIG. 2 may receive 
write instruction 605 of FIG. 6, affecting a page that was 
Subject to a delayed Program operation. Since the proce 
dures used are similar, examples of both procedures are 
shown in FIGS. 15A-15B. 
I0088 Regardless of whether SSD 110 of FIG. 2 may be 
performing a delayed Program operation or performing 
write instruction 605 of FIG. 6 to modify a page that was 
subject to a delayed Program operation, SSD controller 215 
of FIG.2 may determine if the page in question is cached in 
Dynamic RAM 224 of FIG. 2. The page in question might 
be cached in Dynamic RAM 224 of FIG. 2 if, for example, 
SSD 110 of FIG. 2 cached the pages. If the page in question 
is not currently cached in Dynamic RAM 224 of FIG. 2, then 
at block 1515 transmission circuitry 206 of FIG.2 may issue 
request 610 of FIG. 6, requesting copy 620 of FIG. 6 of the 
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page from another storage device. Such as storage device 115 
of FIG. 1. At block 1520, reception circuitry 203 of FIG. 2 
may receive copy 620 of FIG. 6 from host machine 105 of 
FIG 2. 
I0089. If SSD 110 of FIG. 2 was performing a delayed 
Program operation, then at block 1525 (FIG. 15B) SSD 
controller 215 of FIG.2 may write copy 620 of FIG. 6 to a 
valid page, such as page 640 of FIG. 6, in block C (239 of 
FIG. 2). 
0090. If SSD 110 of FIG. 2 was processing a write 
request on data Subject to a delayed Program operation, then 
at block 1530 SSD controller 215 of FIG.2 may cache copy 
620 of FIG. 6 in Dynamic RAM 224 of FIG. 2. At block 
1535, SSD controller 215 of FIG.2 may modify cached copy 
620 of FIG. 6 as per write request 605 of FIG. 6, and at block 
1540, SSD controller 215 of FIG. 2 may write modified 
cached copy 630 of FIG. 6 to page 640 of FIG. 6 in block 
C (239 of FIG. 2). 
0091. In either case, after the page has been written to 
flash memory 218 of FIG. 2, at block 1545, SSD controller 
215 of FIG.2 may unmark the page from mapping table 221 
of FIG. 2 (since SSD 110 of FIG. 2 now stores a valid copy 
of the data). 
0092. If the page in question (to be Programmed after a 
delay or to be modified by write instruction 605 of FIG. 6) 
was previously cached in Dynamic RAM 224 of FIG. 2, then 
after receiving the appropriate instruction in blocks 1505 or 
1510 of FIG. 15A, processing may jump directly to block 
1535 (if the page in question is being modified by write 
instruction 605 of FIG. 6) or block 1540 (if the page in 
question is being Programmed after a delay). Block 1545 
may also be skipped, if the page in question was not marked 
in mapping table 221 of FIG. 2). 
0093 FIGS. 16A-16C show a flowchart of an example 
procedure for the host machine of FIG. 1 to instruct the SSD 
of FIGS. 1-2 to perform garbage collection, using any of a 
number of P/E strategies, according to embodiments of the 
inventive concept. In FIG. 16A, at block 1605, transmitter 
915 of FIG.9 may instruct SSD 110 of FIG. 2 not to perform 
garbage collection unless instructed to do so by host 
machine 105 of FIG. 2. At block 1610, host machine 105 of 
FIG. 2 may determine that SSD 110 of FIG. 2 needs to 
perform garbage collection. This may occur, for example, by 
receiver 920 of FIG.9 receiving from SSD 110 of FIG. 2 a 
notification that SSD 110 of FIG. 2 needs to perform garbage 
collection. At block 1615, load monitor 930 of FIG.9 may 
determine I/O load 1310 of FIG. 13. 
0094. At block 1620 (FIG. 16B), P/E strategy selector 
935 of FIG.9 may determine whether to use default P/E 
strategy 1105 of FIG. 11 or adaptive P/E strategy 1110 of 
FIG. 11. If P/E strategy selector 935 of FIG.9 determines to 
use adaptive P/E strategy 1110 of FIG. 11, at block 1625 P/E 
strategy selector 935 of FIG. 9 may select adaptive P/E 
strategy 1110 of FIG. 11. Otherwise, at block 1630, P/E 
strategy selector 935 of FIG. 9 may select default P/E 
strategy 1105 of FIG. 11. Either way, at block 1635, trans 
mitter 915 of FIG. 9 may instruct SSD 110 of FIG. 2 to 
perform garbage collection using the selected P/E strategy. 
0095. At block 1640, host machine 105 of FIG. 2 then 
determines what P/E strategy was selected. If P/E strategy 
selector 935 of FIG.9 selected default P/E strategy 1105 of 
FIG. 11, nothing further needs to be done. But if P/E strategy 
selector 935 of FIG.9 selected adaptive P/E strategy 1110 of 
FIG. 11, then at block 1645 (FIG. 16C), load monitor 930 
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may track I/O load 1310 over time. At block 1650, program 
instructor 940 of FIG.9 may determine whether I/O load 
1310 has dropped below load threshold 1120 of FIG. 12. If 
so, then at block 1640 program instructor 940 of FIG.9 may 
instruct SSD 110 of FIG. 2 to perform a delayed Program 
operation. Otherwise, at block 1655 program instructor 940 
of FIG.9 may track how long duration 1320 of FIG. 13 has 
passed since SSD 110 of FIG. 2 completed the Erase 
operation of garbage collection. At block 1660, program 
instructor 940 of FIG. 9 may determine whether duration 
1320 of FIG. 13 exceeds time threshold 1210 of FIG. 12. If 
So, then processing may continue at block 1640, where 
program instructor 940 of FIG.9 may instruct SSD 110 of 
FIG. 2 to perform a delayed Program operation. Otherwise, 
control may return to block 1645 to continue checking to see 
when to instruct SSD 110 of FIG. 2 to perform a delayed 
Program operation. 
(0096. While FIGS. 16A-16C show an example flowchart, 
the order of the blocks shown in FIGS. 16A-16C may vary. 
For example, blocks 1610 and 1615 may occur in any order, 
or at the same time (or almost the same time). 
0097. In FIGS. 14A-16C, some embodiment of the 
inventive concept are shown. But a person skilled in the art 
will recognize that other embodiments of the inventive 
concept are also possible, by changing the order of the 
blocks, by omitting blocks, or by including links not shown 
in the drawings. All such variations of the flowcharts are 
considered to be embodiments of the inventive concept, 
whether expressly described or not. 
0098. The following discussion is intended to provide a 
brief, general description of a suitable machine or machines 
in which certain aspects of the inventive concept may be 
implemented. The machine or machines may be controlled, 
at least in part, by input from conventional input devices, 
Such as keyboards, mice, etc., as well as by directives 
received from another machine, interaction with a virtual 
reality (VR) environment, biometric feedback, or other input 
signal. As used herein, the term “machine' is intended to 
broadly encompass a single machine, a virtual machine, or 
a system of communicatively coupled machines, virtual 
machines, or devices operating together. Exemplary 
machines include computing devices such as personal com 
puters, workstations, servers, portable computers, handheld 
devices, telephones, tablets, etc., as well as transportation 
devices, such as private or public transportation, e.g., auto 
mobiles, trains, cabs, etc. 
0099. The machine or machines may include embedded 
controllers, such as programmable or non-programmable 
logic devices or arrays, Application Specific Integrated 
Circuits (ASICs), embedded computers, smart cards, and the 
like. The machine or machines may utilize one or more 
connections to one or more remote machines. Such as 
through a network interface, modem, or other communica 
tive coupling. Machines may be interconnected by way of a 
physical and/or logical network, Such as an intranet, the 
Internet, local area networks, wide area networks, etc. One 
skilled in the art will appreciate that network communication 
may utilize various wired and/or wireless short range or long 
range carriers and protocols, including radio frequency (RF), 
satellite, microwave, Institute of Electrical and Electronics 
Engineers (IEEE) 802.11, Bluetooth R), optical, infrared, 
cable, laser, etc. 
0100 Embodiments of the present inventive concept may 
be described by reference to or in conjunction with associ 
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ated data including functions, procedures, data structures, 
application programs, etc. which when accessed by a 
machine results in the machine performing tasks or defining 
abstract data types or low-level hardware contexts. Associ 
ated data may be stored in, for example, the volatile and/or 
non-volatile memory, e.g., RAM, ROM, etc., or in other 
storage devices and their associated storage media, includ 
ing hard-drives, floppy-disks, optical storage, tapes, flash 
memory, memory sticks, digital video disks, biological 
storage, etc. Associated data may be delivered over trans 
mission environments, including the physical and/or logical 
network, in the form of packets, serial data, parallel data, 
propagated signals, etc., and may be used in a compressed 
or encrypted format. Associated data may be used in a 
distributed environment, and stored locally and/or remotely 
for machine access. 
0101 Embodiments of the inventive concept may include 
a tangible, non-transitory machine-readable medium com 
prising instructions executable by one or more processors, 
the instructions comprising instructions to perform the ele 
ments of the inventive concepts as described herein. 
0102 Having described and illustrated the principles of 
the inventive concept with reference to illustrated embodi 
ments, it will be recognized that the illustrated embodiments 
may be modified in arrangement and detail without depart 
ing from Such principles, and may be combined in any 
desired manner. And, although the foregoing discussion has 
focused on particular embodiments, other configurations are 
contemplated. In particular, even though expressions such as 
“according to an embodiment of the inventive concept’ or 
the like are used herein, these phrases are meant to generally 
reference embodiment possibilities, and are not intended to 
limit the inventive concept to particular embodiment con 
figurations. As used herein, these terms may reference the 
same or different embodiments that are combinable into 
other embodiments. 
0103) The foregoing illustrative embodiments are not to 
be construed as limiting the inventive concept thereof. 
Although a few embodiments have been described, those 
skilled in the art will readily appreciate that many modifi 
cations are possible to those embodiments without materi 
ally departing from the novel teachings and advantages of 
the present disclosure. Accordingly, all such modifications 
are intended to be included within the scope of this inventive 
concept as defined in the claims. 
0104 Embodiments of the inventive concept may extend 

to the following statements, without limitation: 
0105 Statement 1. An embodiment of the inventive con 
cept includes a Solid State Drive (SSD) (110), comprising: 
0106 storage (218) for data; 
0107 reception circuitry (203) to receive an instruction 
(257) from a host machine (105) to perform garbage col 
lection, the instruction (257) including a Program/Erase 
(P/E) strategy (260) to be used by the SSD (110): 
0108 garbage collection logic (209) to perform garbage 
collection responsive to the reception circuitry (203) receiv 
ing the instruction (257) to perform garbage collection, the 
garbage collection logic (209) including a Program logic 
(227) to perform a Program operation during garbage col 
lection according to the P/E strategy (260); and 
0109 a mapping table (221) to identify at least one page 
(242,269,245) in a victim block (233,236) for later fetching 
from a replicated copy (130, 135, 140) on a second storage 
device (115): 
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0110 wherein the Program logic (227) is operative to 
mark (248,251, 254), in the mapping table (221), the at least 
one page (242, 269,245) in a victim block (233,236) on the 
SSD (110) for fetching from a replicated copy (130, 135, 
140) from the second storage device (115) without copying 
the at least one page (242, 269,245) to a second block (239) 
on the SSD (110) before erasing the victim block (233,236) 
if the P/E strategy (260) is an adaptive P/E strategy (1110). 
0111 Statement 2. An embodiment of the inventive con 
cept includes an SSD (110) according to statement 1, 
wherein responsive to the reception circuitry (203) receiving 
a write request (605) from a client machine (150), the 
Program logic (227) is operative to cache (620) the repli 
cated copy (130, 135,140) of the at least one page (242, 269, 
245) from the second storage device (115) to a memory 
(224) on the SSD (110), to modify (625) the cached copy 
(650) of the at least one page (242, 269,245) in the memory 
(224) responsive to the write request (605), and to write 
(635) the modified copy (630) of the at least one page (242. 
269, 245) to the second block (239) on the SSD (110). 
0112 Statement 3. An embodiment of the inventive con 
cept includes an SSD (110) according to statement 2, 
wherein the Program logic (227) is operative to unmark 
(645) the at least one page (242. 269,245) in the mapping 
table (221). 
0113 Statement 4. An embodiment of the inventive con 
cept includes an SSD (110) according to statement 1, 
wherein the Program logic (227) is operative to copy the at 
least one page (242, 269, 245) from the victim block (233, 
236) to the second block (239) on the SSD (110) before 
erasing the victim block (233,236) if the P/E strategy (260) 
is a default P/E strategy (260). 
0114 Statement 5. An embodiment of the inventive con 
cept includes an SSD (110) according to statement 1, 
wherein, if the P/E strategy (260) is the adaptive P/E strategy 
(1110), the Program logic (227) is operative to copy (515) 
the replicated copy (130, 135, 140) of the at least one page 
(242,269,245) from the second storage device (115) to the 
second block (239) on the SSD (110) when an I/O load 
(1310) on the host machine (105) is below a load threshold 
(1120). 
0115 Statement 6. An embodiment of the inventive con 
cept includes an SSD (110) according to statement 1, 
wherein, if the P/E strategy (260) is an adaptive P/E strategy 
(1110), the Program logic (227) is operative to copy (515) 
the replicated copy (130, 135, 140) of the at least one page 
(242,269,245) from the second storage device (115) to the 
second block (239) on the SSD (110) after a time threshold 
(1210) has passed. 
0116 Statement 7. An embodiment of the inventive con 
cept includes an SSD (110) according to statement 1, 
wherein the Program logic (227) is operative to copy the at 
least one page (242, 269, 245) from the victim block (233. 
236) to the second block (239) on the SSD (110) before 
erasing the victim block (233,236) despite the P/E strategy 
(260) being an adaptive P/E strategy (1110) if no replicated 
copy (130, 135, 140) of the at least one page (242,269,245) 
exists on the second storage device (115). 
0117 Statement 8. An embodiment of the inventive con 
cept includes an SSD (110) according to statement 1, 
wherein the SSD (110) further includes configuration logic 
(212) to configure the SSD (110) not to perform garbage 
collection unless instructed by the host machine (105). 
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0118 Statement 9. An embodiment of the inventive con 
cept includes a Solid State Drive (SSD) (110), comprising: 
0119 storage (218) for data: 
0120 reception circuitry (203) to receive an instruction 
(257) from a host machine (105) to perform garbage col 
lection, the instruction (257) including a Program/Erase 
(P/E) strategy (260) to be used by the SSD (110): 
0121 garbage collection logic (209) to perform garbage 
collection responsive to the reception circuitry (203) receiv 
ing the instruction (257) to perform garbage collection, the 
garbage collection logic (209) including a Program logic 
(227) to perform a Program operation during garbage col 
lection according to the P/E strategy (260); 
0122 Dynamic Random Access Memory (RAM) (224) 

to cache a copy of the at least one page (242, 269,245) in 
the victim block (233,236) on the SSD (110); and 
(0123 a SSD controller (215) operative to copy the at 
least one page (242, 269, 245) from the victim block 233, 
236) to a cached copy (710, 715,725) in the Dynamic RAM 
(224) before erasing the victim block (233,236) and to copy 
the cached copy (710, 715, 725) to the second block (239) 
after erasing the victim block (233,236) without copying the 
at least one page (242, 269,245) to a second block (239) on 
the SSD (110) before erasing the victim block (233,236) if 
the P/E strategy (260) is an adaptive P/E strategy (1110). 
0124 Statement 10. An embodiment of the inventive 
concept includes an SSD (110) according to statement 9, 
wherein the Program logic (227) is operative to copy the at 
least one page (242, 269,245) from the victim block (233. 
236) to the second block (239) on the SSD (110) before 
erasing the victim block (233,236) if the P/E strategy (260) 
is a default P/E strategy (260). 
0125 Statement 11. An embodiment of the inventive 
concept includes an SSD (110) according to statement 9, 
wherein, if the P/E strategy (260) is the adaptive P/E strategy 
(1110), the Program logic (227) is operative to copy (515) 
the cached copy (710, 715, 725) of the at least one page 
(242, 269,245) from the Dynamic RAM (224) to the second 
block (239) on the SSD (110) when an I/O load (1310) on 
the host machine (105) is below a load threshold (1120). 
0126 Statement 12. An embodiment of the inventive 
concept includes an SSD (110) according to statement 9, 
wherein, if the P/E strategy (260) is an adaptive P/E strategy 
(1110), the Program logic (227) is operative to copy (515) 
the cached copy (710, 715, 725) of the at least one page 
(242, 269,245) from the Dynamic RAM (224) to the second 
block (239) on the SSD (110) after a time threshold (1210) 
has passed. 
0127 Statement 13. An embodiment of the inventive 
concept includes an SSD (110) according to statement 9, 
wherein the Program logic (227) is operative to copy the at 
least one page (242, 269,245) from the victim block (233. 
236) to the second block (239) on the SSD (110) before 
erasing the victim block (233,236) despite the P/E strategy 
(260) being an adaptive P/E strategy (1110) if no replicated 
copy (130, 135, 140) of the at least one page (242,269,245) 
exists on a second storage device (115). 
0128 Statement 14. An embodiment of the inventive 
concept includes an SSD (110) according to statement 9, 
wherein the SSD (110) further includes configuration logic 
(212) to configure the SSD (110) not to perform garbage 
collection unless instructed by the host machine (105). 
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0129. Statement 15. An embodiment of the inventive 
concept includes a Solid State Drive (SSD) (110), compris 
1ng: 
0.130 storage (218) for data; 
I0131 reception circuitry (203) to receive an instruction 
(257) from a host machine (105) to perform garbage col 
lection, the instruction (257) including a Program/Erase 
(P/E) strategy (260) to be used by the SSD (110): 
I0132 garbage collection logic (209) to perform garbage 
collection responsive to the reception circuitry (203) receiv 
ing the instruction (257) to perform garbage collection, the 
garbage collection logic (209) including a Program logic 
(227) to perform a Program operation during garbage col 
lection according to the P/E strategy (260); and 
0.133 means for performing (203, 206, 224) a delayed 
Program operation for at least one page (242, 269,245) in 
a victim block (233,236) without copying the at least one 
page (242, 269, 245) to a second block (239) on the SSD 
(110) before erasing the victim block (233,236) if the P/E 
strategy (260) is an adaptive P/E strategy (1110). 
0.134 Statement 16. An embodiment of the inventive 
concept includes an SSD (110) according to statement 15, 
wherein the means for performing (203, 206, 224) a delayed 
Program operation includes: 
0.135 a mapping table (221) to identify at least one page 
(242,269,245) in a victim block (233,236) for laterfetching 
from a replicated copy (130, 135, 140) on a second storage 
device (115): 
0.136 wherein the Program logic (227) is operative to 
mark (248,251, 254), in the mapping table (221), the at least 
one page (242, 269,245) in a victim block (233,236) on the 
SSD (110) for fetching from a replicated copy (130, 135, 
140) from the second storage device (115). 
0.137 Statement 17. An embodiment of the inventive 
concept includes an SSD (110) according to statement 16, 
wherein responsive to the reception circuitry (203) receiving 
a write request (605) from a client machine (150), the 
Program logic (227) is operative to cache (620) the repli 
cated copy (130, 135,140) of the at least one page (242, 269, 
245) from the second storage device (115) to a memory 
(224) on the SSD (110), to modify (625) the cached copy 
(650) of the at least one page (242, 269,245) in the memory 
(224) responsive to the write request (605), and to write 
(635) the modified copy (630) of the at least one page (242. 
269, 245) to the second block (239) on the SSD (110). 
0.138 Statement 18. An embodiment of the inventive 
concept includes an SSD (110) according to statement 17, 
wherein the Program logic (227) is operative to unmark 
(645) the at least one page (242. 269,245) in the mapping 
table (221). 
0.139 Statement 19. An embodiment of the inventive 
concept includes an SSD (110) according to statement 15, 
wherein: 
0140 the means for performing (203, 206, 224) a delayed 
Program operation includes Dynamic Random Access 
Memory (RAM) (224) to cache a copy of the at least one 
page (242, 269,245) in the victim block (233,236) on the 
SSD (110); and 
0141 the SSD controller (215) is operative to copy the at 
least one page (242, 269, 245) from the victim block 233, 
236) to a cached copy (710, 715,725) in the Dynamic RAM 
(224) before erasing the victim block (233,236) and to copy 
the cached copy (710, 715, 725) to the second block (239) 
after erasing the victim block (233,236). 
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0142 Statement 20. An embodiment of the inventive 
concept includes an SSD (110) according to statement 15, 
wherein the Program logic (227) is operative to copy the at 
least one page (242, 269,245) from the victim block (233. 
236) to the second block (239) on the SSD (110) before 
erasing the victim block (233,236) if the P/E strategy (260) 
is a default P/E strategy (260). 
0143 Statement 21. An embodiment of the inventive 
concept includes an SSD (110) according to statement 15, 
wherein, if the P/E strategy (260) is the adaptive P/E strategy 
(1110), the Program logic (227) is operative to copy (515) 
the replicated copy (130, 135, 140) of the at least one page 
(242, 269, 245) from a second storage device (115) to the 
second block (239) on the SSD (110) when an I/O load 
(1310) on the host machine (105) is below a load threshold 
(1120). 
0144 Statement 22. An embodiment of the inventive 
concept includes an SSD (110) according to statement 15, 
wherein, if the P/E strategy (260) is an adaptive P/E strategy 
(1110), the Program logic (227) is operative to copy (515) 
the replicated copy (130, 135, 140) of the at least one page 
(242, 269, 245) from a second storage device (115) to the 
second block (239) on the SSD (110) after a time threshold 
(1210) has passed. 
0145 Statement 23. An embodiment of the inventive 
concept includes an SSD (110) according to statement 15, 
wherein the Program logic (227) is operative to copy the at 
least one page (242, 269,245) from the victim block (233. 
236) to the second block (239) on the SSD (110) before 
erasing the victim block (233,236) despite the P/E strategy 
(260) being an adaptive P/E strategy (1110) if no replicated 
copy (130, 135, 140) of the at least one page (242,269,245) 
exists on a second storage device (115). 
0146 Statement 24. An embodiment of the inventive 
concept includes an SSD (110) according to statement 15, 
wherein the SSD (110) further includes configuration logic 
(212) to configure the SSD (110) not to perform garbage 
collection unless instructed by the host machine (105). 
0147 Statement 25. An embodiment of the inventive 
concept includes a host machine (105), comprising: 
0148 a processor (905); 
0149 a network connector (925) operative to connect the 
host machine (105) to a network (145); 
0150 a load monitor (930) operative to monitor an input/ 
output (I/O) load (1310) on at least one SSD (110, 115): 
0151 a Program/Erase (P/E) strategy selector (935) 
operative to select among at least a default P/E strategy 
(260) and an adaptive P/E strategy (1110) based on the I/O 
load (1310); and 
0152 a transmitter (915) operative to transmit a garbage 
collection instruction (257) to the at least one SSD (110. 
115) with the selected P/E strategy (260). 
0153 Statement 26. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 25, further comprising the at least one Solid State 
Drive (SSD) (110, 115) on the host machine (105). 
0154 Statement 27. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 25, wherein the load monitor (930) is operative to 
periodically determine the I/O load (1310) on the at least one 
SSD (110, 115). 
O155 Statement 28. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 25, wherein the load monitor (930) is operative to 
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determine the I/O load (1310) when the at least one SSD 
(110, 115) needs to perform garbage collection. 
0156 Statement 29. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 25, wherein the P/E strategy selector (935) includes a 
comparator (1115) to compare the I/O load (1310) with a 
load threshold (1120). 
0157 Statement 30. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 29, wherein the P/E strategy selector (935) is operative 
to select the default P/E strategy (260) when the I/O load 
(1310) is less than the load threshold (1120). 
0158 Statement 31. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 29, wherein the P/E strategy selector (935) is operative 
to select an adaptive P/E strategy (1110) when the I/O load 
(1310) is greater than the load threshold (1120). 
0159 Statement 32. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 25, wherein: 
0160 the host machine (105) further comprises a Pro 
gram instructor (940) operative to determine when to 
instruct the at least one SSD (110, 115) to perform a delayed 
Program operation; and 
0.161 the transmitter (915) is operative to transmit an 
instruction (505) to perform the delayed Program operation 
to the at least one SSD (110, 115). 
(0162 Statement 33. An embodiment of the inventive 
concept includes a host machine (105) according to state 
ment 32, wherein: 
0163 the Program instructor (940) includes a comparator 
(1205) to compare the I/O load (1310) with a load threshold 
(1120); and 
0164 the Program instructor (940) is operative to instruct 
the at least one SSD (110, 115) to perform the delayed 
Program operation if the I/O load (1310) is less than the load 
threshold (1120). 
0.165 Statement 34. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 32, wherein: 
0166 the Program instructor (940) includes a timer to 
measure a duration (1320) since the P/E strategy selector 
(935) selected an adaptive P/E strategy (1110); and 
0.167 the Program instructor (940) is operative to instruct 
the at least one SSD (110, 115) to perform the delayed 
Program operation if the duration (1320) is greater than a 
time threshold (1210). 
(0168 Statement 35. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 25, wherein the load monitor (930) and the P/E 
strategy selector (935) may be executed by the processor 
(905). 
(0169 Statement 36. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 25, wherein the load monitor (930) and the P/E 
strategy selector (935) are hardware modules in the host 
machine (105). 
(0170 Statement 37. An embodiment of the inventive 
concept includes a host machine (105) according to State 
ment 25, further comprising a configuration logic (945) 
operative to configure the at least one SSD (110, 115) to 
perform garbage collection only when instructed by the host 
machine (105). 
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0171 Statement 38. An embodiment of the inventive 
concept includes a method, comprising: 
(0172 receiving (1410, 1415), from a host machine (105) 
at a Solid State Drive (SSD) (110), an instruction (257) to 
perform garbage collection, the instruction (257) including 
a Program/Erase (P/E) strategy (260) to be used by the SSD 
(110): 
(0173 identifying (1420) a victim block (233,236) on the 
SSD (110) to be erased; 
0.174 identifying (1425) at least one page (242,269,245) 
in the victim block (233, 236) that stores valid data; 
(0175 if the P/E strategy (260) specifies to use adaptive 
P/E, arranging (1435, 1445), to copy the at least one page 
(242, 269, 245) to a second block (239) on the SSD (110) 
after erasing (1460) the victim block (233,236); and 
(0176 erasing (1460) the victim block (233, 236). 
0177 Statement 39. An embodiment of the inventive 
concept includes a method according to statement 38. 
wherein arranging (1445), to copy the at least one page (242. 
269, 245) to a second block (239) on the SSD (110) after 
erasing (1460) the victim block (233,236) includes marking 
(1445), in a mapping table (221), the at least one page (242. 
269,245) for fetching from a replicated copy (130, 135,140) 
on a second storage device (115) without copying the at least 
one page (242,269,245) to a second block (239) on the SSD 
(110). 
0178 Statement 40. An embodiment of the inventive 
concept includes a method according to statement 39, 
wherein marking (1445) the at least one page (242, 269,245) 
for fetching from a replicated copy (130, 135,140) includes 
copying (1450) the at least one page (242, 269,245) to the 
second block (239) on the SSD (110) before erasing the 
victim block (233,236) if no replicated copy (130, 135, 140) 
of the at least one page (242, 269,245) exists on the second 
storage device (115). 
0179 Statement 41. An embodiment of the inventive 
concept includes a method according to statement 38. 
wherein arranging (1445), to copy the at least one page (242. 
269, 245) to a second block (239) on the SSD (110) after 
erasing (1460) the victim block (233,236) includes caching 
(1435) a copy (710, 715,725) of the at least one page (242, 
269, 245) in a Dynamic Random Access Memory (RAM) 
(224) before erasing (1460) the victim block (233, 236). 
0180 Statement 42. An embodiment of the inventive 
concept includes a method according to statement 41, 
wherein arranging (1445), to copy the at least one page (242. 
269, 245) to a second block (239) on the SSD (110) after 
erasing (1460) the victim block (233,236) further includes 
writing (1540) the cached copy (710,715,725) to the second 
block (239) after erasing (1460) the victim block (233,236). 
0181 Statement 43. An embodiment of the inventive 
concept includes a method according to statement 38, fur 
ther comprising, if the P/E strategy (260) specifies to use 
default P/E. copying (1450) the at least one page (242. 269, 
245) to the second block (239) on the SSD (110) before 
erasing the victim block (233,236). 
0182 Statement 44. An embodiment of the inventive 
concept includes a method according to statement 38, fur 
ther comprising, when an input/output (I/O) load (1310) for 
the SSD (110) is low, copying (1520) the replicated copy 
(130, 135,140) of the at least one page (242, 269,245) from 
the second storage device (115) to the second block (239) on 
the SSD (110). 
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0183 Statement 45. An embodiment of the inventive 
concept includes a method according to statement 38, fur 
ther comprising, after a time threshold (1210) has passed, 
copying (1520) the replicated copy (130, 135, 140) of the at 
least one page (242, 269, 245) from the second storage 
device (115) to the second block (239) on the SSD (110). 
0.184 Statement 46. An embodiment of the inventive 
concept includes a method according to statement 38, fur 
ther comprising: 
0185 receiving (1510) a write request (605) to the at least 
one page (242, 269,245); 
0186 modifying (1535) a cached copy (650) of the at 
least one page (242, 269, 245) on the SSD (110) according 
to the write request (605); and 
0187 writing (1540) the modified copy (630) of the at 
least one page (242. 269,245) to the second block (239) on 
the SSD (110). 
0188 Statement 47. An embodiment of the inventive 
concept includes a method according to statement 46, fur 
ther comprising caching (1530) the replicated copy (130. 
135, 140) of the at least one page (242, 269,245) from the 
second storage device (115) to memory (224) on the SSD 
(110). 
(0189 Statement 48. An embodiment of the inventive 
concept includes a method according to statement 46, fur 
ther comprising unmarking (1545) the at least one page 
(242, 269, 245) for later fetching from the replicated copy 
(130, 135, 140). 
0.190 Statement 49. An embodiment of the inventive 
concept includes a method according to statement 38, fur 
ther comprising configuring (1405) the SSD (110) not to 
perform garbage collection unless instructed by the host 
machine (105). 
(0191 Statement 50. An embodiment of the inventive 
concept includes a method, comprising: determining (1610) 
that a Solid State Drive (SSD) (110) in communication with 
a host machine (105) needs to perform garbage collection; 
0.192 determining (1615) a current input/output (I/O) 
load (1310) at the host machine (105): 
(0193 selecting (1625, 1630) from at least a default 
Program/Erase (P/E) strategy (260) and an adaptive P/E 
strategy (1110) based on the current I/O load (1310) at the 
host machine (105); and 
(0194 instructing (1635) the SSD (110) to perform gar 
bage collection using the selected P/E strategy (260). 
(0195 Statement 51. An embodiment of the inventive 
concept includes a method according to statement 50, 
wherein selecting (1625, 1630) from at least a default P/E 
strategy (260) and an adaptive P/E strategy (1110) includes: 
(0196) comparing (1620) the current I/O load (1310) with 
a load threshold (1120): 
(0197) if the current I/O load (1310) is less than the load 
threshold (1120), selecting (1630) the default P/E strategy 
(260); and 
(0198 if the current I/O load (1310) is greater than the 
load threshold (1120), selecting (1625) the adaptive P/E 
strategy (1110). 
(0199 Statement 52. An embodiment of the inventive 
concept includes a method according to statement 50, fur 
ther comprising, if the selected P/E strategy (260) was the 
adaptive P/E strategy (1110): 
(0200 tracking (1645) the current I/O load (1310); and 
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0201 if the current I/O load (1310) drops below the load 
threshold (1120), instructing (1640) the SSD (110) to per 
form a delayed Program operation. 
0202 Statement 53. An embodiment of the inventive 
concept includes a method according to statement 50, fur 
ther comprising, if the selected P/E strategy (260) was the 
adaptive P/E strategy (1110): 
0203 tracking (1655) a duration (1320) since the SSD 
(110) performed garbage collection; and 
0204 if the duration (1320) exceeds a time threshold 
(1210), instructing (1640) the SSD (110) to perform a 
delayed Program operation. 
0205 Statement 54. An embodiment of the inventive 
concept includes a method according to statement 50, fur 
ther comprising configuring (1605) the SSD (110) not to 
perform garbage collection unless instructed by the host 
machine (105). 
0206 Consequently, in view of the wide variety of per 
mutations to the embodiments described herein, this detailed 
description and accompanying material is intended to be 
illustrative only, and should not be taken as limiting the 
scope of the inventive concept. What is claimed as the 
inventive concept, therefore, is all Such modifications as 
may come within the scope and spirit of the following claims 
and equivalents thereto. 
What is claimed is: 
1. A Solid State Drive (SSD) (110), comprising: 
storage (218) for data; 
reception circuitry (203) to receive an instruction (257) 

from a host machine (105) to perform garbage collec 
tion, the instruction (257) including a Program/Erase 
(P/E) strategy (260) to be used by the SSD (110): 

garbage collection logic (209) to perform garbage collec 
tion responsive to the reception circuitry (203) receiv 
ing the instruction (257) to perform garbage collection, 
the garbage collection logic (209) including a Program 
logic (227) to perform a Program operation during 
garbage collection according to the P/E Strategy (260); 
and 

a mapping table (221) to identify at least one page (242. 
269,245) in a victim block (233,236) for later fetching 
from a replicated copy (130, 135, 140) on a second 
storage device (115): 

wherein the Program logic (227) is operative to mark 
(248,251,254), in the mapping table (221), the at least 
one page (242, 269,245) in a victim block (233,236) 
on the SSD (110) for fetching from a replicated copy 
(130, 135, 140) from the second storage device (115) 
without copying the at least one page (242, 269, 245) 
to a second block (239) on the SSD (110) before erasing 
the victim block (233,236) if the P/E strategy (260) is 
an adaptive P/E strategy (1110). 

2. An SSD (110) according to claim 1, wherein responsive 
to the reception circuitry (203) receiving a write request 
(605) from a client machine (150), the Program logic (227) 
is operative to cache (620) the replicated copy (130, 135, 
140) of the at least one page (242, 269,245) from the second 
storage device (115) to a memory (224) on the SSD (110), 
to modify (625) the cached copy (650) of the at least one 
page (242, 269,245) in the memory (224) responsive to the 
write request (605), and to write (635) the modified copy 
(630) of the at least one page (242. 269,245) to the second 
block (239) on the SSD (110). 
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3. An SSD (110) according to claim 1, wherein, if the P/E 
strategy (260) is the adaptive P/E strategy (1110), the 
Program logic (227) is operative to copy (515) the replicated 
copy (130, 135, 140) of the at least one page (242,269,245) 
from the second storage device (115) to the second block 
(239) on the SSD (110) when an I/O load (1310) on the host 
machine (105) is below a load threshold (1120). 

4. An SSD (110) according to claim 1, wherein, if the P/E 
strategy (260) is an adaptive P/E strategy (1110), the Pro 
gram logic (227) is operative to copy (515) the replicated 
copy (130, 135, 140) of the at least one page (242,269,245) 
from the second storage device (115) to the second block 
(239) on the SSD (110) after a time threshold (1210) has 
passed. 

5. An SSD (110) according to claim 1, wherein the 
Program logic (227) is operative to copy the at least one 
page (242,269,245) from the victim block (233,236) to the 
second block (239) on the SSD (110) before erasing the 
victim block (233,236) despite the P/E strategy (260) being 
an adaptive P/E strategy (1110) if no replicated copy (130. 
135, 140) of the at least one page (242, 269,245) exists on 
the second storage device (115). 

6. A Solid State Drive (SSD) (110), comprising: 
storage (218) for data; 
reception circuitry (203) to receive an instruction (257) 

from a host machine (105) to perform garbage collec 
tion, the instruction (257) including a Program/Erase 
(P/E) strategy (260) to be used by the SSD (110): 

garbage collection logic (209) to perform garbage collec 
tion responsive to the reception circuitry (203) receiv 
ing the instruction (257) to perform garbage collection, 
the garbage collection logic (209) including a Program 
logic (227) to perform a Program operation during 
garbage collection according to the P/E Strategy (260); 

Dynamic Random Access Memory (RAM) (224) to cache 
a copy of the at least one page (242, 269, 245) in the 
victim block (233, 236) on the SSD (110); and 

a SSD controller (215) operative to copy the at least one 
page (242, 269,245) from the victim block 233,236) 
to a cached copy (710, 715, 725) in the Dynamic RAM 
(224) before erasing the victim block (233,236) and to 
copy the cached copy (710, 715, 725) to the second 
block (239) after erasing the victim block (233, 236) 
without copying the at least one page (242, 269,245) 
to a second block (239) on the SSD (110) before erasing 
the victim block (233,236) if the P/E strategy (260) is 
an adaptive P/E strategy (1110). 

7. An SSD (110) according to claim 6, wherein, if the P/E 
strategy (260) is the adaptive P/E strategy (1110), the 
Program logic (227) is operative to copy (515) the cached 
copy (710,715,725) of the at least one page (242,269,245) 
from the Dynamic RAM (224) to the second block (239) on 
the SSD (110) when an I/O load (1310) on the host machine 
(105) is below a load threshold (1120). 

8. An SSD (110) according to claim 6, wherein, if the P/E 
strategy (260) is an adaptive P/E strategy (1110), the Pro 
gram logic (227) is operative to copy (515) the cached copy 
(710, 715,725) of the at least one page (242, 269,245) from 
the Dynamic RAM (224) to the second block (239) on the 
SSD (110) after a time threshold (1210) has passed. 

9. An SSD (110) according to claim 6, wherein the 
Program logic (227) is operative to copy the at least one 
page (242,269,245) from the victim block (233,236) to the 
second block (239) on the SSD (110) before erasing the 
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victim block (233,236) despite the P/E strategy (260) being 
an adaptive P/E strategy (1110) if no replicated copy (130. 
135, 140) of the at least one page (242, 269,245) exists on 
a second storage device (115). 

10. A host machine (105), comprising: 
a processor (905): 
a network connector (925) operative to connect the host 

machine (105) to a network (145); 
a load monitor (930) operative to monitor an input/output 

(I/O) load (1310) on at least one SSD (110, 115): 
a Program/Erase (P/E) strategy selector (935) operative to 

select among at least a default P/E strategy (260) and an 
adaptive P/E strategy (1110) based on the I/O load 
(1310); and 

a transmitter (915) operative to transmit a garbage col 
lection instruction (257) to the at least one SSD (110, 
115) with the selected P/E strategy (260). 

11. A host machine (105) according to claim 10, wherein 
the load monitor (930) is operative to periodically determine 
the I/O load (1310) on the at least one SSD (110, 115). 

12. A host machine (105) according to claim 10, wherein 
the load monitor (930) is operative to determine the I/O load 
(1310) when the at least one SSD (110, 115) needs to 
perform garbage collection. 

13. A host machine (105) according to claim 10, wherein 
the P/E strategy selector (935) includes a comparator (1115) 
to compare the I/O load (1310) with a load threshold (1120). 

14. A host machine (105) according to claim 13, wherein 
the P/E strategy selector (935) is operative to select an 
adaptive P/E strategy (1110) when the I/O load (1310) is 
greater than the load threshold (1120). 

15. A host machine (105) according to claim 10, wherein: 
the host machine (105) further comprises a Program 

instructor (940) operative to determine when to instruct 
the at least one SSD (110, 115) to perform a delayed 
Program operation; and 

the transmitter (915) is operative to transmit an instruction 
(505) to perform the delayed Program operation to the 
at least one SSD (110, 115). 

16. A host machine (105) according to claim 15, wherein: 
the Program instructor (940) includes a comparator 

(1205) to compare the I/O load (1310) with a load 
threshold (1120); and 

the Program instructor (940) is operative to instruct the at 
least one SSD (110, 115) to perform the delayed 
Program operation if the I/O load (1310) is less than the 
load threshold (1120). 

17. A host machine (105) according to claim 15, wherein: 
the Program instructor (940) includes a timer to measure 

a duration (1320) since the P/E strategy selector (935) 
selected an adaptive P/E strategy (1110); and 

the Program instructor (940) is operative to instruct the at 
least one SSD (110, 115) to perform the delayed 
Program operation if the duration (1320) is greater than 
a time threshold (1210). 
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18. A method, comprising: 
receiving (1410, 1415), from a host machine (105) at a 

Solid State Drive (SSD) (110), an instruction (257) to 
perform garbage collection, the instruction (257) 
including a Program/Erase (P/E) strategy (260) to be 
used by the SSD (110); 

identifying (1420) a victim block (233,236) on the SSD 
(110) to be erased; 

identifying (1425) at least one page (242, 269,245) in the 
victim block (233, 236) that stores valid data; 

if the P/E strategy (260) specifies to use adaptive P/E, 
arranging (1435, 1445), to copy the at least one page 
(242, 269, 245) to a second block (239) on the SSD 
(110) after erasing (1460) the victim block (233,236): 
and 

erasing (1460) the victim block (233,236). 
19. A method according to claim 18, wherein arranging 

(1445), to copy the at least one page (242, 269, 245) to a 
second block (239) on the SSD (110) after erasing (1460)the 
victim block (233, 236) includes marking (1445), in a 
mapping table (221), the at least one page (242,269,245) for 
fetching from a replicated copy (130, 135, 140) on a second 
storage device (115) without copying the at least one page 
(242, 269,245) to a second block (239) on the SSD (110). 

20. A method according to claim 18, wherein arranging 
(1445), to copy the at least one page (242, 269, 245) to a 
second block (239) on the SSD (110) after erasing (1460)the 
victim block (233, 236) includes caching (1435) a copy 
(710, 715, 725) of the at least one page (242, 269, 245) in 
a Dynamic Random Access Memory (RAM) (224) before 
erasing (1460) the victim block (233, 236). 

21. A method according to claim 18, further comprising, 
when an input/output (I/O) load (1310) for the SSD (110) is 
low, copying (1520) the replicated copy (130, 135, 140) of 
the at least one page (242, 269,245) from the second storage 
device (115) to the second block (239) on the SSD (110). 

22. A method according to claim 18, further comprising, 
after a time threshold (1210) has passed, copying (1520) the 
replicated copy (130, 135,140) of the at least one page (242. 
269,245) from the second storage device (115) to the second 
block (239) on the SSD (110). 

23. A method according to claim 18, further comprising: 
receiving (1510) a write request (605) to the at least one 

page (242. 269, 245); 
modifying (1535) a cached copy (650) of the at least one 

page (242, 269,245) on the SSD (110) according to the 
write request (605); and 

writing (1540) the modified copy (630) of the at least one 
page (242, 269,245) to the second block (239) on the 
SSD (110). 

24. A method according to claim 23, further comprising 
caching (1530) the replicated copy (130, 135, 140) of the at 
least one page (242, 269, 245) from the second storage 
device (115) to memory (224) on the SSD (110). 

25. A method according to claim 23, further comprising 
unmarking (1545) the at least one page (242, 269,245) for 
later fetching from the replicated copy (130, 135, 140). 
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