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(57) ABSTRACT

A method for smartly managing a plurality of potential
travel destinations of a user is provided. The method
includes determining a plurality of similarities between
different pairs of the plurality of potential travel destinations.
Further, the method includes weighting the plurality of
similarities using contextual information related to the user,
and clustering part of the plurality of potential travel desti-
nations based on the plurality of weighted similarities.
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METHOD AND APPARATUS FOR SMARTLY
MANAGING A PLURALITY OF POTENTIAL
TRAVEL DESTINATIONS OF A USER

CROSS REFERENCE TO RELATED
APPLICATION

[0001] This application is a continuation of PCT Interna-
tional Application No. PCT/EP2017/078867, filed Nov. 10,
2017, the entire disclosure of which is herein expressly
incorporated by reference.

BACKGROUND AND SUMMARY OF THE
INVENTION

[0002] The present disclosure relates to managing poten-
tial travel destinations of a user. In particular, examples
relate to a method and an apparatus for smartly managing a
plurality of potential travel destinations of a user.

[0003] With the rapid growth of user’s destinations, a
driver can easily have more than a hundred destinations
which can be a huge contact list or visited locations in the
map. Users expect to have a smart destination album which
allows the user to effectively manage and find relevant
destinations. Many map and car digital service applications
display recent destinations or recently searched places for
the users and enable users to look up these destinations.
However, this approach brings a lot of pains especially when
a driver visits another city. For example, the “home”-
destination or the “work”-destination will be the top ones
during vacation. After the user comes back to his home city,
all the vacation related destinations will be kept in the
destination list for a very long time. A user usually needs to
go through each destination to find the target for quite some
time. This may cause an undesired cognitive load for the
user, which may distract the user - especially while the user
is driving on the road.

[0004] Hence, there is a demand for improved manage-
ment of potential travel destinations of a user to leverage the
relevancy.

[0005] The demand may be satisfied by examples
described herein.

[0006] An example relates to a method for smartly man-
aging a plurality of potential travel destinations of a user.
The method comprises determining a plurality of similarities
between different pairs of the plurality of potential travel
destinations. Further, the method comprises weighting the
plurality of similarities using contextual information related
to the user, and clustering part of the plurality of potential
travel destinations based on the plurality of weighted simi-
larities.

[0007] Another example relates to a non-transitory
machine readable medium having stored thereon a program
having a program code for performing the method as
described herein, when the program is executed on a pro-
Cessor.

[0008] A further example relates to an apparatus for man-
aging a plurality of potential travel destinations of a user.
The apparatus comprises a memory configured to store the
plurality of potential travel destinations. Further, the appa-
ratus comprises a processor circuit configured to determine
a plurality of similarities between different pairs of the
plurality of potential travel destinations. The processor cir-
cuit is additionally configured to weight the plurality of
similarities using contextual information related to the user,
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and cluster part of the plurality of potential travel destina-
tions based on the plurality of weighted similarities.
[0009] Using the similarities between different pairs of
potential travel destinations together with the user related
contextual information may allow grouping of the plurality
of potential travel destinations in a more user-friendly man-
ner. Accordingly, a cognitive load for finding a certain one
of the plurality of potential travel destinations may be
reduced. Thus, distraction of the user may be reduced.
[0010] Some examples of apparatuses and/or methods will
be described in the following by way of example only, and
with reference to the accompanying figures.

[0011] Other objects, advantages and novel features of the
present invention will become apparent from the following
detailed description of one or more preferred embodiments
when considered in conjunction with the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] FIG. 1 illustrates a flowchart of an example of a
method for managing a plurality of potential travel destina-
tions of a user.

[0013] FIG. 2 illustrates a flowchart of another example of
a method for managing a plurality of potential travel desti-
nations of a user.

[0014] FIG. 3 illustrates an example for determining a
weighted similarity.

[0015] FIGS. 4 and 5 illustrate exemplary relations
between a number of potential travel destinations and a
distance to a current location of a user.

[0016] FIG. 6 illustrates an example of a labelled cluster.
[0017] FIGS. 7, 8A and 8B illustrate exemplary displays
for a plurality of potential travel destinations of a user.
[0018] FIG. 9 illustrates an example of an apparatus for
managing a plurality of potential travel destinations of a
user.

DETAILED DESCRIPTION OF THE DRAWINGS

[0019] Various examples will now be described more fully
with reference to the accompanying drawings in which some
examples are illustrated. In the figures, the thicknesses of
lines, layers and/or regions may be exaggerated for clarity.
[0020] While further examples are capable of various
modifications and alternative forms, some particular
examples thereof are shown in the figures and will subse-
quently be described in detail. However, this detailed
description does not limit further examples to the particular
forms described. Further examples may cover all modifica-
tions, equivalents, and alternatives falling within the scope
of the disclosure. Like numbers refer to like or similar
elements throughout the description of the figures, which
may be implemented identically or in modified form when
compared to one another while providing for the same or a
similar functionality.

[0021] If two elements A and B are combined using an
“or”, this is to be understood to disclose all possible com-
binations, i.e. only A, only B as well as A and B. An
alternative wording for the same combinations is “at least
one of A and B.” The same applies for combinations of more
than 2 Elements.

[0022] The terminology used herein for the purpose of
describing particular examples is not intended to be limiting
for further examples. Whenever a singular form such as “a”,
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“an” and “the” is used and using only a single element is
neither explicitly or implicitly defined as being mandatory,
further examples may also use plural elements to implement
the same functionality. Likewise, when a functionality is
subsequently described as being implemented using mul-
tiple elements, further examples may implement the same
functionality using a single element or processing entity. It
will be further understood that the terms “comprises,” “com-
prising,” “includes” and/or “including,” when used, specify
the presence of the stated features, integers, steps, opera-
tions, processes, acts, elements and/or components, but do
not preclude the presence or addition of one or more other
features, integers, steps, operations, processes, acts, ele-
ments, components and/or any group thereof.

[0023] Unless otherwise defined, all terms (including tech-
nical and scientific terms) are used herein in their ordinary
meaning of the art to which the examples belong.

[0024] FIG. 1 illustrates a method 100 for managing a
plurality of potential travel destinations of a user. For
example, the plurality of potential travel destinations may be
determined from user generated content. User generated
content is any content generated by a user. For example, user
generated textual content may be one or more characters or
words input by a user via a keyboard, a touch display, a
mouse, or any other suitable human-machine-interface. User
generated textual content may further be content recognized
into textual format (e.g., through speech recognition on
user’s speech), or textual information extracted from image
and video (e.g., by Optical Character Recognition, OCR,
etc.). Further, user generated content may be historic driving
data (e.g. historic travel destinations) or historic search data
(for travel destinations) of the user.

[0025] Method 100 comprises determining 102 a plurality
of similarities between different pairs of the plurality of
potential travel destinations. The similarity between two
potential travel destinations of the plurality of potential
travel destinations may be determined based on one or more
criteria. For example, the similarity between a pair of the
plurality of potential travel destinations may be based on a
distance between the pair of the plurality of potential travel
destinations. Alternatively or additionally, further criteria
like similarity of the addresses of the pair of potential travel
destination, semantic similarity of the pair of potential travel
destination, etc. may be used. If more than one criterion is
used for determining the similarity between the pair of
potential travel destination, a dedicated metric may be used
for weighting the individual criteria.

[0026] Further, method 100 comprises weighting 104 the
plurality of similarities using contextual information related
to the user. Contextual information is any information influ-
encing the likelihood that a user will travel a potential travel
destination. For example, the contextual information related
to the user may be one of a current location of the user, a
(recent and/or historical) visit frequency of the respective
pair of the plurality of potential travel destinations (i.e., the
user’s preference for a potential travel destination), a current
time, or a current day of the week. Accordingly, the
weighted similarity between the pair of the plurality of
potential travel destinations may, e.g., be based on a weight-
ing factor that depends on the current location of the user.
[0027] Additionally, method 100 comprises clustering 108
part of the plurality of potential travel destinations based on
the plurality of weighted similarities. In other words, some
of the plurality of potential travel destinations are grouped

Jun. 25, 2020

together based on the weighted similarities. Accordingly, the
plurality of potential travel destinations may be organized in
a more user-friendly manner according to their relevance to
the user. A cognitive load for finding a certain one of the
plurality of potential travel destinations may, hence, be
reduced. Further, distraction of the user may be avoided.
[0028] For example, clustering 106 part of the plurality of
potential travel destinations may comprise not clustering
pairs of the plurality of potential travel destinations having
a respective weighted similarity within a first range. Further,
clustering 106 part of the plurality of potential travel desti-
nations may comprise clustering pairs of the plurality of
potential travel destinations having a respective weighted
similarity within a second range to a first cluster. The first
range may be chosen such that potential travel destinations
having a respective weighted similarity within the first range
are likely travel destinations for the user. Accordingly, these
travel destinations are not clustered. The second range may
be chosen such that potential travel destinations having a
respective weighted similarity within the second range are
less likely travel destinations for the user. Since these travel
destinations are of minor interest for the user, they are
grouped in the first cluster. Accordingly, a user-friendly
grouping of the plurality of potential travel destinations may
be achieved. In some examples, third, fourth, or further
ranges for the weighted similarities may be used in order to
cluster pairs of the plurality of potential travel destinations
to second, third, and further clusters.

[0029] Method 100 may further comprise displaying, to
the user, individual graphic symbols for the pairs of the
plurality of potential travel destinations having a respective
weighted similarity within the first range, and displaying, to
the user, a single graphic symbol for the potential travel
destinations in the first cluster. Accordingly, relevant poten-
tial travel destinations can be directly presented to the user,
whereas less relevant travel destinations are hidden. A
cognitive load for finding and selecting a certain travel
destination among the plurality of potential travel destina-
tions may, hence, be reduced.

[0030] While the basic principles of the proposed concept
were described above in connection with FIG. 1, a more
detailed example of a method 200 for managing a plurality
of potential travel destinations of a user is illustrated in FIG.
2.

[0031] In step 210, user generated content is collected.
User generated content may, e.g., be personal driving data
and calendar information. For example, (all) historic driving
data of the user and upcoming calendar events with location
information may be collected in step 210.

[0032] In step 220, a plurality of potential travel destina-
tions are determined from the user generated content. For
example, all the destinations may be automatically learned
based on the user’s driving history, the user’s inputs and/or
calendar information.

[0033] Further, information about the current location of
the user is received (e.g., from a navigation system/appli-
cation) or determined (e.g., via a Global Navigation Satellite
System, GNSS) in step 230.

[0034] In step 240, respective similarities between differ-
ent pairs of the plurality of potential travel destinations are
determined and weighted using contextual information
related to the user. In the example of FIG. 2, the similarity
between a pair of the plurality of potential travel destinations
is based on a distance between the pair of the plurality of
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potential travel destinations, wherein the weighting is based
on a weighting factor that depends on a current location of
the user. A weighted similarity may, hence, be understood as
a calibrated distance metric.

[0035] That is, step 240 relates to distance matrix genera-
tion, in which a calibrated distance between each two
destinations is calculated. Given any two destinations, if two
destinations are far from a user’s current location, the user
will have low probability to go to these destinations.

[0036] However, if the two destinations are close to the
user’s current location, the user will more likely go to these
places. Thus, the calibrated distance calDis may be generally
defined as:

calDis(d, d)=Adis(d; d;), dis(o;;, CL)) (1)

with d,,d; denoting the geographical positions of a pair of
potential travel destinations, CL. denoting the current loca-
tion of the user, o, ; denoting a line connecting the pair of the
plurality of potential travel destinations, and dis(A, B)
denoting the distance between two points A and B. That is,
the weighting factor for a respective pair of potential travel
destinations depends on a distance of the current location of
the user to a line connecting the respective pair of the
plurality of potential travel destinations.

[0037] This is exemplarily illustrated in FIG. 3. Four
potential travel destinations 1, 2, 3 and 4 are illustrated in
FIG. 3. The user’s current location is denoted by CL. The
distance dis(d,, d,) between potential travel destinations 1
and 2 is about the same as the distance between dis(d,, d,)
between potential travel destinations 3 and 4. However, the
distance dis(o, ,, CL) between the current location CL of the
user to the line o, , connecting potential travel destinations
1 and 2 is much smaller than the distance dis(o;, CL)
between the current location CL of the user to the line o5 4
connecting potential travel destinations 3 and 4. It is, hence,
much more likely that a user will go to one of potential travel
destinations 1 and 2 than to one of potential travel destina-
tions 3 and 4. This is considered by means of the weighting
factor that depends on the distance of the current location of
the user to the line connecting the respective pair of the
plurality of potential travel destinations.

[0038] For example, the weighted similarity, i.e., the cali-

brated distance, may be defined as in the following expres-
sion (2):

calDis(d;, d;) =
dis(d;, d;) e g .
_ if dis(o; j, CL) <= minThre
minNormFactor ”
dis(d;, d;) e ,
. if minThre < dis(0; j, CL) <= maxThre
midNormFactor(o; ;, CL) i
dis(d;, d;) . .
_ if maxThre < dis(o; j, CL)
maxNormFactor i
[0039] It is evident from expression (2) that the weighting

factor is a first value minNormFactor if the distance dis(o, ;,
CL) of the current location CL of the user to the line o,
connecting the respective pair of the plurality of potential
travel destinations is smaller than a first threshold minThre.

[0040] Further, the weighting factor is a second value
midNormFactor(o; ; CL) if the first threshold minThre is
smaller than the distance dis(o, ; CL) of the current location
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CL of the user to the line connecting the respective pair of
the plurality of potential travel destinations.

[0041] If a second threshold maxThre is smaller than the
distance dis(o, ; CL) of the current location CL of the user
to the line connecting the respective pair of the plurality of
potential travel destinations, the weighting factor is a third
value maxNormFactor.

[0042] As indicated in expression (2), the second value
midNormFactor(o, ; CL) may be variable. For example, the
second value midNormFactor (o, ;, CL.) may depend on the
distance of the current location CL of the user to the line o, ;
connecting the respective pair of the plurality of potential
travel destinations. An exemplary dependency is given in
below expression (3):

midNormFactor (o; j, CL) = minNormFactor +

dis(o; j, CL) —minThre

— X (maxNormFactor — minNormFactor)
maxThre —minThre

[0043] The first threshold value minThre may be deter-
mined adaptively (e.g., using a corresponding algorithm) in
order to take into account the distribution of the potential
travel destinations of a user. For example, the first threshold
value minThre may be determined by considering the user’s
current location. If most potential travel destinations are
(well) distributed within 15 km, the minimum threshold
should be about 15 km, so that local frequent travel desti-
nations are not grouped into a cluster. This may allow users
to easily find those local travel destinations they regularly
commute and visit. For other users, however, potential travel
destinations may, e.g., be within 5 km, so that the first
threshold value minThre should be about 5 km.

[0044] Forexample, the first threshold value minThre may
be selected based on a ratio of the increase of the number of
potential travel destinations to the increase of the distance to
the current location of the user. This is illustrated in FIGS.
4 and 5, which illustrate exemplary relations between a
number of potential travel destinations and a distance to a
current location of a user.

[0045] In FIGS. 4 and 5, the slope of the graph may be
compared to a predefined value indicating minimum
increase of the number of potential travel destinations per
distance increase to the current location of the user. For
example, an algorithm may check the slope for its change for
all given destinations (Dis;, DesNum,, (Dis,, DesNum,), .
. ., (Dis;, DesNum,), . . . , (Dis,, DesNum,) where
Dis,<maxDisValue for every i.

[0046] In FIG. 4, the increase of the number of potential
travel destinations per distance increase to the current loca-
tion of the user is above the predefined value up to a distance
of about 7 km (i.e., 7000 m) to the current location of the
user. In FIG. 5, the increase of the number of potential travel
destinations per distance increase to the current location of
the user is above the predefined value up to a distance of
about 5.5 km (i.e., 5500 m) to the current location of the
user. Accordingly, the first threshold value minThre should
be about 7 km for situation illustrated in FIG. 4, and be about
5.5 km for the situation illustrated in FIG. 5.

[0047] That is, the first threshold value minThre may be
the maximum distance to the current location of the user for
which the increase of the number of potential travel desti-
nations is larger than the predefined value.
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[0048] After determining the weighted similarities in step
240 according to the above principles, the potential travel
destinations are clustered in step 250. In particular, the
potential travel destinations are clustered based on the
plurality of weighted similarities. That is, a learning-based
destination clustering is performed in step 250. Based on the
distance matrix between each pair of potential travel desti-
nations, an, e.g., unsupervised learning method may be used
to cluster these destinations (in some examples an average
link clustering algorithm may be used).

[0049] As described above, pairs of the plurality of poten-
tial travel destinations having a respective calibrated dis-
tance (i.e. weighted similarity) within a first range are not
clustered. On the other hand, pairs of the plurality of
potential travel destinations having a respective weighted
similarity within a second range are clustered to a first
cluster.

[0050] An example of a cluster is illustrated in FIG. 6. In
FIG. 6, six potential travel destinations 611, 612, . . ., 616
are clustered to a cluster 610. Further, a label is assigned to
the first cluster 610 based on the potential travel destinations
611, 612, . . ., 616 in the first cluster 610. Since the six
potential travel destinations 611, 612, 616 are all located in
Schaumburg, Illinois, the label “Schaumburg, IIl.” is
assigned to cluster 610.

[0051] Similarly, each destination may be labelled in order
to provide a semantic meaning for each place. This is done
in step 260 of method 200. For example, if a cluster contains
a single potential travel destination, the Point-Of-Interest
(POI) labeling of that destination may be used. If a cluster
contains multiple potential travel destination, a meaningful
label may be assigned to that cluster (e.g., related to com-
monality of all the destinations for a given cluster like a
back-off to a district or city level).

[0052] The different clusters may further be ranked in step
270. For example, if pairs of the plurality of potential travel
destinations having a respective calibrated distance (i.e.,
weighted similarity) within a third range is clustered to a
second cluster according to the proposed concept, the first
cluster and the second cluster may be ranked based on the
potential travel destinations in the first cluster and in the
second cluster. For example, method 200 may comprise
ranking the first cluster and the second cluster based on one
or more attributes of the potential travel destinations in the
first cluster and in the second cluster. The destination
ranking system of step 270 may, e.g., rank the clusters based
on the number of visits of these travel destinations, stay
durations at these destinations, distances to the current
location, aging, etc. This may facilitate finding the target
destination for the user.

[0053] As indicated above, method 200 further comprises
displaying the plurality of potential travel destinations to the
user in step 280. This is exemplarily illustrated in FIGS. 7,
8A and 8B. In FIG. 7, the plurality of potential travel
destinations is illustrated as graphic symbols representing
list items of a list.

[0054] InFIG. 7, individual graphic symbols are displayed
to the user for the pairs of the plurality of potential travel
destinations having a respective weighted similarity within
the first range. Further, a single graphic symbol is displayed
to the user for the potential travel destinations in the first
cluster. Further single graphic symbols are displayed to the
user for the potential travel destinations in the second and
third clusters.
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[0055] In the example of FIG. 7, the user’s location is
Chicago, Ill. Accordingly, potential travel destinations
within Chicago are not clustered since their respective
weighted similarities are within the first range. In the
example of FIG. 7, individual graphic symbols are hence
displayed for the potential travel destinations “Home,”
“Work,” “Northwestern Univ.,” “Chinatown, Chicago,”
“Hongkong Market” and “Costco, Chicago.” Further poten-
tial travel destinations outside Chicago, Ill. are clustered and
graphic symbols are only displayed for the respective clus-
ters. In the example of FIG. 7, individual graphic symbols
are hence displayed for the clusters “Schaumburg, Il1.,”
“Wadsworth, I11.” and “Morton Grove, I11.” It is evident from
FIG. 7 that labels are assigned to the clusters based on the
potential travel destinations in the clusters. Further, the
potential travel destinations are ranked as described above,
and displayed to the user according to the ranking. For
example, the ranking of the first cluster “Schaumburg, 111.”
is higher than the ranking of second cluster “Wadsworth,
11..” Accordingly, the first cluster “Schaumburg, I111.” is
ranked higher than the second cluster “Wadsworth, 111.” in
the list.

[0056] The example of FIG. 7, hence, uses hierarchical
destination layers. As illustrated in FIG. 7, when the user is
at city A, the proposed method may cluster all destinations
in city B into one cluster. In order to enable the user to
quickly find a specific destination in city B, the proposed
method uses the hierarchic structure of the display. Due to
the hierarchical destination layers, the user only needs to
make one tap to expand and find the right destination.
[0057] As indicated in FIG. 7, a user input 710 that
indicates a selection of the first cluster “Schaumburg, 111.”
may be received (e.g., by touching a touch display). In
response to the user input individual graphic symbols for the
potential travel destinations in the first cluster are displayed.
The user may now select one of the potential travel desti-
nations in the first cluster via second user input 720. In the
example of FIG. 7, the user may select the potential travel
destinations “Woodfield Mall” in Schaumburg, Ill. via the
second user input 720.

[0058] An alternative graphical representation is illus-
trated in FIGS. 8A and 8B. In FIGS. 8A and 8B, the graphic
symbols for the potential destinations and the clusters are
geometric forms in a map. Like for FIG. 7, it is again
assumed that the user’s location is Chicago, Ill. Accordingly,
individual graphic symbols are hence displayed for the
potential travel destinations within Chicago, i.e., within the
proximity of the user. Potential travel destinations 811, 821,
831 in Schaumburg, Wadsworth and Morton Grove are not
displayed individually since they are clustered according to
the proposed concept. Accordingly, individual graphic sym-
bols 810, 820, 830 are merely displayed for the clusters
“Schaumburg, 111.,” “Wadsworth, I11.” and “Morton Grove,
11.” Again, the clusters 810, 820, 830 are ranked. The
ranking is illustrated by means of varying diameters for the
circles representing the clusters.

[0059] Similar to the situation illustrated in FIG. 7, a user
input 840 that indicates a selection of the first cluster
“Schaumburg, I11.” may be received (e.g., by touching a
touch display). In response to the user input individual
graphic symbols for the potential travel destinations in the
first cluster are displayed (and the map is zoomed). The user
may now select one of the potential travel destinations in the
first cluster via second user input 850. In the example of
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FIG. 8B, the user may select the potential travel destinations
“Woodfield Mall” in Schaumburg, Ill. via the second user
input 850.

[0060] As indicated by step 290, method 200 may further
comprise displaying, for at least one potential travel desti-
nation being represented by an individual graphic symbol
(i.e., a potential travel destination of the pairs of the plurality
of potential travel destinations having a respective similarity
within the first range), information related to the one poten-
tial travel destination. Similarly, information related to first,
second and/or further clusters may be displayed. This may
allow providing destination management and relevant ser-
vices to the user. For example, the information may be an
estimated time of arrival or the weather at the potential travel
destination. Regarding the clusters, if the user is, e.g., in
Chicago, only the center of all destinations in Milwaukee
may be retrieved and a single estimated time of arrival for
the center of Milwaukee may be displayed.

[0061] The proposed concept may, hence, enable an
improved user interface. The proposed concept may offer an
intelligent destination management system that is able to
efficiently and contextually organize user’s destinations and
minimize user’s efforts to look up his/her destinations. The
destination management system according to proposed con-
cept does not only rely on frequency and recent destinations,
but may rely also on the driver’s current location and
behavior that can be learned from collected driving data. It
may organize the destinations contextual and personalized in
order to minimize the user’s efforts by offering relevant
destinations only. The proposed concept may allow to man-
age the user’s destinations and may greatly improve the
user’s driving experience, may minimize the user’s cogni-
tive interaction and may provide a “one-click to go” expe-
rience.

[0062] The destination management according to the pro-
posed concept may allow elastic determination of clusters
based on multiple factors like a user’s historical visit fre-
quency, a user’s recent visit frequency, a user’s profile
and/or a user’s current location. Therefore, the intelligent
destination management system according to the proposed
concept may allow to organize all destinations relevant and
dynamic to enable users to quickly find their destination.
[0063] The intelligent destination management system
according to the proposed concept may provide personal,
contextual, intelligent services. It may improve a user’s
driving experience since the user can easily find his/her
destination and just focus on the info what he/she needs.
Further, the user’s workload before driving may be lowered,
and even more on the road. Moreover, relevant information
of these destinations may be displayed without redundancy.
[0064] The proposed concept may provide a significant
location modeling that learns a user’s visited places from
personal driving history data. A personal and contextual
hierarchical destination management algorithm and system
according to the proposed concept may allow modeling of
the user’s destinations dynamically and user-friendly based
on the personalization and context. This technology may,
e.g., be applied to destination prediction. In particular, a
hybrid solution to model the destination in different granu-
larity may be enabled. For example, if a user wants to drive
from Chicago to O’Hare airport, a bit of precise location
information is required. If the user wants to drive from
Chicago to New York City, he or she can set the navigation
with coarse granularity unless it is getting closer to New
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York City. Similar, smart management of the user’s desti-
nation list may be enabled. A user’s cognitive load to find a
destination/place may be lowered since just the right level of
information that the user needs in a given situation is
provided. The proposed concept may allow providing the
relevant information the user needs—no more, no less.
[0065] The proposed concept may offer a novel technical
approach: The personal and contextual hierarchical destina-
tion management may use a low complexity algorithm that
can automatically classify these destinations based on user’s
learnt destination profile and current location as context.
[0066] Further, granularity may be introduced to learnt
destination: The proposed concept may provide the desti-
nation prediction flexible and elastic. For a local area, it may
predict the exact location. For a far distance, it may predict
the region during current context and refine the destination
when the user gets closer to the destination. It may further
offer the opportunity for fuzzy region prediction with rea-
sonable confidence. Normal algorithms are designed to
predict the destination with confidence. Now, for a given
confidence a region (size) algorithm may be able to predict.
[0067] Also the user experience may be greatly improved:
The user experience may be improved by rendering just
relevant information that the user needs. It can make the
search easier and reduce the cognitive load that is particu-
larly important when time is critical during driving.

[0068] The proposed concept may further be an enabler to
bring the personal, intelligent and context-awareness differ-
entiation: It can be used for trip planning services by
providing real-time traffic, incident, road condition, weather,
and etc.

[0069] An example of an implementation using a method
according to one or more aspects of the proposed concept or
one or more examples described above is illustrated in FIG.
9. FIG. 9 illustrates an apparatus 900 for managing a
plurality of potential travel destinations 901 of a user.
Apparatus 900 comprises a memory 910 configured to store
the plurality of potential travel destinations 901. Further,
apparatus 900 comprises a processor circuit 920 configured
to determine a plurality of similarities between different
pairs of the plurality of potential travel destinations 901. The
processor circuit 920 is additionally configured to weight the
plurality of similarities using contextual information 902
related to the user, and cluster part of the plurality of
potential travel destinations 901 based on the weighted
plurality of similarities.

[0070] Apparatus 900 may optionally comprise further
elements like a display and/or an input device.

[0071] For example, apparatus 900 may be a mobile
device (e.g., smartphone, tablet computer, laptop), a navi-
gation system, or a vehicle. A vehicle may be any apparatus
that comprises an engine and wheels (and optionally a
powertrain system). For example, the vehicle may be a
private vehicle or a commercial vehicle. In particular, the
vehicle may be an automobile, a truck, a motorcycle, or a
tractor.

[0072] As described above, apparatus 900 may allow to
group the plurality of potential travel destinations in a more
user-friendly manner by using the similarities between dif-
ferent pairs of potential travel destinations together with the
user related contextual information. Accordingly, a cogni-
tive load for finding a certain one of the plurality of potential
travel destinations may be reduced. Distraction of the user
may, hence, be reduced.
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[0073] More details and aspects of apparatus 900 are
mentioned in connection with the proposed concept or one
or more examples described above (e.g., FIGS. 1 to 8B).
Apparatus 900 or one of its elements (e.g., processor circuit
920, the display, the input device) may comprise or be
configured to perform one or more additional optional
features corresponding to one or more aspects of the pro-
posed concept or one or more examples described above.
[0074] The aspects and features mentioned and described
together with one or more of the previously detailed
examples and figures, may as well be combined with one or
more of the other examples in order to replace a like feature
of the other example or in order to additionally introduce the
feature to the other example.

[0075] Examples may further be or relate to a non-transi-
tory computer-readable medium storing a computer program
having a program code for performing one or more of the
above methods, when the computer program is executed on
a computer or processor. Steps, operations or processes of
various above-described methods may be performed by
programmed computers or processors. Examples may also
cover program storage devices such as non-transitory digital
data storage media, which are machine, processor or com-
puter readable and encode machine-executable, processor-
executable or computer-executable programs of instructions.
The instructions perform or cause performing some or all of
the steps of the above-described methods. The program
storage devices may comprise or be, for instance, digital
memories, magnetic storage media such as magnetic disks
and magnetic tapes, hard drives, or optically readable digital
data storage media. Further examples may also cover com-
puters, processors or control units programmed to perform
the steps of the above-described methods or (field) program-
mable logic arrays ((F)PLAs) or (field) programmable gate
arrays ((F)PGAs), programmed to perform the steps of the
above-described methods.

[0076] The description and drawings merely illustrate the
principles of the disclosure. Furthermore, all examples
recited herein are principally intended expressly to be only
for pedagogical purposes to aid the reader in understanding
the principles of the disclosure and the concepts contributed
by the inventor(s) to furthering the art. All statements herein
reciting principles, aspects, and examples of the disclosure,
as well as specific examples thereof, are intended to encom-
pass equivalents thereof.

[0077] When provided by a processor, the functions may
be provided by a single dedicated processor, by a single
shared processor, or by a plurality of individual processors,
some of which or all of which may be shared. However, the
term “processor” is by far not limited to hardware exclu-
sively capable of executing software, but may include digital
signal processor (DSP) hardware, network processor, appli-
cation specific integrated circuit (ASIC), field program-
mable gate array (FPGA), read only memory (ROM) for
storing software, random access memory (RAM), and non-
volatile storage. Other hardware, conventional and/or cus-
tom, may also be included.

[0078] A block diagram may, for instance, illustrate a
high-level circuit diagram implementing the principles of
the disclosure. Similarly, a flow chart, a flow diagram, a state
transition diagram, a pseudo code, and the like may repre-
sent various processes, operations or steps, which may, for
instance, be substantially represented in a non-transitory
machine readable medium and so executed by a computer or
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processor, whether or not such computer or processor is
explicitly shown. Methods disclosed in the specification or
in the claims may be implemented by a device having means
for performing each of the respective steps of these methods.
[0079] Itis to be understood that the disclosure of multiple
acts, processes, operations, steps or functions disclosed in
the specification or claims may not be construed as to be
within the specific order, unless explicitly or implicitly
stated otherwise, for instance for technical reasons. There-
fore, the disclosure of multiple steps or functions will not
limit these to a particular order unless such steps or functions
are not interchangeable for technical reasons. Furthermore,
in some examples a single act, function, process, operation
or step may include or may be broken into multiple sub-acts,
-functions, -processes, -operations or -steps, respectively.
Such sub steps may be included and part of the disclosure of
this single step unless explicitly excluded.

[0080] Furthermore, the following claims are hereby
incorporated into the detailed description, where each claim
may stand on its own as a separate example. While each
claim may stand on its own as a separate example, it is to be
noted that—although a dependent claim may refer in the
claims to a specific combination with one or more other
claims—other examples may also include a combination of
the dependent claim with the subject matter of each other
dependent or independent claim. Such combinations are
explicitly proposed herein unless it is stated that a specific
combination is not intended. Furthermore, it is intended to
include also features of a claim to any other independent
claim even if this claim is not directly made dependent to the
independent claim.

[0081] The foregoing disclosure has been set forth merely
to illustrate the invention and is not intended to be limiting.
Since modifications of the disclosed embodiments incorpo-
rating the spirit and substance of the invention may occur to
persons skilled in the art, the invention should be construed
to include everything within the scope of the appended
claims and equivalents thereof.

What is claimed is:
1. A method for managing a plurality of potential travel
destinations of a user, comprising:

determining a plurality of similarities between different
pairs of the plurality of potential travel destinations;

weighting the plurality of similarities using contextual
information related to the user; and

clustering part of the plurality of potential travel destina-
tions based on the plurality of weighted similarities.

2. The method of claim 1, wherein the clustering part of

the plurality of potential travel destinations comprises:

not clustering pairs of the plurality of potential travel
destinations having a respective weighted similarity
within a first range; and

clustering pairs of the plurality of potential travel desti-
nations having a respective weighted similarity within
a second range to a first cluster.

3. The method of claim 2, further comprising:

displaying, to the user, individual graphic symbols for the
pairs of the plurality of potential travel destinations
having a respective weighted similarity within the first
range; and

displaying, to the user, a single graphic symbol for the
potential travel destinations in the first cluster.
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4. The method of claim 3, further comprising:

receiving a user input that indicates a selection of the first

cluster; and

displaying, in response to the user input, individual

graphic symbols for the potential travel destinations in
the first cluster.

5. The method of claim 3, wherein the graphic symbols
are list items of a list, or wherein the graphic symbols are
geometric forms in a map.

6. The method of claim 3, further comprising:

displaying, for at least one potential travel destination of

the pairs of the plurality of potential travel destinations
having a respective weighted similarity within the first
range, information related to the one potential travel
destination; and

displaying information related to the first cluster.

7. The method of claim 2, further comprising:

assigning a label to the first cluster based on the potential

travel destinations in the first cluster.
8. The method of claim 2, further comprising:
clustering pairs of the plurality of potential travel desti-
nations having a respective weighted similarity within
a third range to a second cluster.

9. The method of claim 8, further comprising:

ranking the first cluster and the second cluster based on
one or more attributes of the potential travel destina-
tions in the first cluster and in the second cluster; and

displaying, to the user, the first cluster and the second
cluster according to the ranking.

10. The method of claim 1, wherein the contextual infor-
mation related to the user is one of a current location of the
user, and a visit frequency of the respective pair of the
plurality of potential travel destinations.

11. The method of claim 1, wherein the similarity between
a pair of the plurality of potential travel destinations is based
on a distance between the pair of the plurality of potential
travel destinations, and wherein the weighted similarity
between the pair of the plurality of potential travel destina-
tions is based on a weighting factor that depends on a current
location of the user.

12. The method of claim 11, wherein the weighting factor
depends on a distance of the current location of the user to
a line connecting the respective pair of the plurality of
potential travel destinations.

13. The method of claim 12, wherein the weighting factor
is a first value when the distance of the current location of
the user to the line connecting the respective pair of the
plurality of potential travel destinations is smaller than a first
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threshold, and wherein the weighting factor is a second
value when the first threshold is smaller than the distance of
the current location of the user to the line connecting the
respective pair of the plurality of potential travel destina-
tions.

14. The method of claim 13, wherein the first threshold
value is selected based on a ratio of an increase of the
number of potential travel destinations to an increase of the
distance to the current location of the user.

15. The method of claim 14, wherein the first threshold
value is a maximum distance to the current location of the
user for which the increase of the number of potential travel
destinations is larger than a predefined value.

16. The method of claim 13, wherein the second value is
variable and depends on the distance of the current location
of the user to the line connecting the respective pair of the
plurality of potential travel destinations.

17. The method of claim 13, wherein the weighting factor
is a third value when a second threshold is smaller than the
distance of the current location of the user to the line
connecting the respective pair of the plurality of potential
travel destinations.

18. The method of claim 1, further comprising:

determining the plurality of potential travel destinations

from user generated content.

19. A non-transitory machine readable medium having
stored thereon a program having a program code which,
when executed by a processor, causes the processor to
performing steps comprising:

determining a plurality of similarities between different

pairs of the plurality of potential travel destinations;
weighting the plurality of similarities using contextual
information related to the user; and

clustering part of the plurality of potential travel destina-

tions based on the plurality of weighted similarities.

20. An apparatus for managing a plurality of potential
travel destinations of a user, comprising:

a memory configured to store the plurality of potential

travel destinations; and

a processor circuit configured to:

determine a plurality of similarities between different

pairs of the plurality of potential travel destinations;
weight the plurality of similarities using contextual infor-
mation related to the user; and

cluster part of the plurality of potential travel destinations

based on the plurality of weighted similarities.
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