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(54) ACTIVE CALL LAWFUL INTERCEPTION  AND PRESERVATION TECHNIQUE

(57) A communication system and method for iden-
tifying a threatening and/or illegal call includes (1) a te-
lephony network, (2) a first user device in communication
with the telephony network, wherein the first user device
is assigned to a first user who is an organization member,
(3) a second user device in communication with the te-
lephony network, wherein the second user device is as-
signed to a second user who is not an organization mem-
ber, (4) a communications server in communication with

at least the first user device, (5) a natural language proc-
essor (NLP) in communication with the communications
server; and (6) a threatening language database in com-
munication with the communications server and/or the
NLP. The NLP is configured to monitor language used
by the second user during a communication with first user
to identify threatening language by comparing the lan-
guage used by the second user to the threatening lan-
guage in the threatening language database.
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Description

FIELD

[0001] This disclosure relates to systems and methods
for detecting threatening and/or illegal calls. When such
a call is detected, it may be routed to another person who
would be a silent listener on the call and/or recorded and
stored.

BACKGROUND

[0002] In general, emergency calls made to a specific
emergency number (such as 911) are recorded and mon-
itored by authorities such as the police or other emer-
gency services personnel. However, normal calls be-
tween individuals are usually not monitored. If an organ-
ization member (referred to herein as a "first user"), such
as an employee or contractor, receives a threatening call
from outside of the organization, there is no automated
way to immediately alert another person, such as a su-
pervisor, human resources person, or law enforcement
personnel, during the call. Nor is there is a simple way
to record and store the call, or to determine its threat
level, or to determine whether the language used in the
call is illegal.
[0003] Currently, if the call is not recorded or traced
immediately, it is difficult for the first user who received
the call to describe or provide evidence to trace the call
or determine if the call was illegal. Normally, the first user
must manually report the call after it is completed to
someone else, such as a legal authority, with all details
recalled so the person who made the call can be traced,
if possible.
[0004] Any discussion of problems provided in this sec-
tion has been included solely for the purpose of providing
a background for the present disclosure and should not
be taken as an admission that any or all of this back-
ground was known at the time the invention was con-
ceived.

SUMMARY

[0005] A first aspect of this disclosure provides a com-
munication system for identifying a threatening call, the
communication system comprising: a telephony network
configured to route calls; a first user device in communi-
cation with the telephony network, wherein the first user
device is assigned to a first user who is an organization
member; a second user device in communication with
the telephony network, wherein the second user device
is assigned to a second user who is not an organization
member; a communications server in communication
with the first user device; a natural language processor
(NLP) in communication with the communications server;
and a threatening language database, wherein the
threatening language database is in communication with
the communications server; wherein when the second

user device is in communication with the first user device
through the telephony network the communications serv-
er is configured to monitor language used by the second
user during the communication, and utilizing the NLP, to
identify threatening language by comparing the language
used by the second user to the threatening language in
the threatening language database.
[0006] The communications server may be further con-
figured to determine if the communication by the second
user device is a threatening communication based on an
amount and a type of threatening language identified.
[0007] The communication system may further include
a communication database in communication with the
communications server and configured to save all or part
of the communication from the second user device.
[0008] The communication system may further include
a legal database comprising unlawful language for tele-
phonic communications and laws associated with the un-
lawful language, wherein the legal database is in com-
munication with the communications server, and the
communications server is configured to determine if the
communication from the second user is unlawful based
on a comparison of the language of the second user to
the unlawful language.
[0009] The communication system may further include
a social media database in communication with the com-
munications server that includes (a) identities of sus-
pended social media accounts, (b) for each of the sus-
pended social media accounts, the reason as to why it
was suspended, (c) a name of an owner of the social
media account, (d) content of threatening social media
posts by the owner, and (e) content of posts by the owner
that reference the first user.
[0010] The communication system may further com-
prise a personnel database of former employees and/or
former contractors of the organization, wherein the com-
munications server is in communication with the person-
nel database and is configured to determine if the second
user is a former employee or former contractor of the
organization by comparing one or both of a phone
number or name of the second user to the information in
the personnel database.
[0011] The communication system may further com-
prise a prior-threat database of previous threatening
communications and the name and phone number as-
sociated with each of the previous threatening commu-
nications, wherein the prior-threat database is in com-
munication with the communications server and the com-
munications server is further configured to compare a
name and/or phone number associated with the previous
threatening communications with a name of the second
user and/or the phone number of the second user device
to determine if there is a match.
[0012] The communications server may be configured
to assign a risk factor to the communication based on
one or more of (a) threatening language identified during
the communication, (b) information in a social media da-
tabase related to the second user, (c) comparing the

1 2 



EP 4 325 815 A1

3

5

10

15

20

25

30

35

40

45

50

55

threatening language identified during the communica-
tion to information in a legal database related to unlawful
language for telephonic communications and laws asso-
ciated with the unlawful language, (d) information in a
personnel database related to the second user, and (e)
information in a prior-threat database related to the sec-
ond user.
[0013] If the communication is identified as threaten-
ing, and based on the risk factor assigned, the commu-
nication server may be further configured to perform one
or more of the following functions: (a) contact one or more
of (i) a human resources department of the organization,
(ii) a supervisor of the first user, and (iii) law enforcement;
(b) permit access to the communication by one or more
third user devices in communication with the telephony
network, wherein each of the one or more third user de-
vices is assigned to one or more of (i) a human resources
department individual of the organization, (ii) a supervisor
of the first user, and (iii) a law enforcement official, and
wherein the access is without knowledge of the second
user; and (c) permit the first user to send an emergency
message utilizing a graphical user interface (GUI) con-
nected to the communication system.
[0014] The communication system may further include
a first user computing device and a recording device,
wherein upon identifying a threatening communication
the communications server is configured to display on
the first user computing device a cached call for the first
user, and the recording device records (a) the cached
call spoken by the first user, and (b) the second user.
[0015] A second aspect of this disclosure provides a
method of identifying a threatening call by utilizing a com-
munication system including a telephony network con-
figured to route calls, a first user device of a first user that
is an organization member, wherein the first user device
is in communication with the telephony network, and a
communications server in communication with the first
user device, wherein the method comprises the steps of:
receiving, by the first user device, a communication
through the telephony network from a second user device
operated by a second user who is not an organization
member; comparing, utilizing a NLP in communication
with the communications server and a threatening lan-
guage database in communication with the communica-
tions server, the language of the second user to language
in the threatening language database; based on the com-
parison, determining by the communications server
whether the communication is a threatening communi-
cation.
[0016] The method may further comprise the step of
storing contact information for individuals in a second
user database and the contact information comprises
one or more of a name, a phone number, social media
contact information, a birth date, and a photograph.
[0017] The method may further comprise the step of
storing in a communication database all threatening com-
munications received by a set of first users designated
by the organization.

[0018] The method may further comprise the step of
recording and storing a predefined length of the commu-
nication in a communication database.
[0019] The communications for each of the set of first
users may be continually recorded and stored.
[0020] A third aspect of this disclosure provides com-
munication system, comprising: a telephony network
configured to route calls; a first user device in communi-
cation with the telephony network, wherein the first user
device is assigned to a first user who is an organization
member; a communications server in communication
with the first user device, wherein the communications
server comprises a processor; a NLP in communication
with the communications server; and a legal database
comprising unlawful language for telephonic communi-
cations and laws associated with the unlawful language,
wherein the legal database is in communication with the
communications server; and a tangible, non-transitory
memory configured to communicate with the processor,
the tangible, non-transitory memory having instructions
stored thereon that, in response to execution by the proc-
essor, cause the processor to perform operations com-
prising: monitoring language used by a second user who
is not an organization member during a communication
between the first user device and a second user device
in communication with the telephony network, wherein
the second user device is assigned to the second user;
identifying threatening language in the communication;
and determining if the communication is unlawful by com-
paring the language used by the second user to the un-
lawful language for telephonic communications.
[0021] The communication system of the third aspect
may further include a database of selected users in the
organization whose calls are monitored, wherein the da-
tabase of selected first users is in communication with
the communications server and the communications
server only monitors communications on user devices of
the selected first users.
[0022] The communications server may be further con-
figured to determine the identification of the second user,
the phone number of the second user device, and the
physical location of the second user device. One or more
of (a) a threatening language database, (b) a communi-
cation database, (c) the legal database, (d) a social media
database, (e) a prior-threat database, and (f) a selected
user database may be resident on the communications
server.
[0023] The system of the third aspect may further com-
prise a plurality of recording devices that are each con-
figured to record unlawful communications and a plurality
of transcription devices that are each configured to tran-
scribe unlawful communications.

BRIEF DESCRIPTION OF THE DRAWING FIGURES

[0024] The subject matter of the present disclosure is
particularly pointed out and distinctly claimed in the con-
cluding portion of this specification. A more complete un-
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derstanding of the present disclosure, however, may best
be obtained by referring to the detailed description and
claims when considered in connection with the drawing
figures, wherein like numerals denote like elements and
wherein:

FIG. 1 is a block diagram of a prior art system.
FIG. 2 is a block diagram of a system in accordance
with aspects of this disclosure.
FIG. 3 is a block diagram of options for routing a
threatening call.
FIG. 4 is a block of an alternative system in accord-
ance with aspects of this disclosure.
FIG. 5 is a block diagram of an alternative system in
accordance with aspects of this disclosure that in-
cludes a social media network.
FIG. 6 is a block diagram of an exemplary process
according to aspects of this disclosure.
FIG. 7 illustrates a user device with functions accord-
ing to aspects of this disclosure.

[0025] It will be appreciated that elements in the figures
are illustrated for simplicity and clarity and have not nec-
essarily been drawn to scale. For example, the dimen-
sions of some of the elements in the figures may be ex-
aggerated relative to other elements to help to improve
understanding of illustrated embodiments of the present
invention.

DETAILED DESCRIPTION OF EXEMPLARY EMBOD-
IMENTS

[0026] The description of embodiments of the present
disclosure provided herein is merely exemplary and is
intended for purpose of illustration only; the following de-
scription is not intended to limit the scope of the invention
disclosed herein. Moreover, recitation of multiple embod-
iments having stated features is not intended to exclude
other embodiments having additional features or other
embodiments incorporating different combinations of the
stated features.
[0027] The systems and methods herein addresses
the problem of organization members receiving threat-
ening phone calls. A system and method according to
this disclosure monitors calls and analyzes them for
threatening and/or illegal language. If such language is
identified, the system and method (1) provides the user
with interface options, and/or (2) automatically activates
one or more interfacing options.
[0028] With the proposed solutions, a call can be iden-
tified as threatening and/or illegal during the call itself
and the call and/or information about the call can be (1)
recorded and stored, and/or (2) routed to one or more
other persons who can listen silently, gather information
about the call, and possibly take immediate action re-
garding the call. If the call is determined to be illegal, law
enforcement may be alerted during the call, in which case
immediate action could potentially be taken against the

person making the illegal call.
[0029] One option provided by a system and method
of this disclosure is to record and store all or part of the
call for future reference. The amount of the call recorded
can be configurable by the system with some default val-
ue such as five minutes. Cached information regarding
the call may be included in the recording.
[0030] In some aspects of this disclosure, there are
selected users of the organization whose calls are mon-
itored. Such users (each a "first user") could be execu-
tives, customer service personnel, persons who work in
critical conditions, or other selected users. This disclo-
sure, however, is not limited to having selected users.
[0031] Instead of monitoring all or a random subset of
calls, the system and method can be interfaced with and
use publicly-available social media content to identify
suspended accounts or threatening language used
against the first user on social media. This can provide
indicators if the user from outside the organization mak-
ing the call (referred to herein as a "second user") is mak-
ing threats against the first user.
[0032] As used herein, the terms application, module,
analyzer, engine, and the like can refer to computer pro-
gram instructions, encoded on computer storage medi-
um for execution by, or to control the operation of, data
processing apparatus. Alternatively or additionally, the
program instructions can be encoded on an artificially-
generated propagated signal, e.g., a machine-generated
electrical, optical, or electromagnetic signal, which is
generated to encode information for transmission to suit-
able receiver apparatus for execution by a data process-
ing apparatus. A computer storage medium can be, or
be included in, a computer-readable storage device, a
computer-readable storage substrate, a random or serial
access memory array or device, or a combination of one
or more of the substrates and devices. Moreover, while
a computer storage medium is not a propagated signal,
a computer storage medium can be a source or destina-
tion of computer program instructions encoded in an ar-
tificially-generated propagated signal. The computer
storage medium is non-transitory and can also be, or be
included in, one or more separate physical components
or media (e.g., solid-state memory that forms part of a
device, disks, or other storage devices).
[0033] FIG. 1 is a block diagram of an existing, prior
art, system 10 that includes a telephony network 12
(which can be any type of telephone system capable of
connecting user devices, such as cell phones, land-line
phones, or computers), a communications server 14 that
is local to an organization (such as a business, charity,
or governmental organization) such that, for example,
internal calls can be routed through server 14 without
going through the telephony network 12. Communica-
tions server 14 as shown is in communication with te-
lephony network 12 and has a processor 14A.
[0034] A first user device 16 is assigned to first user
16A, who is a member (such as an employee or contrac-
tor) of the organization to which communications server
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14 is assigned.
[0035] First user device 16 may be any type of tele-
phonic device, such as a cell phone, land-line phone, or
computer that is in communication with one or both of
telephony network 12 and communications server 14.
Calls to and from first user device 16 may be routed
through communications server 14 to and from telephony
network 12, or routed directly to and from telephony net-
work 12 to first user device 16.
[0036] A second user device 18 is assigned to a second
user 18A, who is not an organization member. Second
user device 18 is in communication with telephony net-
work 12 and can contact (or communicate with) first user
device 16 through telephony network 12. Second user
device 18 is not in direct communication with communi-
cations server 14.
[0037] FIG. 2 shows a system 100 according to as-
pects of this disclosure. As with system 10, system 100
has telephony network 12, communications server 14,
first user device 16 assigned to first user 16A, and second
user device 18 assigned to second user 18A.
[0038] System 100 further includes devices configured
to detect, route, and record threatening calls from second
user device 18 made to first user device 16. System 100
accomplishes this by (1) analyzing the language used by
the second user 18A by a natural language processor
(NLP) 20, and (2) comparing the language used by sec-
ond user 18A to language (which includes stored words
and/or phrases) stored in a threatening language data-
base 22 and/or a legal database 24. If the language used
by second user 18A is determined to be threatening or
illegal, communications server 14, via processor 14A,
may automatically route the call and/or record and store
the call, or the first user 16A may have the option to route
the call and/or record and store the call.
[0039] System 100 includes NLP 20 that can commu-
nicate directly with first user device 16, or that can com-
municate with first user device 16 through communica-
tions server 14. NLP 20 is also in direct communication
with, or indirect communication with (1) communications
server 14, (2) threatening language database 22, and (3)
legal database 24 (which is optional).
[0040] Threatening language database 22 contains
words and/or phrases that are considered to be threat-
ening in nature, and such words and/or phrases can be
determined by the organization, or by another entity and
used by the organization in database 22. Such words
and/or phrases may include profane and/or unaccepta-
ble racial, religious, violent, or ethnic terms.
[0041] Legal language database 24 includes words
and/or phrases that are considered illegal, and the ille-
gality may be determined based on the laws where first
user 16A is located or where the organization is located.
Legal database 24 may include language that constitutes
an overt threat of violence and/or dishonest offers (such
as a request to send money for a dishonest purpose) or
to steal passwords or steal other organizational informa-
tion.

[0042] Threatening language database 22 and legal
database 24 are in communication with processor 14A
of communications server 14. Threatening language da-
tabase 22 and legal database 24 may be resident on
processor 14A or independent of processor 14A. Proc-
essor 14A compares the language of second user 18A
as analyzed by NLP 20 to the language in one or both of
threatening language database 22 and legal database
24 to determine if the language of second user 18A is
threatening and/or illegal. If the language is not threat-
ening and/or illegal no further action is taken.
[0043] If the language of second user 18A is threaten-
ing and/or illegal, processor 14A of system 100 (or sys-
tem 200 and 300, described below) may ascribe a se-
verity level of, for example, 1-3 or 1-5, wherein 3 or 5,
respectively, would be the highest severity and 1 would
be the lowest severity. The severity level would be as-
signed by processor 14A based on the type and amount
of threatening and/or illegal language used by second
user 18A.
[0044] Based on the severity level assigned by proc-
essor 14A, first user 16A or communications server 14
may route the call to one or more different entities (or
persons) to listen to the call as a silent listener, which
means that second user 18A does not know that there
is an additional listener other than first user 16A. As
shown, for example, in FIG. 3, the silent listener may be
one or more of the supervisor 28A of first user 16A, a
person 28B in the human resources department of the
organization, and someone 28C at an emergency serv-
ices organization, such as the police, organizational se-
curity, or a federal or state agency.
[0045] Turning again to FIG. 2, if the call is threatening
and/or illegal first user 16A or processor 14A may instruct
that the call be recorded and stored, along with any
cached data related to the call, in database 26. Cached
data may include, but is not limited to (1) the phone
number of second user device 18, (2) the name of second
user 18A, (3) the owner name associated with second
user device 18, (3) the internet protocol (IP) address of
second user device 18, and (4) the geographical location
(which can be determined by a global positioning system
(GPS)) of the second user device 18. Any amount of the
call and cached data may be recorded and stored, and
they system may be set for a default value such as sixty
seconds of recording time. The system may also record
the call starting from when cached data first becomes
available and stop at the end of the call.
[0046] FIG. 4 is a block diagram of a system 200 in
accordance with this disclosure. System 200 is the same
as system 100 except that it further includes a personnel
database 30 and a prior threat database 32. If a threat-
ening and/or illegal call is identified by processor 14A,
system 200 can potentially, by utilizing information relat-
ed to the threatening and/or illegal call, determine wheth-
er the call is from a current or former employee or con-
tractor of the organization by querying personnel data-
base 30. Such information may include the name of the
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second user 18A, the phone number or IP address of the
second user device 18, or the name associated with the
second user device 18. Based on any information re-
ceived from personnel database 30, processor 14A may
adjust the severity level of the call. For example, the
threatening and/or illegal call is determined to be from a
disgruntled ex-employee or from an ex-employee or ex-
contractor who was fired for cause, and/or who was
known to dislike first user 16A, the severity level may be
increased. Any information received from personnel da-
tabase 30 may be included with the cached information
stored in database 26 and/or may be sent to one or more
silent listeners 28A, 28B, and 28C.
[0047] If a threatening and/or illegal call is identified by
processor 14A, system 200 can potentially, by utilizing
information related to the threatening and/or illegal call,
determine whether the call is from a second user 18A
who made a prior threat to first user 16A or to another
person in the organization, by querying prior threat da-
tabase 32. Such information may again include the name
of the second user 18A, the phone number or IP address
of the second user device 18, or the name associated
with the second user device 18. Also, the location of the
second user device 18 may also be utilized and the lan-
guage used by second user 18 may be compared to lan-
guage used in prior threatening and/or illegal calls to iden-
tify similar idiosyncrasies in speech. Based on any infor-
mation received from prior threat database 32, processor
14A may adjust the severity level of the call, especially
if the call is from a person who had made prior threatening
and/or illegal calls, in which case the severity level may
be increased. Any information received from prior threat
database 32 may be included with the cached information
stored in database 26 and/or may be sent to one or more
silent listeners 28A, 28B, and 28C.
[0048] Prior threat database 32, via communications
through communications server 14 or other communica-
tions, may collect information from one or more of prior
calls in database 26, first user devices 16, and social
media network 34 (shown in FIG. 5) to identify organiza-
tion users that are suspected to be threatened. The in-
formation collected and stored in database 32 can in-
clude prior threatening and/or illegal calls, text messag-
es, emails, and communications or other information
from social media network 34. This collected information
can be used by processor 14A to create a list of organi-
zational users for monitoring.
[0049] FIG. 5 shows a system 300 in accordance with
this disclosure. System 300 is the same as system 200
except that it is further configured to communicate with
a social media network 34 having a social media server
36. Utilizing system 300, communications server 14, ei-
ther directly or through first user device 16, can compare
information, such as the name of the second user 18A,
the phone number of the second user device 18, or the
name associated with the second user device 18, to avail-
able information in the social media network 34. Proces-
sor 14A can determine if such call information is associ-

ated with a suspended or cancelled social media ac-
count, the name of the owner of the suspended or can-
celled account, any relationship between first user 16A
and second user 18A shown in the social media network
34, any communications between first user 16A and sec-
ond user 18A on the social media network 34, or any
comments about the organization made by second user
18A on social media network 34.
[0050] Based on any information received from social
media network 34, processor 14A may adjust the severity
level of the call, especially if the call is from a person who
had made angry or threatening comments about first user
16A or the organization on social media network 34, or
if second user 18A’s account had been suspended or
cancelled due to threatening or illegal activity. In any of
those situations the severity level may be increased. Any
information received from social media network 34 may
be included with the cached information stored in data-
base 26 and/or may be sent to one or more silent listeners
28A, 28B, and 28C.
[0051] FIG. 6 is a block diagram of one process (or
method) 400 according to aspects of this disclosure, with
it being understood that systems of this disclosure may
perform other methods and include additional method
steps or may not include some of the method steps shown
in FIG. 6. Process 400 starts (402) with obtaining (404)
a list of selected users in the organization whose calls
are automatically monitored (406) (preferably by com-
munications server 14) by system 100, 200, or 300. In-
stead, all organizational members’ calls could be auto-
matically monitored, or any first user 16A could route a
call to be monitored by a silent listener and/or be recorded
and stored.
[0052] At step (408) the call is analyzed by NLP 20 and
processor 14A for threatening (and/or illegal) language
utilizing the threatening language database 22 and illegal
language database 24. If the processor 14A determines
that the call is not threatening and/or illegal, no action is
required (412). If processor 14A detects (410) a threat-
ening call, the processor 14A may assign a severity level
of either low (411), medium (415), or high (417). In any
of those cases, if emergency options are not already
present on a graphical user interface (GUI) for the first
user, the first user may be provided (413) emergency
options on the GUI, such as "record call" and/or "route
call to silent listener" (with multiple silent listener options).
A threatening and/or illegal call may be forwarded to one
or more silent listeners 28A, 28B, and 28C, and/or be
recorded and stored along with related cached data
(414), (416), and (422) in database 26. The first user 16
may receive (418) an alert that the call has been recorded
and stored in database 26.
[0053] FIG. 7 shows two views of a first user device
16, which as shown is a cell phone. In the top view, first
user device 16 is displaying ordinary commands 16N. In
the bottom view, commands 16P, 16Q according to this
disclosure. Using command 16P first user 16A can report
a potential threatening and/or illegal call by sending it to
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one or more silent listeners 28A, 28B, and 28C (such as
in step 428 of method 400). Using command 16Q first
user 16A can send a threatening and/or illegal call to
database 26 where it is recorded and stored (such as in
step 424 of method 400).
[0054] The present invention has been described
above with reference to a number of exemplary embod-
iments and examples. It should be appreciated that the
particular embodiments shown and described herein are
illustrative of the invention and its best mode and are not
intended to limit in any way the scope of the invention as
set forth in the claims. The features of the various em-
bodiments may stand alone or be combined in any com-
bination. Further, unless otherwise noted, various illus-
trated steps of a method can be performed sequentially
or at the same time, and not necessarily be performed
in the order illustrated. It will be recognized that changes
and modifications may be made to the exemplary em-
bodiments without departing from the scope of the
present invention. These and other changes or modifi-
cations are intended to be included within the scope of
the present invention, as expressed in the following
claims.

Claims

1. A communication system for identifying a threaten-
ing call, the communication system comprising:

a telephony network configured to route calls;
a first user device in communication with the te-
lephony network, wherein the first user device
is assigned to a first user who is an organization
member;
a second user device in communication with the
telephony network, wherein the second user de-
vice is assigned to a second user who is not an
organization member;
a communications server in communication with
the first user device;
a natural language processor (NLP) in commu-
nication with the communications server; and
a threatening language database, wherein the
threatening language database is in communi-
cation with the communications server;
wherein when the second user device is in com-
munication with the first user device through the
telephony network the communications server
is configured to monitor language used by the
second user during the communication, and uti-
lizing the NLP, to identify threatening language
by comparing the language used by the second
user to the threatening language in the threat-
ening language database.

2. The communication system of claim 1, wherein the
communications server is further configured to de-

termine if the communication by the second user de-
vice is a threatening communication based on an
amount and a type of threatening language identified
and optionally wherein the communication system
further includes a communication database in com-
munication with the communications server, the
communications server configured to save all or part
of the communication from the second user device.

3. The communication system of claim 1 or claim 2,
wherein the communication system further includes
a legal database comprising unlawful language for
telephonic communications and laws associated
with the unlawful language, wherein the legal data-
base is in communication with the communications
server, and the communications server is configured
to determine if the communication from the second
user is unlawful based on a comparison of the lan-
guage of the second user to the unlawful language.

4. The communication system of any preceding claim,
wherein the communication system further compris-
es a social media database in communication with
the communications server that includes (a) identi-
ties of suspended social media accounts, (b) for each
of the suspended social media accounts, the reason
as to why it was suspended, (c) a name of an owner
of the social media account, (d) content of threaten-
ing social media posts by the owner, and (e) content
of posts by the owner that reference the first user.

5. The communication system of any preceding claim,
wherein the communication system further compris-
es a personnel database of former employees and/or
former contractors of the organization, wherein the
communications server is in communication with the
personnel database and is configured to determine
if the second user is a former employee or former
contractor of the organization by comparing one or
both of a phone number or name of the second user
to the information in the personnel database.

6. The communication system of any preceding claim,
wherein the communication system further compris-
es a prior-threat database of previous threatening
communications and the name and phone number
associated with each of the previous threatening
communications, wherein the prior-threat database
is in communication with the communications server
and the communications server is further configured
to compare a name and/or phone number associated
with the previous threatening communications with
a name of the second user and/or the phone number
of the second user device to determine if there is a
match.

7. The communication system of any preceding claim,
wherein the communications server is configured to
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assign a risk factor to the communication based on
one or more of (a) threatening language identified
during the communication, (b) information in a social
media database related to the second user, (c) com-
paring the threatening language identified during the
communication to information in a legal database
related to unlawful language for telephonic commu-
nications and laws associated with the unlawful lan-
guage, (d) information in a personnel database re-
lated to the second user, and (e) information in a
prior-threat database related to the second user.

8. The communication system of claim 7, wherein if the
communication is identified as threatening, and
based on the risk factor assigned, the communica-
tion server is further configured to perform one or
more of the following functions: (a) contact one or
more of (i) a human resources department of the
organization, (ii) a supervisor of the first user, and
(iii) law enforcement; (b) permit access to the com-
munication by one or more third user devices in com-
munication with the telephony network, wherein
each of the one or more third user devices is as-
signed to one or more of (i) a human resources de-
partment individual of the organization, (ii) a super-
visor of the first user, and (iii) a law enforcement of-
ficial, and wherein the access is without knowledge
of the second user; and (c) permit the first user to
send an emergency message utilizing a graphical
user interface (GUI) connected to the communica-
tion system.

9. The communication system of any preceding claim,
wherein the communication system further includes
a first user computing device and a recording device,
wherein upon identifying a threatening communica-
tion the communications server is configured to dis-
play on the first user computing device a cached call
for the first user, and the recording device records
(a) the cached call spoken by the first user, and (b)
the second user.

10. A method of identifying a threatening call by utilizing
a communication system including a telephony net-
work configured to route calls, a first user device of
a first user that is an organization member, wherein
the first user device is in communication with the
telephony network, and a communications server in
communication with the first user device, wherein
the method comprises the steps of:

receiving, by the first user device, a communi-
cation through the telephony network from a
second user device operated by a second user
who is not an organization member;
comparing, utilizing a NLP in communication
with the communications server and a threaten-
ing language database in communication with

the communications server, the language of the
second user to language in the threatening lan-
guage database;
based on the comparison, determining by the
communications server whether the communi-
cation is a threatening communication.

11. The method of claim 10 further comprising the step
of recording and storing a predefined length of the
communication in a communication database.

12. The method of claim 10 or claim 11 that further com-
prises the step of storing in a communication data-
base all threatening communications received by a
set of first users designated by the organization and
optionally wherein the communications for each of
the set of first users are continually recorded and
stored.

13. A communication system, comprising:

a telephony network configured to route calls;
a first user device in communication with the te-
lephony network, wherein the first user device
is assigned to a first user who is an organization
member;
a communications server in communication with
the first user device, wherein the communica-
tions server comprises a processor;
a NLP in communication with the communica-
tions server; and
a legal database comprising unlawful language
for telephonic communications and laws asso-
ciated with the unlawful language, wherein the
legal database is in communication with the
communications server; and
a tangible, non-transitory memory configured to
communicate with the processor, the tangible,
non-transitory memory having instructions
stored thereon that, in response to execution by
the processor, cause the processor to perform
operations comprising:

monitoring language used by a second user
who is not an organization member during
a communication between the first user de-
vice and a second user device in commu-
nication with the telephony network, where-
in the second user device is assigned to the
second user;
identifying threatening language in the com-
munication; and
determining if the communication is unlaw-
ful by comparing the language used by the
second user to the unlawful language for
telephonic communications.

14. The communication system of claim 13, wherein the
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communication system further includes a database
of selected users in the organization whose calls are
monitored, wherein the database of selected first us-
ers is in communication with the communications
server and the communications server only monitors
communications on user devices of the selected first
users.

15. The communication system of claim 13 or claim 14,
wherein the communications server is further con-
figured to determine the identification of the second
user, the phone number of the second user device,
and the physical location of the second user device
and/or wherein the system further comprises a plu-
rality of recording devices that are each configured
to record unlawful communications and a plurality of
transcription devices that are each configured to
transcribe unlawful communications.
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