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STORAGE SYSTEMAND METHOD FOR 
CONTROLLING STORAGE SYSTEM 

TECHNICAL FIELD 

0001. The present invention relates to storage systems, 
and more specifically, relates to storage systems having a 
storage data encryption function. 

BACKGROUND ART 

0002. A storage system having an encryption function is 
used to protect the secrecy of data. Storage systems having an 
encryption function encrypt the write data sent from a higher 
level device Such as a host computer, and save the same in a 
storage device. Encryption is generally performed using a 
data encryption key. If the encryption key is changed incor 
rectly due to failure or the like, encrypted data cannot be 
decrypted, so that the data is actually equivalent to being lost. 
0003 Patent Literature 1 discloses a disk drive for 
encrypting and storing data, and in the disk drive, only the 
latest encryption key used currently is saved in an internal 
memory, and during write operation, data including a key 
generation information of the encryption key is written in the 
disk. During the read operation, the key generation informa 
tion included in the data is checked, and if the key generation 
information is the latest information, the data is decrypted 
using the encryption key saved in the memory of the storage 
device. 

CITATION LIST 

Patent Literature 

0004 PTL 1 Japanese Patent Application Laid-Open 
Publication No. 2012-243381 

SUMMARY OF INVENTION 

Technical Problem 

0005 According to the art taught in Patent Literature 1, the 
generation of a key is confirmed, but the validity of the key 
itself (whether the key information is damaged or not) is not 
confirmed. Therefore, if the key information stored in the 
storage device has become invalid due to causes such as 
unexpected failure or malfunction offirmware of the storage 
system, encryption—decryption will be performed using an 
invalid key, so that reading and writing of correct data cannot 
be performed, but the prior art lacks to correspond to such 
failure. 

0006 Further, there is a method for recovering the key 
information by having an encryption key stored (backed up) 
in a separate management server from the storage system, and 
when the key information is lost from the storage system, 
acquiring (restoring) the encryption key from the manage 
ment server, but according to such method, it is possible that 
an invalid key (key that differs from the key used for encrypt 
ing the data stored in the storage system) is restored by erro 
neous operation of a user or administrator performing the 
restoration processing. In that case, there is no mechanism for 
confirming whether valid key information has been restored 
or not, so that as a result of performing restoration of the 
encryption key, data may not be correctly encrypted or 
decrypted. 
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0007. The object of the present invention is to enable vali 
dation of the validity of the key information in a storage 
system storing encrypted data. 

Solution to Problem 

0008. In order to solve the above problem, the storage 
system according to the present invention creates an 
encrypted information including data and validation informa 
tion of the data while storing write data sent from a host, and 
stores the encrypted information in a storage media. Prior to 
receiving a data access request from the host, the system reads 
the encrypted information stored in the storage media and 
validates the validation information, so as to confirm that a 
correct key is stored in the controller. 
0009 Further, according to a preferred embodiment of the 
present invention, encryption information is read from the 
storage media during starting of the storage system or during 
restoration of the key information, and the encrypted infor 
mation is decrypted using the encryption key stored in the 
storage controller, to thereby extract the data and the valida 
tion information of the data. Then, the validation information 
is re-computed based on the extracted data and the informa 
tion is compared with the decrypted validation information to 
validate that the data has been correctly decrypted. 

Advantageous Effects of Invention 
0010. According to the storage system of the present 
invention, the encrypted data and the validation information 
thereofare stored in the storage media, and during restoration 
of the key information, the system attempts to decrypt the 
encrypted data and validation information in the storage 
media and validate the data using the validation information 
to determine whether the key information is the same encryp 
tion key as the encryption key used for encrypting the data 
stored in the storage media. Thereby, it becomes possible to 
validate the validity of the encryption key in the storage 
system. 

BRIEF DESCRIPTION OF DRAWINGS 

0011 FIG. 1 is a configuration diagram of a storage sys 
tem according to a preferred embodiment of the present 
invention. 

0012 FIG. 2 illustrates a content of a logical volume man 
agement table. 
0013 FIG. 3 illustrates a content of a data encryption key 
management table. 
0014 FIG. 4 illustrates an outline of an LA/LRC informa 
tion adding process according to the preferred embodiment of 
the present invention. 
0015 FIG. 5 illustrates an outline of a data encryption 
process according to the preferred embodiment of the present 
invention. 

0016 FIG. 6 illustrates an outline of an LA/LRC valida 
tion process during reading of data according to the preferred 
embodiment of the present invention. 
0017 FIG. 7 is a flowchart of a key verification process 
according to the preferred embodiment of the present inven 
tion. 

0018 FIG. 8 is a flowchart of a key verification process 
according to the preferred embodiment of the present inven 
tion. 
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DESCRIPTION OF EMBODIMENTS 

0019 Now, a storage system according to one preferred 
embodiment of the present invention will be described with 
reference to the drawings. However, the present invention is 
not restricted to the preferred embodiment illustrated below. 

Preferred Embodiment 

0020 FIG. 1 illustrates a configuration of a storage system 
1 according to a preferred embodiment of the present inven 
tion, and a configuration of a computer system to which the 
storage system 1 is applied. The computer system is com 
posed of a storage system 1, a host 2, a key management 
server 3, and a management terminal 6. The storage system 1 
is connected to the host 2 via a SAN (Storage Area Network) 
4, and also connected to the key management server 3 and the 
management terminal 6 via a LAN 5. 
0021. The storage system 1 is composed of Storage con 

trollers (hereinafter abbreviated as “controllers') 11a and 
11b, and a disk enclosure 12 including multiple drives 121. 
The storage controllers 11a and 11b are each composed of an 
MPU 111 for controlling the corresponding storage system 1, 
a cache memory 112 (also referred to as a cache 112) for 
temporarily storing a replica of a portion of the data in the 
drives 121, a frontend interface (FEI/F) 113 for connecting to 
the SAN4, a backend interface (BE I/F) 114 for connecting 
the drives 121, a D-CTL 115, a memory 116 for storing 
programs and control information, and a Network Interface 
Controller 117 for connecting to the LAN 5. The number of 
storage controllers (11a or 11b) included in the storage sys 
tem 1 is not limited to two, and the number of storage con 
trollers can be three or more, or only one. In the following 
description, when the processing executed in either the Stor 
age controller 11a or the storage controller 11b is described, 
only the flow of processing executed in the storage controller 
11a will be described for simplified description. 
0022. The MPU 111 is a processor for controlling the 
storage system 1 by executing programs (not shown) stored in 
the memory 116. In addition to the programs executed by the 
MPU 111, the memory 116 stores management information 
and the like required for controlling the storage system 1. 
0023. An FE I/F 113 is an interface for performing trans 
mission and reception of data with the host 2 via the SAN 4. 
and comprises, as an example, a DMA (Direct Memory 
Access) controller (not shown), and has a function to execute 
processing for transmitting write data from the host 2 to the 
cache 112 or to transmit the data within the cache 112 to the 
host 2 based on an instruction from the MPU 111. The BEI/F 
114 is an interface for transmitting and receiving data to/from 
the drives 121, which has a DMA controller similar to the FE 
I/F 113, and has a function to transmit the data in the cache 
112 to the drives 121 or to transmit the data in the drives 121 
to the cache 112 based on the instructions from the MPU 111. 
Further, the BE I/F 114 has an encryption/decryption circuit 
(refer to FIGS. 5 and 6), which has a function to encrypt data 
to be transmitted when transmitting the data in the cache 112 
to the drives 121, and a function to decrypt data when trans 
mitting the data in the drives 121 to the cache 112. 
0024. The cache 112 is a storage area for temporarily 
storing a replica of a portion of the data in the drives 121 
subjected to a read request from the host 2, or for temporarily 
storing the write data transmitted from the host 2, which can 
also include a means Such as battery data backup for prevent 
ing data from being lost even when power failure or other 
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failure occurs. Moreover, it is also used for storing a data 
encryption key used in the encryption function described 
later. 
0025. The D-CTL 115 is a chip composed of an applica 
tion-specific integrated circuit (ASIC), and mutually con 
nects the MPU 111, the cache 112, the FEI/F 113 and the BE 
I/F 114. The D-CTL 115 of the storage controller 11a and the 
D-CTL 115 of the storage controller 11b are mutually con 
nected, so as to enable mutual transmission of data and con 
trol information among controllers 11a and 11b. Further, the 
D-CTL 115 has a function to add an LA/LRC mentioned later 
and a function to validate the LA/LRC of data to be transmit 
ted with respect to the write data from the host 2. Further, the 
storage system 1 enables to recover data of the drives 121 
during failure by generating a redundant data (parity) from 
the write data from the host 2 using RAID technique and 
storing the data and the parity in the drives 121, and the 
D-CTL 115 has a function to generate this parity. 
(0026. Further, the storage controller 11a has an NIC 117, 
and enables communication with the management terminal 6 
and the key management server 3. 
0027. The drives 121 are storage media for mainly storing 
write data from the host 2, wherein multiple drives are dis 
posed in the storage system 1. In the embodiment of the 
present invention, magnetic disks are used as the drives 121, 
but storage media other than magnetic disks, such as SSDs 
(Solid State Drives), can be used. In the storage system 1, at 
least one drive 121 is determined as the “system drive', and 
this system drive saves information necessary for controlling 
the storage system 1 when stopping (turning the power off of) 
the storage system 1. Such as a data encryption key and the 
like described later. 
0028. The host 2 is, for example, a server computer form 
ing a core of a business system, which is equipped with 
hardware resources such as a processor, a memory, a hostbus 
adapter for connecting to the SAN 4, a local input/output 
device and the like, and software resources such as a device 
driver, an operating system (OS) and an application program. 
In FIG. 1, only one host 2 is illustrated, but actually, it is 
possible to have multiple hosts 2 exist in the computer system 
and have multiple hosts 2 access the storage system 1. 
0029. The management terminal 6 is a terminal for per 
forming management operation of the storage system 1, 
which is equipped with a processor, a memory, a network 
interface for connecting with the LAN 5, and a local input/ 
output device Such as a keyboard and a display. The manage 
ment terminal also comprises a Software (management soft 
ware) for performing management operation of the storage 
system 1, and performs management operation of the storage 
system 1 by executing this management software. A manage 
ment operation is specifically an operation for defining a 
volume provided to the host 2 and the like, and an operation 
for performing setup of encryption of the storage system 1, 
wherein these operations are performed by the administrator 
of the storage system 1 using the local input/output device of 
the management terminal 6. 
0030 The key management server 3 is a computer for 
managing an encryption key used by devices Such as the 
storage system 1 having an encryption function, and includes 
hardware resources such as a processor, a memory, a network 
interface for connecting to the LAN 5, and local input and 
output devices such as keyboards and displays. Further, the 
server 3 has a function (key management software) for man 
aging the encryption keys of the devices having the encryp 
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tion function, and performs backup and restoration of the 
encryption keys of the respective devices by executing the key 
management Software. 
0031. The SAN4 is a network used for transmitting access 
requests (110 requests) or the read data or the write data 
corresponding to the access request when the host 2 accesses 
(reads or writes) the data in the storage area (Volume) of the 
storage system 1, and according to the present embodiment, a 
Fibre Channel is used as the physical media. However, it is 
possible to adopt a configuration using Ethernet or other 
transmission media. The LAN 5 is a transmission path used 
by the management terminal 6 and the key management 
server 3 when communicating with the storage system 1, and 
the Ethernet is used as the physical media, for example. 
0032. Next, we will describe the Volumes created in the 
storage system 1 and the management information used in the 
storage system 1 for managing the Volumes. 
0033. The storage system 1 according to the preferred 
embodiment of the present invention uses two or more of the 
multiple drives 121 to create RAID groups. Then, processes 
to store databased on RAID technique, which are, dividing 
the write data from the host 2 to given sizes (such as 16 KB), 
creating parities (redundant data) from the divided data, and 
storing the divided data and parities into respective drives 
within the RAID group are performed. According further to 
the storage system 1 of the present embodiment, the storage 
area of a single RAID group is provided as a single logical 
volume (also referred to as LDEV) to the host 2 (set to a state 
accessible from the host). Therefore, in the following descrip 
tion, the term “RAID group' and the term “logical volume’ 
are used in the same meaning. Further, when the respective 
logical Volumes are provided to the host 2, a logical unit 
number (LUN) is assigned to each logical Volume, so that the 
host 2 can identify each volume by the LUN. 
0034. A logical volume management table 200 shown in 
FIG. 2 is a table for managing the correspondence relation 
ship between a logical unit number (LUN) mapped to the 
respective logical Volumes within the storage system 1 and an 
assembly of multiple drives constituting the logical Volume 
(RAID group), which is stored in the memory 116. A LUN 
201 is information showing the LUN assigned to each logical 
volume, and multiple values stored in the field of drive it 202 
show the identification numbers of the respective drives 121 
within the storage system 1. For example, the field of the LUN 
201 in the head entry (row) of the logical volume management 
table 200 of FIG. 3 stores “0”, and the field of drive #202 
stores "0, 1, 2,3', indicating that the logical volume having a 
LUN 201 of “0” is composed of drives 121 having identifi 
cation numbers (hereinafter referred to as drive numbers)0, 1, 
2 and 3. A RAID level 203 stores a value representing the data 
redundancy method of the RAID group composed of the 
group of drives 121 of the drive it 202, which is so-called the 
RAID level value. Further, value “0” or “1” is stored in the 
field of an encryption attribute 204, wherein if the value in the 
field of the encryption attribute 204 is “1, it shows that 
encrypted data is stored in the drives 121 (the group of drives 
121 specified by the field of drive #202) constituting the 
RAID group of that entry. 
0035. The present embodiment illustrates an example 
where the storage areas of a single RAID group correspond to 
a single logical Volume, but other possible examples of the 
method for constituting Volumes exist, such as where the 
storage areas of a single RAID group are divided to create 
multiple partial areas and each of the generated partial areas 
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is provided as a single logical Volume to the host 2, or where 
multiple RAID groups are provided as a single logical volume 
to the host 2. The present invention is effective regardless of 
which method is selected for constituting Volumes. 
0036) Next, we will describe the data encryption per 
formed by the storage system 1 according to the present 
embodiment. As described earlier, the storage system 1 
encrypts the data stored in the drives 121 belonging to the 
entry where the value of the encryption attribute 204 is 1 in the 
logical volume management table 200. When the storage 
system 1 encrypts data and stores the same in the drives 121, 
encryption is performed using a data encryption key (herein 
after also abbreviated as “DEK). During encryption, a dif 
ferent DEK is used for each drive 121. In contrast, all the data 
in a single drive 121 is encrypted by the same DEK. More 
over, the data encryption key is stored in a data encryption key 
management table (DEK management table) 300 within the 
memory 116. 
0037 FIG. 3 illustrates a configuration of the data encryp 
tion key management table (DEK management table) 300. 
The storage system 1 according to the present embodiment 
performs encryption—decryption using a common key cryp 
tographic algorithm based on standards Such as a DES (Data 
Encryption Standard) or an AES (Advanced Encryption Stan 
dard) and the like. Further, the sane number of entries as the 
number of drives 121 are provided in the DEK management 
table 300 for performing encryption—decryption using a dif 
ferent DEK for each drive 121. A DEK of the data Stored in the 
drive 121 having a drive number 0 is stored in the head entry 
of the DEK management table 300, and sequentially thereaf 
ter, the DEK of data stored in the drive 121 having a drive 
number 1, and the DEK of the data stored in the drive 121 
having a drive number 2 and so on are stored. 
0038. The encryption setting is performed when defining 
the logical volume. When the administrator of the storage 
system 1 defines a logical Volume, the administrator uses the 
management terminal 6 to define a LUN of the logical vol 
ume, selects multiple drives 121 constituting the logical Vol 
ume (belonging to the RAID group), and outputs an instruc 
tion designating the RAID level. The management terminal 6 
receives this instruction and outputs an instruction to create a 
logical volume to the storage controller 11a, and the storage 
controller 11a stores the designated information to the LUN 
201, the drive # 202 and the RAID level 203 in the logical 
Volume management table 200. At this time, the management 
screen of the management terminal 6 enables to designate 
whether the defined logical volume should be encrypted or 
not, and when encryption of the logical Volume is designated, 
the storage controller 11a stores “1” in the field of the encryp 
tion attribute 204 of the logical volume management table 
200, creates the same number of DEKS as the number of 
drives 121 constituting the logical volume, and stores the 
DEK created in the given position within the DEK manage 
ment table 300. The given position within the DEK manage 
ment table 300 stored in the created DEK is determined by the 
drive number of the drives 121 constituting the logical vol 
ume. For example, according to the logical Volume manage 
ment table 200 of FIG. 2, the encryption attribute 204 of the 
logical volume of the second entry (the row where the LUN 
201 is “1”) is 1, and the drive it 202 constituting the logical 
volume defined in this entry is “4, 5, 6, 7”. Therefore, the 
created DEKs are stored in the fifth through eighth entries of 
the DEK management table 300. Further, a replica of the 
content of the DEK management table 300 is stored in the 
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buffer provided in the BE I/F 114, and at the point of time 
when a new encryption key is registered in the DEK manage 
ment table 300 or when the content thereof is updated, the 
content of the DEK management table 300 is copied to the 
buffer in he BE I/F 114. 

0039. When the information of the newly defined logical 
Volume and DEK are stored in the logical Volume manage 
ment table 200 and the DEK management table 300, the 
storage controller 11 a further initializes the drives 121 con 
stituting the newly defined logical Volume. Specifically, ini 
tial data (such as all zero, or other values) is written to the 
drives 121 constituting the newly defined logical volume. At 
this time, initial data is encrypted in the BE I/F 114, and the 
encrypted data is written into the drives 121. The RAID parity 
is also similarly encrypted in the BE I/F 114, and the 
encrypted parity is stored in the drives 121. The processing 
performed when encrypting data and writing the encrypted 
data in the drives 121 will be described in detail later. 

0040. Next, we will describe the flow of data within the 
storage system 1 when the host 2 performs writing or reading 
of data. Upon storing data in the drives 121, the storage 
system 1 according to the present invention adds validation 
information capable of detecting error later with respect to the 
data, and stores the data and this validation information in the 
drives 121. This validation information is added for each of a 
single disk block (also referred to as a single sector, the size of 
which is 512 bytes), which is the minimum access unit of the 
drives 121. Further, an LBA of the logical volume and an 
exclusive OR of all bytes in the single disk block is used as the 
validation information. Hereafter, the LBA of the logical 
Volume used in the validation information is called an LA 
(abbreviation of Logical Address), and the exclusive OR of all 
bytes of the single disk block is called an LRC (Longitudinal 
Redundancy Code). When reading data, whether the data 
stored in a wrong storage position is read or not can be 
confirmed by checking the LA, and whether an error is 
included in the data content or not can be confirmed by 
checking the LRC. The present embodiment uses the LBA of 
the logical volume and the exclusive OR of all bytes of the 
single disk block as the validation information, but other 
arbitrary information can be used as the validation informa 
tion, as long as the information can be used for detecting the 
error in the data content or the information can be used for 
validating the validity of the data write position. For example, 
it is possible to use the LBA of the drives 121 storing the data 
instead of the LBA of the logical volumes. It is also possible 
to use other information derived from the LBA of the logical 
volumes or the LBA of the drives 121 instead of using the 
LBA of the logical volumes or the LBA of the drives 121 itself 
as the validation information. Further, instead of the exclusive 
OR of the data, it is possible to use an arbitrary information 
which is created by executing a given computation to data, 
such as CRC (Cyclic Redundancy Check), and information 
capable of detecting data error (error detection code). 
0041. Hereafter, the method for using the LA/LRC and the 
flow of the data encryption—decryption processing accord 
ing to the storage system 1 of the present embodiment will be 
described with reference to FIGS. 4 through 6. FIG. 4 illus 
trates the flow of data when the host 2 issues a write request to 
the logical Volume (LU) and the data accompanying the write 
request is stored in the cache 112 of the storage system 1. The 
following describes an example of a case where the write 
request of data corresponding to a single disk block arrives 
from the host 2 for simplified description, but a similar pro 
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cessing is performed when write processing of data corre 
sponding to multiple disk blocks is performed. 
0042. When a write request (write command) arrives from 
the host 2 to the FEI/F 113 of the storage system 1, the MPU 
111 analyzes the content of the write command. The write 
command at least includes a LUN of the logical volume and 
the LBA of the logical volume which are the positional infor 
mation of the write destination of the write target, and the 
write data length, and the MPU 111 extracts these informa 
tion from the write command. The MPU 111 allocates the 
area having the necessary size for storing the write data from 
the unused areas in the cache memory 112 based on the write 
data length. If the write data length is the size corresponding 
to a single disk block, an area corresponding to 512 bytes and 
the size of the LA/LRC is allocated in the cache memory 112. 
Then, a transfer list 400 which is the instruction information 
to the DMA controller of the FE I/F 113 is created and Stored 
in the memory 116 (FIG. 4 (1)). The transfer list mainly 
includes address information in the cache memory 112 which 
becomes the write destination of write data from the host 2. 
0043. Next, the MPU 111 stores an LA information 410 in 
the cache memory 112 (FIG. 4 (2)). The LA information 410 
is the LBA of the logical volume included in the write request, 
and this information is used to add an LA later. 

0044. Thereafter, the MPU 111 transmits an instruction to 
start data transfer to the FEI/F 113 (FIG. 4 (3)). When the FE 
I/F 113 receives this instruction, it reads the transfer list 400 
in the memory 116 (FIG. 4 (4)), and based on the transfer list, 
starts data transfer to the cache memory 112 (FIG. 4 (5)). 
0045. The write data from the host 2 is transferred via the 
D-CTL 115 temporarily before being stored in the cache 112. 
When the write data arrives from the FE I/F113, the D-CTL 
115 reads the LA information 410 in the cache 112 (FIG. 4 
(6)), and adds the LA information 410 as LA to the rear end of 
the write data. Further, it calculates the exclusive OR (LRC) 
of all bytes of the write data, and adds the same to the end of 
the LA. After adding the LA and the LRC to the data, the 
D-CTL 115 stores the data having the LA and the LRC added 
thereto to the cache 112 (FIG. 4 (7)). 
0046) Next, with reference to FIG. 5, the processing for 
encrypting the write data stored in the cache 112 via the 
processing illustrated in FIG. 4 and storing the same in the 
drive 121 (hereinafter, this processing will be referred to as 
“destaging”) will be described. 
0047 Although not shown, the MPU 111 manages the 
positional information in the logical Volume of each data 
stored (cached) in the cache 112 (information showing which 
LBA of which logical volume the data should be stored) in the 
memory 116. At the first of the destaging process, the MPU 
111 computes, based on this positional information in the 
logical volume, the drive 121 to which the data in the cache 
112 should be stored and the address in that drive 121 (the 
LBA of the drive 121; hereafter, in order to prevent confusion 
of this LBA and the LBA of the logical volume, the address 
information of the storage area within the drive 121 is referred 
to as drive LBA) are computed. This process is a well-known 
function of a normal storage system constituting a logical 
Volume using multiple drives and providing the same to a 
higher-level device, so the detailed descriptions thereof are 
omitted. 

0048. Thereafter, the MPU 111 creates a transfer list 
which is an instruction information to the DMA controller of 
the BEI/F 114, and stores the same in the memory 116 (FIG. 
5 (1)). The transfer list includes a transfer source data address, 
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that is, the address information in the cache memory 112 
storing the write data. Further, the MPU 111 stores the posi 
tional information (LBA) in the logical volume of the write 
target data in the cache memory 112 managed by the MPU 
111 to the cache memory 112 as the LA information 410 
(FIG. 5 (2)). 
0049. Next, the MPU 111 transmits an instruction for 
starting transfer of data to the BEI/F 114 (FIG. 5 (3)). At that 
time, the MPU 111 includes the following information in the 
instruction information, the drive number of the drive 121 in 
which the write target data is stored, the drive LBA of the 
drive 121 specified by the drive number, and that encryption 
should be performed when storing data, and transmits the 
instruction. Upon receiving the instruction, the BE I/F 114 
reads the transfer list in the memory (FIG.5 (4)), and based on 
the transfer list, starts data transfer from the cache memory 
112 (FIG. 5 (5)). At this time, the LA and the LRC added by 
the process illustrated in FIG. 4 is also transferred in addition 
to the data. 
0050. The data read from the cache 112 temporarily passes 
the D-CTL 115 before reaching the BE I/F 114. When data 
arrives to the D-CTL 115, the LA information 410 in the 
cache 112 is read (FIG. 5 (6)), and the LA information 410 is 
compared with the LA added to the data. Further, the exclu 
sive OR (ORC) of all bytes of the data are computed, which is 
compared with the LRC information transferred from the 
cache 112 (FIG. 5 (7)). As a result of the comparison, if the 
LA information 410 and the LA added to the data are incon 
sistent, or if the result of the exclusive OR computation and 
the LRC information transferred from the cache 112 are 
inconsistent, the D-CTL 115 notifies the MPU 111 that an 
error has occurred. When occurrence of error is notified from 
the MPU 111, the D-CTL 115 discontinues the destaging 
process. If the comparison result of LA and LRC is consistent, 
the data is transmitted to the BEI/F 114, and a notice notify 
ing that the process has been performed correctly is sent to the 
MPU 111. 

0051. The BE I/F 114 encrypts the received data, and 
thereafter, writes the encrypted data to the drive 121 (FIG. 5 
(8)). Since the drive number and the drive LBA of the drive 
121 storing the write target data is received in process (3), the 
BE I/F 114 extracts a DEK corresponding to the drive number 
from the DEK management table within the encryption/de 
cryption circuit 140, uses the DEK to encrypt the data, and 
writes the encrypted data to the disk block within the drive 
121. At this time, the BEI/F 114 encrypts the LA and the LRC 
added to the rear end of the data using the same DEK as the 
DEK used for encrypting data, and stores the data to the same 
disk block as the disk block in which the data is stored. 
According to the drive 121 of the storage system 1 of the 
present embodiment, the size of each disk block is not the 
general disk block size (512 bytes) of a drive 121, but a size 
capable of storing the LA/LRC in addition to the data (if the 
total size of LA and LRC is 8 bytes, the size of a single disk 
block of the drive 121 should be 520 bytes). 
0052 Next, with reference to FIG. 6, we will describe the 
flow of the process performed when a read request of data in 
the logical volume arrives from the host 2. 
0053 When a read request (read command) arrives from 
the host 2 to the FEI/F 113 of the storage system 1, the MPU 
111 analyzes the content of the read command. The read 
command at least includes the positional information of the 
read target data, which are the LUN of the logical volume and 
the LBA of that logical volume, and the read data length, the 
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MPU 111 extracts this information from the read command. 
Based on the read data length, wherein the MPU 111 allocates 
the area having a size necessary for storing data from the 
unused area in the cache memory 112. If the write data length 
is the size corresponding to a single disk block (512 bytes), an 
area of 512 bytes plus the size of LA/LRC is allocated in the 
cache memory 112. 
0054) Next, the MPU 111 converts the positional informa 
tion of the read target data received by the read command 
(LUN and LBA of the logical volume) to the drive number 
and the drive LBA of the drive 121 storing the read target data. 
This process is a well-known function provided to a storage 
system forming a logical Volume from multiple drives and 
providing the same to a higher-level device, so that detailed 
descriptions thereof are omitted. 
0055. Thereafter, the MPU 111 creates a transfer list 
which is an instruction information to the DMA controller of 
the BEI/F 114, and stores the same in the memory 116 (FIG. 
6 (1)). The transfer list mainly includes address information 
in the cache memory 112 of the transfer destination of the 
read data. Further, the MPU 111 stores the LBA included in 
the read command as the LA information 410 to the cache 
memory 112 (FIG. 6 (2)). 
0056. Next, the MPU 111 transmits an instruction to start 
data transfer to the BE I/F 114 (FIG. 6 (3)). At that time, the 
MPU 111 includes to the instruction information the drive 
number and the drive LBA of the drive 121 storing the read 
target data and that decryption should be performed when 
reading data, and transmits the instruction. Based on this 
instruction, the BEI/F 114 reads the read target data and the 
LA and the LRC added to the data from the drive 121, and 
performs decryption. Prior to decryption, the BE I/F 114 
extracts the DEK specified by the drive number from the DEK 
management table in the encryption/decryption circuit 140, 
and decryption of data (with LA and LRC) is performed using 
the DEK. After decryption, the BEI/F 114 reads the transfer 
list 400 in the memory (FIG. 6 (4)), and transfers data to the 
cache 112 (FIG. 6 (5)). At this time, the LA and the LRC are 
also transferred in addition to the data. 

0057 The data read from the drives 121 temporarily 
passes through the D-CTL 115 before reaching the cache 112. 
When data arrives, the D-CTL 115 reads the LA information 
410 in the cache 112 (FIG. 6 (6)), and compares the LA 
information 410 and the LA added to the data. Further, it 
computes the exclusive OR (LRC) of all bytes of the data, and 
compares the same with the LRC information read from the 
drives 121 (FIG. 6 (7)). As a result of the comparison, if it is 
determined that the LA information 410 and the LA added to 
the data are inconsistent, or that the result of the exclusive OR 
computation and the LRC information transferred from the 
cache 112 are inconsistent, the D-CTL 115 notifies the MPU 
111 that an error has occurred, and the MPU 111 discontinues 
the process. If the comparison result of LA and LRC corre 
spond, a notice is sent to the MPU 111 notifying that the result 
of comparison is normal, and the data read from the drives 
121 is transmitted to the cache 112. Thereafter, the data trans 
mitted to the cache 112 is transferred to the host 2, and the 
read processing is completed. 
0.058 Next, we will describe a key verification process 
according to the present invention. When the storage system 
1 is stopped (shut down or turned off), the controller 11 stores 
(saves) the replica of the DEKs stored in the DEK manage 
ment table 300 in the memory 116 to a given area within the 
system drive. The DEKs saved in the system drive is read 
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when the storage system 1 is started, loaded to the DEK 
management table 300 of the memory 116, and further, a 
replica of the DEK management table 300 in the memory 116 
is stored in the buffer within the BE I/F 114. During this 
process, when the DEKs are not correctly read due to causes 
Such as the failure of a control program of the storage system 
1, and when the content of the DEKs has been changed during 
the reading process, if data is read from the drive 121 accord 
ing to the read request from the host 2, decryption using an 
encryption key that differs from the encryption key used when 
storing data to the drives 121 will be performed, so that 
incorrect data is transmitted to the host 2. Similarly, when the 
DEKs in the memory 116 or the system drive are rewritten 
unreasonably to a different value, erroneous data may be 
written to the drives 121 or erroneous data may be transmitted 
to the host 2. 
0059. Further, the storage system 1 has a function to back 
up the data encryption key in the key management server 3, 
and when the system drive fails, it is possible to have the data 
encryption key restored from the key management server 3, 
but there is a possibility that erroneous key information is 
restored from the key management server 3, and in that case, 
erroneous data will be transmitted to the host 2. The key 
verification process is a process to validate the validity of the 
data encryption key to prevent Such case from occurring, and 
according to the preferred embodiment of the present inven 
tion, the process is executed when starting the storage system 
1 (turning the power on), and restoring the data encryption 
key from an external key management server 3. 
0060 FIG. 7 is a flowchart showing the flow of the key 
Verification process executed when starting the storage sys 
tem 1. This process is executed after starting the storage 
system 1 (power on), at least when the storage controller 11 is 
in a state accessible to the drives 121, and before the access 
from the host 2 to the storage system 1 is enabled. In other 
words, until the key verification process is completed, the 
storage system 1 will not allow access from the host 2 to the 
logical volume. 
0061. At first, the DEKs saved in the system drive are 
staged in the cache memory 112, and the staged DEKS are 
stored in the DEK management table 300 in the memory 116 
and also stored in the bufferin the BEI/F 114 (S1). Thereafter, 
the processes of S2 through S4 are executed for all the drives 
121 storing the encrypted data. At first, the procedure refers to 
the logical volume management table 200 to refer to the field 
of the drive it 202 for all the entries where the encryption 
attribute 204 is “1”, and all the drive numbers stored in the 
field of the drive it 202 are extracted. The processes of S2 
through S4 are executed for all the drives 121 corresponding 
to the extracted drive numbers. 

0062. In S2, a single drive number is selected out of the 
previously extracted drive numbers, and in S3, the MPU 111 
issues a read command to the drive 121 having the selected 
drive number, and attempts to read the data (S3). According to 
the key verification process of the present embodiment, the 
data in a prescribed position (Such as an address whose drive 
LBA number is 100, for example) is read from all the drives 
121, but the data in any area can be read as long as the area 
stores encrypted data. 
0063. The read process of S3 performs a similar process as 
the process illustrated in FIG. 6 described earlier. However, 
the process described with reference to FIG. 6 converts the 
address (LBA) of the logical volume designated by the read 
command from the host 2 to the address (drive LBA) of the 
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drives 121, and reads the data of the converted address, but 
according to S3, the storage controller 11a (MPU 111) 
executes the read process independently from the instruction 
from the host 2, so that there is no read command provided 
from the host 2. Therefore, the read process of S3 mainly 
differs from the process illustrated in FIG. 6 in that the LA 
information used for comparison with the LA performed in 
midway of the read processing is created by the MPU 111. 
When storing the LA information 410 in the cache 112, the 
MPU 111 computes the logical volume address (LBA) from 
the drive LBA at a given position in the drive 121 being the 
read target. This computing function is a function provided in 
a well-known storage subsystem, so that detailed descriptions 
thereofare omitted. The computed LBA of the logical volume 
is stored as the LA information 410 in the cache memory 112. 
Hereafter, the LA information computed by the MPU 111 is 
called an expectation value of LA. 
0064. When the MPU 111 stores the LA information 410 
in the cache 112 and issues an instruction to start data transfer 
to the BE I/F 114, data transfer from the drives 121 to the 
cache 112 is started. During the data transfer process, when 
the data and LA/LRC decrypted in the BE I/F 114 arrives at 
the D-CTL 115, the D-CTL 115 reads the LA information 410 
(that is, the expectation value of LA) in the cache 112, and 
compares the expectation value of the LA with the decrypted 
LA to thereby verify the LA. Further, the exclusive OR (LRC) 
of all bytes of the data is computed and compared with the 
LRC information read from the drives 121 to thereby verify 
the LRC. 

0065. If the decryption process of data and LA/LRC in the 
BE I/F 114 is performed using a DEK that differs from the 
DEK used when encrypting the data and the LA/LRC in the 
decryption process, the decrypted LA will be a different value 
as the proper LA (plaintext LA before being stored in the 
drives 121; the value of which is equal to the expectation 
value of LA). Further, the value of the decrypted LRC and the 
value obtained by subjecting all bytes of the decrypted data to 
exclusive OR operation will be different values (strictly, the 
possibility that these two values coincidentally become the 
same is not zero, but the probability is extremely low). There 
fore, when verification of LA and/or LRC is performed, it 
becomes possible to verify whether the key information 
staged in S1 is correct (whetherit is the same DEK as the DEK 
used when storing data in the drives 121) or not. 
0066. When the expectation value of LA and the LA added 
to the data are inconsistent, or if the result of the exclusive OR 
operation and the decrypted LRC information read from the 
cache 112 are inconsistent, the D-CTL 115 notifies the MPU 
111 that an error has occurred. If the comparison result of LA 
and the comparison result of LRC are both consistent, a notice 
notifying that the verification result is normal is sent to the 
MPU 111. 

0067. In S4, it is determined whether the result notified 
from the D-CTL 115 to the MPU 111 in S3 is normal or not. 
If the notified result is normal (S4:Y), the procedure advances 
to S5, but ifa notice notifying that an error has occurred is sent 
to the MPU 111 (S4: N), the MPU 111 sends an instruction to 
the management terminal 6 to output an error message that the 
DEK is invalid. The management terminal 6 having received 
this instruction outputs an error message on the display of the 
management terminal 6 (S6), and thereafter, the MPU 111 
discontinues the starting process of the storage system 1. In 
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other words, if it is determined that the data encryption key is 
not correct, the starting process of the storage system 1 is 
discontinued. 

0068. On the other hand, if the notified result is normal 
(S4:Y), the procedure advances to S5. In S5, it is confirmed 
whether verification process (process of S2 through S4) has 
been completed for all the drives 121 storing the encrypted 
data or not, and if there still remains a drive 121 not subjected 
to the verification process, the procedure returns to S2. If 
verification process has been completed for all the drives 121 
storing the encrypted data, the verification process is ended. 
Hereafter, a normal process for starting the storage system 1 
is performed Subsequently, and when the starting process is 
completed, the storage system 1 transits to a state capable of 
receiving access from the host 2. 
0069. Next, the flow of the key verification process per 
formed during key restoration will be explained with refer 
ence to FIG.8. The key restoration process is performed when 
the data encryption key is lost from the storage system 1. Such 
as when the system drive breaks down. Further, if the starting 
process of the storage system 1 is discontinued due to the key 
verification process described with reference to FIG. 7, it is 
not possible to access the logical Volume from the host 2, but 
it is possible to perform a restoration operation of the DEKs 
(update the content of the DEK management table 300 to a 
correct key information), so that the key restoration process is 
performed when the starting process of the storage system 1 
is discontinued. 

0070. In S11, the key management server 3 performs res 
toration of the DEKs to the storage system 1. This process is 
realized by the administrator operating the management ter 
minal 6 and issuing a request of key restoration to the key 
management server 3. The key management server 3 having 
received the request to restore the key transmits the DEKs 
(DEKs of all drives 121) of the storage system 1 managed by 
the key management server 3 to the storage system 1 via the 
LAN 5. Further, the storage system 1 performs backup pro 
cess of the DEKs to the key management server 3 for multiple 
number of times during normal operation. In that case, mul 
tiple backups of DEKS are retained in the key management 
server 3, and the respective DEKs are managed in the key 
management server 3 together with the date and time infor 
mation of the time when backup has been performed. When 
the key management server manages multiple backups of 
DEKs of the storage system 1, in S11 during an initial resto 
ration of DEKs, the DEKs of the latest generation (DEKs 
whose backup date and time are closest to the current time) is 
restored. Further, as mentioned later, it is possible to perform 
the process of S11 for multiple times, but after the second 
time, such as during the N-th key restoration process, the 
DEKs of the N-th generation, that is, the N-th latest DEKs, are 
restored. 

(0071. In S12, the controller 11 stores the DEKs received 
from the key management server 3 to a temporary buffer 
allocated in the memory 116. 
0072. In S13, out of the RAID groups (logical volumes) 
storing the encrypted data, one RAID group not performing 
the verification process in the restored DEK (stored in the 
temporary buffer) is selected. Actually, the controller refers to 
the logical volume management table 200, and out of the 
RAID groups in which the encryption attribute 204 is “1”, an 
entry where the verification process is not performed by the 
key restored in the process of S12 is selected. 
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0073. Next, regarding the RAID group (logical volume) 
composed of the drive 121 storing the encrypted data, a state 
is selected to not process the accesses from the host 2 (the 
processing of the command is temporarily set to standby even 
when an I/O command is received from the host 2) (S14). 
(0074. In S15, a single drive 121 is selected from the drives 
121 constituting the RAID group selected in S13. Actually, a 
single drive number is selected from the multiple drive num 
bers stored in the drive # 202 of the entry selected in S13. 
0075. In S16, the controller attempts to read data in the 
drive 121 selected in S15, and performs verification of the LA 
and the LRC. This process is similar to the process of S3 of 
FIG. 7, but S16 differs from S3 of FIG. 7 in that in the data 
decryption process performed during reading of data, the 
DEK stored in the temporary buffer is used. When the MPU 
111 outputs an instruction to read data to the BE I/F 114, the 
DEK stored in the temporary buffer is transmitted to the BE 
I/F 114, and the BEI/F 114 uses the DEK to perform decryp 
tion. The other processes are similar to S3 of FIG. 7. 
0076. When the verification result is normal in the process 
of S16 (S.17:Y), the procedure advances to S18. In S18, it is 
determined whether verification has been completed for all 
the drives 121 within the RAID group selected in S13. If there 
still remains a drive 121 not subjected to verification out of the 
drives 121 within the RAID group, the procedure returns to 
S15. 

(0077. If the result of verification in the process of S16 is 
not normal (S.17: N), the validation process to the RAID 
group (the RAID group selected in S13) is discontinued, and 
the procedure advances to S22. The processes of S22 and 
thereafter will be described later. 

0078. In S18, it is determined whether validation has been 
completed for all drives 121 within the RAID group selected 
in S13, and if validation has been completed for all drives 121 
(S18:Y), the procedure advances to S19. In S19, the RAID 
group (logical volume) validated via the processes of S13 
through S18 is changed to a state capable of receiving an I/O 
request from the host 2. If there is still a drive 121 that is not 
subjected to validation (S.17:N), the procedure returns to S15. 
0079. In S20, it is determined whether verification has 
been completed for all RAID groups storing encrypted data, 
and if there still remains a RAID group not subjected to 
validation (S21: N), the procedure returns to S13. The proce 
dure advances to S21 when validation has been completed for 
all RAID groups. 
0080. In S21, the encryption key stored in the temporary 
buffer is stored in the DEK management table 300 and the 
buffer in the BE I/F 114, and the key verification process is 
ended. 

I0081. If the validation result is not normal in the process of 
S16 (S17: N), the procedure advances to S22. In S22, the 
same process as S19 is performed. That is, the RAID group 
(logical Volume) having the I/O request Suppressed in S14 is 
changed so as to enable reception of I/O request from the host 
2 

I0082 In S23, whether the validation processing (S13 
through S20) have been performed for all generations of the 
encryption key being backed up in the key management 
server 3 is determined, and if there is an encryption key of the 
generation not being Subjected to validation processing (S23: 
N), the procedure returns to S11, restores the encryption key 
of the Subsequent generation (key that is one generation prior 
to the generation of the key Subjected to validation immedi 
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ately before the determination of S23) from the key manage 
ment server 3, and performs the validation process of S12 and 
thereafter. 

0083. On the other hand, when it is determined in S23 that 
the validation processing has been performed for all genera 
tions of the encryption key being backed up in the key man 
agement server 3 (S23: Y), the procedure advances to S24. 
The case where the process reaches S24 is that validation 
processing has been performed for the encryption keys of all 
generations backed up in the key management server 3 but the 
validation result of S16 is not normal by using any of the 
encryption keys of all generations. Therefore, the MPU 111 
sends an instruction to the management terminal 6 to output 
an error message that the DEK is invalid, and ends the key 
restoration processing. The management terminal 6 receives 
this instruction, and outputs an error message to the display of 
the management terminal 6. 
0084. The above describes the encryption key verification 
method of the storage system according to the preferred 
embodiment of the present invention. According to the 
encryption key Verification method of the present invention, 
the data in the storage media is decrypted using the key 
information during restoration of the key information, and 
validation is performed using the validation information. 
Thus, it becomes possible to determine whether the restored 
key information uses the same encryption key as the encryp 
tion key used during encryption of data stored in the storage 
media, and even when a read/write request of the data in the 
storage media arrives from the host computer thereafter, it 
becomes possible to encrypt—decrypt the data using a nor 
mal encryption key, and to ensure the completeness of the 
data. 

0085. The preferred embodiment of the present invention 
has been described above, but the embodiment is a mere 
example for describing the present invention, and it should be 
noted that the present invention is not intended to be restricted 
to the above-illustrated embodiment. The present invention 
can be implemented in other various embodiments. For 
example, as described earlier, the number of controllers 11a 
and 11b in the storage system 1 is not restricted to the number 
illustrated in FIG. 1. Further, the components within the con 
trollers 11a and 11b, that are, the MPU 111, the FE I/F 113, 
the BE I/F 114 and so on are not restricted to the numbers 
illustrated in FIG. 1, and the present invention is effective 
even in a configuration where multiple MPUs exist. Further 
more, the present invention can adopt a configuration where 
the cache 112 and the memory 116 are integrated. 
I0086. Further, according to the storage system 1 of the 
above-described embodiment, the encryption/decryption cir 
cuit which is the means for performing encryption—decryp 
tion is disposed in the BEI/F of the storage controller, but the 
present invention is not restricted to such configuration, and 
the present invention is effective in a configuration where the 
encryption—decryption is performed by the MPU 111 or the 
D-CTL 115. 

0087. According to the above-described embodiment, 
multiple drives are defined as the RAID group and provided 
as logical Volume to the host, but in the present invention, the 
RAID technique is not an indispensible element, and it is 
possible to compose the volume provided to the host from a 
single drive. In the above-described storage system 1, the 
LA/LRC is added to the tail of the data and written into the 
drive, but the location in which the LA/LRC is added is not 
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restricted to the tail of the data, and it is possible to add the 
information to the head the data. 

I0088. Further according to the storage system 1 of the 
present invention, the data encryption key (DEK) is created 
by the storage system 1 when the logical Volume is defined, 
but it is possible to create the encryption key by an external 
device Such as a key management server, and to use the DEK 
created by the key management server. 
I0089. In the above-described key verification process, 
reading of data in the drives 121 is performed once, and if 
error has occurred as a result of validating the LA or the LRC, 
the starting of the storage system 1 is discontinued, but the 
cause of occurrence of error through validation of the LA or 
LRC can be other than the invalidity of the DEK, that is, the 
cause of error can be a temporary failure of hardware (the BE 
I/F 114, the transmission path connecting the drives 121 and 
the storage controller 11a, for example). The method for 
coping with the problem differs between when the cause of 
error is the invalidity of the DEK and when the cause is other 
than the invalidity of the DEK, it is preferable to identify the 
cause of occurrence of error. 

0090. One example is a method for executing a step for 
confirming whether error has occurred or not by issuing a 
diagnostic command to the respective drives 121 prior to 
starting the key verification process (such as before S1 of FIG. 
7 or before S11 of FIG. 8). When an error is detected as a 
result of issuing a diagnostic command to the drives 121, it 
can be determined that a failure has occurred to the drives 
121, and that the DEK is not invalid. Therefore, in this case, a 
method that differs from when invalidity of the DEK has been 
detected should be performed, such as blocking the drive 121 
(and the RAID group including the drive 121) where error has 
been detected instead of discontinuing the starting of the 
storage system 1. 
0091. Further, during the key verification process (S3 and 
S4 of FIG. 7, for example), it is possible to perform reading of 
data of the same sector again (and to perform validation of the 
LA/LRC) when error occurs by validating the LA/LRC when 
reading of data in a certain sector in the drive 121 is performed 
once, instead of when reading of data in the drive 121 is 
performed once. This is because there is a high possibility that 
the DEK is not invalid if error does not occur by the second 
Verification. It is possible to adopt a method to not output an 
error message notifying that the DEK is invalid to the man 
agement terminal (but some type of warning message notify 
ing a condition other than the invalidity of the DEK can be 
output) when error does not occur by the second verification, 
and continue the starting process of the storage system 1 to 
enable I/O requests from the host to the logical volume to be 
received. Further, when an error occurs as a result of valida 
tion of the data read and the LA/LRC of the sector in the drive 
121, it is possible to read a different sector instead of reading 
the same sector to perform validation of the LA/LRC. If error 
occurs during validation of the LA/LRC caused by the dam 
age of data contents within the sector of the drive 121, it is 
highly possible that only a portion of the sector data in the 
drive 121 is damaged. Therefore, if error does not occur as a 
result of validation of the LA/LRC when different data is 
read, it can be identified that the cause of error is not the 
invalidity of the DEK but the damage of content of data in a 
portion of the sectors, so that the cause of error can be iden 
tified correctly compared to the method where the same data 
is read again. 
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0092. It is also possible to simultaneously adopt the 
method for issuing a diagnostic command to the respective 
drives 121 when starting the key verification process and the 
method of performing validation of the LA/LRC for multiple 
times. 
0093. It is possible to add a process of determining that the 
DEK is not invalid if error occurs by verifying the LA but 
error does not occur by verifying the LRC or if error does not 
occur by verifying the LA but error occurs by verifying the 
LA. 
0094. According further to the key verification process of 
the present embodiment, validation is performed using two 
validation information, which are LA and LRC, but it is 
possible to perform validation of only the LA by adding only 
LA to the data, or to perform validation of the LRC by adding 
only LRC to the data. 
0095. Furthermore, the components described as pro 
grams in the description can be realized via hardware using 
hard wired logic or the like. It is also possible to provide the 
respective programs in the embodiment by storing the same in 
storage media such as CD-ROMs and DVDs. 

REFERENCE SIGNS LIST 

0096) 1: Storage system 
0097. 2: Host 
0098 3: Key management server 
0099 4: SAN 
0100 5: LAN 
01.01 6: Management terminal 
0102) 11a, 11b: Storage controller 
(0103) 12: Disk enclosure 
0104. 111: MPU 
0105 112: Cache Memory 
01.06 113: FE I/F 
01.07 114: BE I/F 
0108 115: D-CTL 
0109 116: Memory 
0110 117: NIC 
0111 121: Drive 
0112 140: Encryption/decryption circuit 
0113 200: Logical volume management table 
0114 300: Data encryption key management table (DEK 
management table) 
1. A storage system comprising a controller and one or 

more storage media; wherein 
a host for reading and writing data in the storage media and 

a management terminal for performing a management 
operation of the storage system are connected to the 
Storage System; 

the controller has a storage area for storing an encryption 
key, and when a write request from the host is received, 
the controller creates a validation information corre 
sponding to data accompanying the write request, adds 
the validation information to the data, encrypts the data 
having the validation information added thereto using 
the encryption key stored in the storage area and stores 
the same in the storage media; 

when a second encryption key is stored in the storage area, 
prior to receiving an access request to the storage media 
from the host, the controller: 

reads the encrypted data having the validation information 
added thereto and stored in the storage media; 

decrypts the encrypted data having the validation informa 
tion added thereto using the second encryption key: 
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validates the decrypted data using the decrypted validation 
information; and 

when the result of the validation is abnormal, displays that 
abnormality has occurred on a management Screen of 
the management terminal, and wherein 

the validation information includes a position information 
of the data write destination included in the write 
request; and 

when validating the decrypted data using the validation 
information, the controller: 

displays that abnormality has occurred on the management 
Screen of the management terminal if the information 
related to the storage position of the encrypted data 
stored in the storage media and the position information 
of the write destination of the data included in the 
decrypted validation information are inconsistent. 

2. The storage system according to claim 1, wherein 
the validation information includes an error-detecting code 

created by executing a given operation to the data; 
when validating the decrypted data using the validation 

information, the controller: 
creates a second validation information by executing the 

given operation to the decrypted data using the second 
encryption key; and 

displays that abnormality has occurred on the management 
Screen of the management terminal if the second valida 
tion information and the error-detecting code included 
in the decrypted validation information are inconsistent. 

3. (canceled) 
4. The storage system according to claim 1, wherein 
the second encryption key is a replica of the encryption key 

stored in the storage area saved in a given area of the 
storage media; 

the controller stores the second encryption key saved in a 
portion of the storage media to the storage area when 
starting the storage system; and 

when validating the decrypted data using the validation 
information, the controller uses the second encryption 
key stored in the storage area to decrypt the encrypted 
data having the validation information added thereto. 

5. The storage system according to claim 4, wherein 
the controller discontinues a starting process of the storage 

system if the result of validation is abnormal in the 
validation of the decrypted data using the validation 
information. 

6. The storage system according to claim 4, wherein 
the controller re-reads the encrypted data having the vali 

dation information added thereto from the storage media 
if the result of validation is abnormal in the validation of 
the data decrypted using the validation information; and 

decrypts the re-read data using the second encryption key, 
and performs validation using the validation informa 
tion included in the decrypted re-read data, and if the 
result of the validation is not abnormal, continues a 
starting process of the storage system. 

7. The storage system according to claim 1, wherein 
the storage system has a key management server perform 

ing backup and/or restoration of the encryption key con 
nected thereto; 

the second encryption key is a replica of the encryption key 
stored in the storage area subjected to back-up in the key 
management server, 
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when the controller receives the second encryption key 
from the key management server, prior to receiving an 
access request from the host to the storage media, the 
controller 

reads the encrypted data having the validation information 
added thereto and stored in the storage media; 

decrypts the encrypted data having the validation informa 
tion added thereto using the received second encryption 
key; and 

performs validation of the decrypted data using the 
decrypted validation information. 

8. The storage system according to claim 7, wherein 
when performing validation of the decrypted data using the 

validation information, if the result of the validation is 
not abnormal, the controller stores the received second 
encryption key in the storage area. 

9. A method for controlling a storage system, the storage 
system comprising a controller and one or more storage 
media; wherein 

a host for reading and writing data in the storage media and 
a management terminal for performing a management 
operation of the storage system are connected to the 
Storage System; 

the controller has a storage area for storing an encryption 
key, and when a write request from the host is received, 
the controller creates a validation information corre 
sponding to data accompanying the write request, adds 
the validation information to the data, encrypts the data 
having the validation information added thereto using 
the encryption key stored in the storage area and stores 
the same in the storage media; 

when a second encryption key is stored in the storage area, 
prior to receiving an access request to the storage media 
from the host, the controller: 

reads the encrypted data having the validation information 
added thereto and stored in the storage media; 

decrypts the encrypted data having the validation informa 
tion added thereto using the second encryption key: 

validates the decrypted data using the decrypted validation 
information; and 

when the result of the validation is abnormal, displays that 
abnormality has occurred on a management Screen of 
the management terminal, and wherein 

the validation information includes a position information 
of the data write destination included in the write 
request; and 

when validating the decrypted data using the validation 
information, the controller: 

displays that abnormality has occurred on the management 
Screen of the management terminal if the information 
related to the storage position of the encrypted data 
stored in the storage media and the position information 
of the write destination of the data included in the 
decrypted validation information are inconsistent. 

10. The method for controlling a storage system according 
to claim 9, wherein 
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the validation information includes an error-detecting code 
created by executing a given operation to the data; 

when validating the decrypted data using the validation 
information, the controller: 

creates a second validation information by executing the 
given operation to the decrypted data using the second 
encryption key; and 

displays that abnormality has occurred on the management 
Screen of the management terminal if the second valida 
tion information and the error-detecting code included 
in the decrypted validation information are inconsistent. 

11. (canceled) 
12. The method for controlling a storage system according 

to claim 9, wherein 
the second encryption key is a replica of the encryption key 

stored in the storage area saved in a given area of the 
storage media; 

the controller stores the second encryption key saved in a 
portion of the storage media to the storage area when 
starting the storage system; and 

when validating the decrypted data using the validation 
information, the controller uses the second encryption 
key stored in the storage area to decrypt the encrypted 
data having the validation information added thereto. 

13. The method for controlling a storage system according 
to claim 12, wherein 

the controller discontinues a starting process of the storage 
system if the result of validation is abnormal in the 
validation of the decrypted data using the validation 
information. 

14. The method for controlling a storage system according 
to claim 9, wherein 

the storage system has a key management server perform 
ing backup and/or restoration of the encryption key con 
nected thereto; 

the second encryption key is a replica of the encryption key 
stored in the storage area subjected to back-up in the key 
management server, 

when the controller receives the second encryption key 
from the key management server, prior to receiving an 
access request from the host to the storage media, the 
controller 

reads the encrypted data having the validation information 
added thereto and stored in the storage media; 

decrypts the encrypted data having the validation informa 
tion added thereto using the received second encryption 
key; and 

performs validation of the decrypted data using the 
decrypted validation information. 

15. The method for controlling a storage system according 
to claim 14, wherein 
when performing validation of the decrypted data using the 

validation information, if the result of the validation is 
not abnormal, the controller stores the received second 
encryption key in the storage area. 
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