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DESCRIPTION
TITLE OF INVENTION
IMAGE PROCESSING APPARATUS, METHOD OF CONTROLLING IMAGE

PROCESSING APPARATUS AND STORAGE MEDIUM

TECHNICAL FIELD

[0001] The present invention relates to an image
processing apparatus, a method of controlling the image
processing apparatus, a storage medium and, more
particularly, to an image processing apparatus which
performs recognition processing on medical images, a
method of controlling the image processing apparatus,

and a storage medium.

BACKGROUND ART

[0002] With recent advances in computerization in
medical organizations such as hospitals, an increasing
number of organizations have introduced electronic
medical charts which manage patient diagnosis
information. Each electronic medical chart unitarily
manages, on it, the diagnosis history, medication
information, surgical information, diseased part images,
X-ray images, and the like of eaéh patient, and allows
to easily share and reuse data. Recent increases in
storage capacity have allowed electronic medical charts
to store large quantities of digital images of diseased

parts and the like upon image-sensing them.
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[0003] In such an environment, a technique for
storing, in electronic medical charts, images obtained
by image-sensing patients using digital cameras as
medical records, is frequently used. In a dermatology
department, surgery department, and nursing field, the
images of wounds, operative scars, and pressure ulcers
(bedsores) of patients are periodically sensed by
digital cameras to observe temporal changes in the
diseased parts.

[0004] Recent advances in communication technology
have been implementing remote medical care at home. An
increasing number of patients themselves now take
pictures of diseased parts using image sensing
apparatuses such as general-purpose digital cameras,
transmit the pictures to medical organizations, and
receive diagnoses from doctors. In such a state in
which patients themselves perform image sensing, it is
difficult, depending on the region of a patient, to
capture the proper diseased part image while seeing an
output image from an image sensing apparatus.

[0005] As a method of solving the problem of
difficulty in image-sensing diseased parts, there is
conceivable a method of automatically detecting a
specific region at the time of image sensing by
learning the region. As a detection method, there is
available, for example, "Rapid Object Detection Using a

Boosted Cascade of Simple Features", Viola, P. and
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Jones, M., IEEE COMPUTER SOCIETY CONFERENCE ON COMPUTER
VISION AND PATTERN RECOGNITION, 2001, VOL 1, pages I-
511-I-518. This method acquires a feature amount from
a teacher image in advance, obtains the feature amounts
of all partial images in an input image, and compares
the feature amounts with each other to determine
whether each partial image is similar to the teacher
image.

foo06] An image processing method disclosed in
Japanese Patent Laid-Open No. 05-180699 detects a
diseased part region by using a special marker when it
is difficult to detect the diseased part position by
surface temperature image sensing.

[0007] The method of detecting by learning a
diseased part region has a problem that it is difficult
to detect temporal changes including improvements and
deteriorations in the symptom of a diseased part. 1In
addition, learning from many teacher data including the
follow-up of symptoms in a general purposermanner will
increase the variance of features, resulting in a

deterioration in detection accuracy.

SUMMARY OF INVENTION
[0008] In consideration of the above problems, the
present invention provides a technique of detecting a
diseased part without being influenced by a change in

the diseased part with the lapse of time.
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[0009] According to one aspect of the present
invention, there is provided an image processing
apparatus comprising: detection means for detecting a
region corresponding to a diseased part reference
region other than a diseased part region in an input
image; and identifying means for identifying the
diseased part region based on the corresponding region
detected by the detection means.

[0010] According to one aspect of the present
invention, there is provided a method of controlling an
image processing apparatus, comprising: a detection
step of detecting a region corresponding to a diseased
part reference region other than a diseased part region
in an input image; and an identifying step of
identifying the diseased part region based on the
corresponding region detected in the detection step.
[0011] Further features of the present invention
will be apparent from the following description of
exemplary embodiments with reference to the attached

drawings.

BRIEEF DESCRIPTION OF DRAWINGS
[0012] Fig. 1 is a block diagram showing an
example of the arrangement of an image processing
apparatus according to the present invention;
[0013] Fig. 2 is a functional block diagram of the

image processing apparatus according to the present
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invention;

[0014] Fig. 3 is a flowchart showing a procedure
for processing according to the first embodiment;
[0015] Fig. 4 is a view showing an example of a
teacher image in the first embodiment;

[0016] Figs. 5A and 5B are views each showing an
example of a diseased part region in the first
embodiment;

[0017] Figs. 6A and 6B are views each showing an
example of a diseased part reference region acquisition
result in the first embodiment;

[0018] Fig. 7 is a flowchart showing a processing
procedure in a dictionary creation processing unit in
the first embodiment;

[0019] Fig. 8 is a flowchart showing a procedure
for diseased part image sensing processing in the first
embodiment;

[0020] Figs. 9A and 9B are views each showing an
example of a detection processing result in the first
embodiment;

[0021] Figs. 10A and 10B are views each showing an
example of output image comparison in the first
embodiment;

[0022] Fig. 11 is a flowchart showing a procedure
for diseased part image sensing processing in the
second embodiment; and

[0023] Figs. 12A and 12B are views each showing an
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example of a detection processing result in the second

embodiment.

DESCRIPTION OF EMBODIMENTS
[0024] An exemplary embodiment (s) of the present
invention will now be described in detail with
reference to the drawings. It should be noted that the
relative arrangement of the components, the numerical
expressions and numerical values set forth in these
embodiments do not limit the scope of the present
invention unless it is specifically stated otherwise.
[0025] (First Embodiment)

Fig. 1 shows an example of the arrangement of an
image processing apparatus which carries out the
present invention. An image processing apparatus 100
includes an image sensor 101, a CPU 102, a RAM 103, a
storage device 104, and a display 105. The display 105
may be an external device and need not always be
incorporated in the image processing apparatus 100.
[0026] The image sensor 101 converts an image
passing through an optical system such as a lens into
electronic image information.
f0027] The CPU 102 controls the respective
constituent elements by executing an image processing
program for the execution of processing according to
the present invention for image information input from

the image sensor 101. The RAM 103 is used as a work
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memory for the execution of an image processing program
or used to temporarily store data.

[0028] The storage device 104 stores the image
processing program and data.

[0029] The display 105 displays a through image as
image information obtained from the image sensor 101,
and displays an image stored in the storage device 104.
In this case, a through image is an image acquired from
an image sensor at predetermined intervals to determine
a composition at the time of image sensing.

[0030] The arrangement of the image processing
apparatus 100 is an example, and it is possible to use
a portable device such as a cellular phone or PDA which
has an image sensor. It is also possible to execute
image processing by using an external general—purpose
computer. Assume that in this embodiment, a digital
camera includes all components.

[0031] Fig. 2 is a functional block diagram of the
image processing apparatus according to the present
invention. Teacher image data 201 is data for the
creation of a detection dictionary (dictionary data).
The teacher image data 201 needs to include at least a
diseased part region as a detection target.

[0032] Diseased part region coordinate data 202 is
data representing a diseased part region corresponding
to the teacher image data 201.

[0033] A dictionary creation processing unit 203
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acquires the teacher image data 201 and the diseased
part region coordinate data 202 and creates a diseased
part reference region detection dictionary 204 for the
detection of a diseased part reference region. A
diseased part reference region is a region, other than
a diseased part, which allows to obtain the coordinates
of a diseased part and exhibits a slight change with
the lapse of time. A region which exhibits a slight
change with the lapse of time is a region which
undergoes a small change with the lapse of time
relative to a diseased part which exhibits a large
change in color or contour due to an improvement or
deterioration of symptoms. Such a region includes the
skin of a portion around the diseased part. This
embodiment uses a portion around a diseased part, that
is, a region having a doughnut shape which immediately
surrounds a diseased part. In this case, if an image
region includes all the doughnut shape around a
diseased part, it can be said that the diseased part
region also exists in the image.

[0034] The diseased part reference region
detection dictionary 204 is a dictionary for detecting
a diseased part reference region created by the
dictionary creation processing unit 203.

[0035] A through image 205 is an image acquired
from the image sensor 101 at predetermined intervals to

determine a composition at the time of image sensing.
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A diseased part reference region is detected by using
the through image 205. A detection processing unit 206
determines, by using the diseased part reference region
detection dictionary 204 and the through image 205,
whether an image includes a diseased part reference
region.

[0036] An image sensing processing unit 207
actually performs image sensing based on the detection
result obtained by the detection processing unit 206.
If the through image 205 includes an entire diseased
part reference region, since the through image includes
the diseased part region, the image sensing processing
unit 207 performs image sensing upon setting image
sensing conditions.

[0037] An output image 208 is an image obtained by
image sensing performed by the image sensing processing
unit 207. This operation obtains a photographic image
including an entire diseased part reference region,
that is, a diseased part region, within the field angle.
[0038] A procedure for processing according to
this embodiment will be described next with reference
to the flowchart of Fig. 3.

[0039] In step S301, the dictionary creation
processing unit 203 accepts selection by operation of
the user. In this embodiment, the dictionary creation
processing unit 203 accepts the selection of cne of the

following modes: a dictionary creation mode for



WO 2012/169562 PCT/JP2012/064613

- 10 -

creating the diseased part reference region detection
dictionary 204, a diseased part image sensing selection
mode for obtaining the output image 208 by detecting
and image-sensing the diseased part, and a diseased
part comparison mode for reproducing the output image
208. If the dictionary creation mode is selected, the
process advances to step S302. If the diseased part
image sensing mode is selected, the process advances to
step S303. If the diseased part comparison mode is
selected, the process advances to step S304.

[0040] In step 8302, the dictionary creation
processing unit 203 performs dictionary creation
processing. Dictionary creation processing will be
described in detail later with reference to the
flowchart shown in Fig. 7.

[0041] In step S303, the detection processing unit
206 and the image sensing processing unit 207 perform
the processing of identifying and image-sensing a
diseased part region. This processing will be
described in detail later with reference to the
flowchart shown in Fig. 8.

[0042] In step S304, the display 105 comparatively
displays the diseased part by simultaneously displaying
a plurality of diseased part images. This display
operation will be described in detail later with
reference to Figs. 10A and 10B. Thereafter, the

processing is terminated.
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[0043] A procedure for dictionary creation
processing (step S$302) will be described in detail
below with reference to the flowchart of Fig. 7.

[0044] In step S701, the CPU 102 loads a teacher
image 400 like that shown in Fig. 4 in the RAM 103 as
an example of the teacher image data 201 used for
dictionary creation processing described with reference
to Fig. 2. Referring to Fig. 4, the teacher image 400
is an image obtained by image-sensing the head portion
of a patient from a side face. The region enclosed by
the broken line is a diseased part 401 included in the
teacher image 400. The teacher image 400 may be
externally supplied in the form of image data or may be
acquired by using the image sensor 101.

[0045] In step S702, the CPU 102 acquires a
diseased part region from the teacher image 400. Fig.
5A shows an example of a user interface (UI) which
accepts the designation of a diseased part region. A
touch panel display 501 on a digital camera 500
displays the teacher image 400 acquired in step S701.
The user selects a diseased part region 502 by tracing
the boundary of the diseased part 401 on the touch
panel display 501 with his/her finger (designation
acceptance processing). Assume that coordinate data
like those shown in Fig. 5B are obtained as an example
of the diseased part region coordinates 202 described

with reference to Fig. 2 with respect to the diseased
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part region 502 selected by this operation. The image
size is 3000 pixels horizontal x 4000 pixels vertical.
Assume that the CPU 102 has obtained an elliptic region
defined such that the central coordinates of the
diseased part region 502 are (1500 pixels, 1600 pixels),
and the diameter is (400 pixels, 600 pixels). Although
this embodiment has exemplarily used an elliptic shape
for the sake of descriptive convenience, it is possible
to use a rectangular shape or a shape represented by a
region enclosed by a free curve represented by Bezier
coordinates.

[0046] In step S703, the CPU 102 calculates a
diseased part reference region. In this case, the CPU
102 calculates a region around the diseased part region
502 shown in Fig. 6A as a diseased part reference
region 601. That is, the CPU 102 calculates the
diseased part reference region 601 in an elliptic
annular shape by simply doubling the diameter of the
diseased part region 502 in the form of a concentric
ellipse and subtracting the diseased part region 502
from the resultant region. Although the diseased part
reference region 601 is simply a predetermined region
(elliptic annular region) around the diseased part
region, a feature point such as the eye or ear may be a
diseased part reference region when handling, for
example, a face. Assume that the CPU 102 has obtained

an elliptic annular region represented by the
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coordinate data shown in Fig. 6B as the coordinate data
of the diseased part reference region 601. The image
size is 3000 pixels horizontal x 4000 pixels vertical.
The central coordinates of the diseased part region 502
are (1500 pixels, 1600 pixels), and the diameter is
(400 pixels, 600 pixels). Likewise, the central
coordinates of the outer diameter of the diseased part
reference region 601 are (1500 pixels, 1600 pixels),
and the diameter is (800 pixels, 1200 pixels). The
central coordinates of the inner diameter of the
diseased part reference region 601 are (1500 pixels,
1600 pixels), and the diameter is (400 pixels, 600
pixels).

[0047] In step S704, the CPU 102 controls the
dictionary creation processing unit 203 to create the
diseased part reference region detection dictionary 204
by extracting a feature amount such as a color or line
segment from the diseased part reference region 601
obtained in step S703. As a known method of extracting
a feature amount and performing detection using it,
there is available "Rapid Object Detection Using a
Boosted Cascade of Simple Features”, Viola, P. and
Jones, M., IEEE COMPUTER SOCIETY CONFERENCE ON COMPUTER
VISION AND PATTERN RECOGNITION, 2001, VOL 1, pages I-
'511-I-518. According to "Rapid Object Detection Using
a Boosted Cascade of Simple Features", Viola, P. and

Jones, M., IEEE COMPUTER SOCIETY CONFERENCE ON COMPUTER
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VISION AND PATTERN RECOGNITION, 2001, VOL 1, pages I-
511-I-518, there is disclosed a technique of acquiring
a feature amount from a teacher image, obtaining
feature amounts associated with all partial images in
an input image, and obtaining a region similar to the
teacher image from the input image by discriminating
whether each feature amount obtained is similar to that
of the teacher image. In the present invention, a
target to be detected is a region unique to a specific
patient, that is, the variance of feature amounts is
limited, and hence it is not necessary to use many
teacher images as described in "Rapid Object Detection
Using a Boosted Cascade of Simple Features", Viola, P.
and Jones, M., IEEE COMPUTER SOCIETY CONFERENCE ON
COMPUTER VISION AND PATTERN RECOGNITION, 2001, VOL 1,
pages I1-511-I-518. Alternatively, it is possible to
simply hold an image of the diseased part reference
region 602 as data in a dictionary and perform
detection by using a technique such as a similar image
search technique.

[0048] Diseased part image sensing processing
(step S303) will be described in detail next with
reference to the flowchart of Fig. 8 in a case in which
a through image 900 shown in Fig. 9A and a through
image 910 shown in Fig. 9B are sequentially input, each
as an example of the through image 205. In this case,

the through image 900 is an image obtained when the
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object is observed from obliquely behind, and the
through image 910 is an image obtained when the object
is observed from a side face.

[0049] In step S801, the CPU 102 controls the
detection processing unit 206 to acquire the through
image 205 from the image sensor (image sensor 101).
Assume that in this case, the process advances to step
S802 on the assumption that the through image 900 has
been newly obtained as the through image 205.

[0050] In step S802, the CPU 102 controls the
detection processing unit 206 to detect a region
corresponding to the diseased part reference region 601
which is registered in the diseased part reference
region detection dictionary 204 from the through image
900 by using the diseased part reference region
detection dictionary 204. As described in the feature
amount extraction processing in step S704, the CPU 102
detects a region with an approximate feature based on
features such as colors and shapes registered as data
in a dictionary. As a known method for this operation,
there is available "Rapid Object Detection Using a
Boosted Cascade of Simple Features", Vicla, P. and
Jones, M., IEEE COMPUTER SOCIETY CONFERENCE ON COMPUTER
VISION AND PATTERN RECOGNITION, 2001, VOL 1, pages I-
511-I-518. 1In the case of the through image 900, since
the composition of the image greatly differs from that

of the teacher image 400, the process advances to step
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S803 upon determining that no region corresponding to
the diseased part reference region 601 has been
detected.

[0051] In step S803, the CPU 102 controls the
detection processing unit 206 to discriminate whether a
region corresponding to the diseased part reference
region 601 has been detected in step S802. If the
detection processing unit 206 discriminates that a
region corresponding to the diseased part reference
region 601 has been detected (YES in step S803), the
process advances to step S804. In contrast, if the
detection processing unit 206 discriminates that no
region corresponding to the diseased part reference
region 601 has been detected (NO in step S803), the
process returns to step S801. In this case, since no
region corresponding to the diseased part reference
region 601 has been detected, the process returns to
step S801.

[0052] In step S801, the CPU 102 controls the
detection processing unit 206 to acquire the through
image 205 from the image sensor (image sensor 101). 1In
this case, the process advances to step S802 on the
assumption that the through image 910 has been obtained
as the through image 205.

[0053] In step S$802, the CPU 102 controls the
detection processing unit 206 to discriminate from the

through image 910 that the feature of a detected region
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911 indicated by the hatching in an elliptic annular
shape coincides with that of the diseased part
reference region 601. The process then advances to
step S803.

[0054] In step S803, the CPU 102 controls the
detection processing unit 206 to discriminate whether a
region corresponding to the diseased part reference
region 601 has been detected in step S802. In this
case, since a region corresponding to the diseased part
reference region 601 has been detected, the process
advances to step S804.

[0055] In step S804, the CPU 102 controls the
detection processing unit 206 to determine from the
detected position information of the region
corresponding to the diseased part reference region 601
whether the through image 910 includes the diseased
part region 502. If the detection processing unit 206
determines that the through image 910 includes the
diseased part region 502 (YES in step S804), the
process advances to step S805. If the detection
processing unit 206 determines that the through image
910 does not include the diseased part region 502 (NO
in step S804), the process returns to step S801. 1In
this embodiment, since an elliptic portion having the
same outer shape as the inner-diameter portion of the
elliptic annular diseased part reference region 601 is

the diseased part region 502, if the entire region
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corresponding to the diseased part reference region 601
falls within the through image 910, it is possible to
determine that the through image includes the diseased
part region. In this case, since the through image 910
includes the entire detected region 911, the CPU 102
determines that the diseased part is also included.

The process then advances to step S805.

[0056] In step S805, the CPU 102 controls the
image sensor 101 to actually perform image sensing.
When performing image sensing processing by using a
general digital camera, the CPU 102 adjusts parameters
such as sensor sensitivity, exposure time, and white
balance by using color histogram information, luminance
histogram information, and the like of an image. The
CPU 102 writes the through image 910 having a
composition similar to that of the through image 910 in
the storage device 104, and terminates the processing.
[0057] Diseased part comparison processing (step
S304) will be described with reference to the display
example shown in Figs. 10A and 10B. Figs. 10A and 10B
each show an example of comparatively showing the
teacher image 400 and an output image on the display
105. Referring to Fig. 10A, an overall display area
1000 displays the overall teacher image 400 in a
display area 1001, and the overall output image 910 in
a display area 1002. On the other hand, referring to

~Fig. 10B, an overall display area 1010 respectively
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displays, in a display area 1011 and a display area
1012, the images obtained by enlarging the teacher
image 400 and the output image 910, based on the
diseased part region 502 obtained in step S702 and a
diseased part region 912 obtained in step S804, so as
to make the two regions have the same size. Displaying
these regions upon matching the sizes of the diseased
parts allows to check for changes in the diseased part
over a lapse of time more accurately.
[0058] As described above, according to this
empbodiment, creating a diseased part reference region
detection dictionary in advance allows a patient
himself/herself to easily image-sense a diseased part
in a region which generally makes image sensing
difficult and to observe a change in the symptom of the
diseased part.
[0059] (Second Embodiment)

The first embodiment is configured to perform
image sensing upon simply determining whether a
diseased part region exists in a through image, that 1is,
the field angle of the lens. Furthermore, in the
second embodiment, adding a guidance for the user to
approximate the composition of a through image to that
of a teacher image can further facilitate self image
sensing of a diseased part and difference comparison.
Assume that a diseased part reference region detection

dictionary 204 includes the position information and
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size information of a diseased part region in a teacher
image.

[0060] A procedure for diseased part image sensing
processing (step S303) according to this embodiment
will be described with reference to the flowchart of
Fig. 11.

[0061] The following is the processing to be
performed when a through image 1200 shown in Fig. 124,
a through image 1210 shown in Fig. 12B, and a through
image 910 shown in Fig. 9B are sequentially input, each
as an example of a through image 205.

[0062] In step S1101, a CPU 102 controls a
detection processing unit 206 to acquire the through
image 1200 from an image sensor (image sensor 101). 1In
step S1102, the CPU 102 controls the detection
processing unit 206 to detect, by using the diseased
part reference region detection dictionary 204 created
from a diseased part reference region 601, a similar
region from the through image 1200. In the case of the
through image 1200, since the detection processing unit
206 detects a region corresponding to a diseased part
reference region 1201, the process advances to step
S1103.

[0063] In step 51103, the CPU 102 controls the
detection processing unit 206 to discriminate whether a
region corresponding to the diseased part reference

region 601 has been detected in step S1102. 1In this
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case, since a region corresponding to the diseased part
reference region has been detected, the process
advances to step S1104.

[0064] In step S1104, the CPU 102 controls the
detection processing unit 206 to determine, from the
detected position information of the diseased part
reference region, whether the through image 1200
includes a diseased part region. If the detection
processing unit 206 determines that the through image
1200 includes a diseased part region (YES in step
51104), the process advances to step S1105. If the
detection processing unit 206 determines that the
through image 1200 includes no diseased part region (NO
in step S1104), the process returns to step S1101. 1In
this case, since the through image 1200 includes the
overall detected region 1201, the CPU 102 determines
that the through image also includes the diseased part.
The process then advances to step S1105.

[0065] In step S1105, the CPU 102 determines
whether the image-sensed composition is similar to the
teacher image. 1In this embodiment, the CPU 102
determines, depending on the position and size of the
diseased part region in the image, whether the
composition is similar to the teacher image. For
example, the CPU 102 may determine, based on the
position and size of a diseased part region, whether

the composition is similar to the teacher image,
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depending on whether the area of an overlapping area is
equal to or more than a threshold. If the CPU 102
determines that the image-sensed composition is similar
to the teacher image (YES in step S1105), the process
advances to step S1106. If the detection processing
unit 206 determines that the image-sensed composition
is not similar to the teacher image (NO in step S1105),
the process advances to step S1107. A diseased part
region 1202 calculated from the diseased part reference
region 1201 is offset to the upper right on the image
relative to an original teacher image 400, and hence
the detection processing unit 206 determines that the
image-sensed composition is not similar to the teacher
image. The process then advances to step S1107. Note
that the determination method in this embodiment is
merely an example, and it is possible to use, as
parameters, for example, an offset relative to the
rotating direction, the tilts of a diseased part
surface and lens surface, that is, distortion, and the
like.

[0066] In step S1107, the CPU 102 presents an
image sensing guidance to the user. Assume that this
embodiment is configured to notify the user of an image
sensing position by speech. Note that an image sensing
guidance may be notified by displaying a message on a
display 105. After the CPU 102 issues an instruction

to move the image sensor 101 to the upper right by
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- speech, the process returns to step S1101.
[0067] Likewise, assume that in step S1101, the
CPU 102 has acquired the through image 1210 as the

through image 205.

[0068] In step S1102, the CPU 102 detects a region
corresponding to a diseased part reference region 1211.
In step S1103, the CPU 102 determines that the diseased
part reference region 1211 exists. In step S1104, the
CPU 102 determines that a diseased part region 1212
exists. The process then advances to step $1105.
[0069] In step S1105, the CPU 102 determines
whether the image-sensed composition is similar to the
teacher image. In this case, since the diseased part
region 1212 is larger than that in the teacher image,
the process advances to step S1107.
[0070] In step 81107, the CPU 102 issues an
instruction, by speech, to increase the distance
between the image sensor 101 and the diseased part or
shift the zoom lens to the wide angle side. The
process then returns to step S1101.
[0071] Assume that in step S1101, the CPU 102 has
acquired the through image 910 as the through image 205.
- Likewise, assume that the CPU 102 has detected a region
corresponding to a diseased part reference region 911
in step S1102, determines in step S1103 that the
diseased part reference region 911 exists, and

determines in step S1104 that a diseased part region
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912 exists. In this case, the process advances to step
S1105.

[0072] In step S1105, the CPU 102 determines
whether the image-sensed composition is similar to the
teacher image. The CPU 102 determines, as a result of
the comparison between the diseased part region 912 and
the teacher image, that the similarity falls within a
predetermined threshold range. The process then
advances to step S1106.

[0073] In step S1106, the CPU 102 controls the
image sensor 101 to acquire an output image having the
same image-sensed composition as that of the through
image 910 by image sensing processing. The CPU 102
then terminates the processing.

[0074] As described above, adding a guidance
function for the user to the first embodiment can
facilitate self image sensing operation and obtain a
composition similar to a teacher image. This makes it
possible to compare diseased parts with each other with
high accuracy.

[0075] As has been described above, according to
the present invention, it is possible to implement
detection processing robust against a change in
diseased part over the lapse of time by learning a
region, other than a diseased part, such as a portion
around the diseased part, which can identify the

position of the diseased part.
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[0076] (Other Embodiments)

Aspects of the present invention can also be
realized by a computer of a system or apparatus (or
devices such as a CPU or MPU) that reads out and
executes a program recorded on a memory device to
perform the functions of the above-described
embodiment (s), and by a method, the steps of which are
performed by a computer of a system or apparatus by,
for example, reading out and executing a program
recorded on a memory device to perform the functions of
the above-described embodiment (s). For this purpose,
the program is provided to the computer for example via
a network or from a recording medium of various types
serving as the memory device (for example, computer-
readable storage medium).

[0077] While the present invention has been
described with reference to exemplary embodiments, it
is to be understood that the invention is not limited
to the disclosed exemplary embodiments. The scope of
the following claims is to be accorded the broadest
interpretation so as to encompass all such
modifications and equivalent structures and functions.
[0078] This application claims the benefit of
Japanese Patent Application No. 2011-129542 filed on
June 9, 2011, which is hereby incorporated by reference

herein in its entirety.



WO 2012/169562 PCT/JP2012/064613

- 26 -

CLAIMS

1. An image processing apparatus comprising:

detection means for detecting a region
corresponding to a diseased part reference region other
than a diseased part region in an input image; and

identifying means for identifying the diseased
part region based on the corresponding region detected
by said detection means.
2. The apparatus according to claim 1, further
comprising registration means for registering a feature
amount in dictionary data in which the feature aﬁount
corresponding to the diseased part reference region for
identifying the diseased part region is registered,

wherein said registration means comprises

designation acceptance means for accepting
designation of a diseased part region from the input
image,

determination.means for determining a diseased
part reference region based on the diseased part region
accepted by said designation acceptance means, and

feature amount extraction means for extracting a
feature amount in the diseased part reference region
determined by said determination means, and

said registration means registers the feature
amount extracted by said feature amount extraction
means in the dictionary data.

3. The apparatus according to claim 1 or 2, wherein
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the diseased part reference region is a predetermined
region around the diseased part region.

4. The apparatus according to any one of claims 1 to
3, further comprising image sensing means for
performing image sensing when the diseased part region
is identified by said identifying means.

5. The apparatus according to claim 4, further
comprising notification means for notifying an
instruction to change an image-sensed composition at
the time of image sensing by said image sensing means
based on the diseased part region when said identifying
means has identified the diseased part region.

6. A method of controlling an image processing
apparatus, comprising:

a detection step of detecting a region
corresponding to a diseased part reference region other
than a diseased part region in an input image; and

an identifying step of identifying the diseased
part region based on the corresponding region detected
in the detection step.

7. A computer-readable storage medium storing a
computer program for causing a computer to execute each
step in a method of controlling an image processing

apparatus defined in claim 6.
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AMENDED CLAIMS
received by the International Bureau on 15 November 2012 (15.11.2012)

1. (Amended) An image processing apparatus comprising:

detection means for detecting from a second image
a region corresponding to a diseased part reference
region which surrounds a first diseased part region in
a first image; and

identifying means for identifying a second
diseased part region in the second image based on the
corresponding region detected by said detection means.
2. (Amended) The apparatus according to claim 1,
further comprising registration means for registering a
feature amount of the diseased part reference region in
a dictionary ,

wherein said registration means comprises

designation acceptance means for accepting
designation of the first diseased part region from the
first image,

determination means for determining the diseased
part reference region based on the first diseased part
region accepted by said designation acceptance means,
and

feature amount extraction means for extracting a
feature amount in the diseased part reference region
determined by said determination means, and

said registration means registers the feature

amount extracted by said feature amount extraction

AMENDED SHEET (ARTICLE 19)
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means in the dictionary.
3. {(Cancelled)
4. (Amended) The apparatus according to any one of
claims 1 or 2, further comprising image sensing means
for performing image sensing in a case where the second
diseased part region is identified by said identifying
means.
5. (Amended) The apparatus according to claim 4,
further comprising notification means for notifying an
instruction to change an image-sensed composition at
the time of image sensing by said image sensing means
based on the second diseased part region in a case
where said identifying means has identified the second
diseased part region.
6. (Amended) A method of controlling an image
processing apparatus, comprising:

a detection step of detecting from a second image
a region corresponding to a diseased part reference
region which surrounds a first diseased part region in
a first image; and

an identifying step of identifying a second
diseased part region in the second image based on the
corresponding region detected in the detection step.
7. A computer-readable storage medium storing a
computer program for causing a computer to execute each

step in a method of controlling an image

AMENDED SHEET (ARTICLE 19)
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processing apparatus defined in claim 6.

AMENDED SHEET (ARTICLE 19)
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