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QUALITY-DRIVEN DYNAMIC FREQUENCY
SCALING FOR ENERGY OPTIMIZATION OF
SMART CAMERA SYSTEMS

TECHNICAL FIELD

[0001] This disclosure relates generally to video transmis-
sion systems, and in particular but not exclusively, relates to
real-time video transmission with smart camera systems.

BACKGROUND INFORMATION

[0002] Video transmission over communication networks
enables users to access live video remotely. For example,
video streaming services such as YouTube and Twitch
enable users to live-stream, e.g., real-time video transmis-
sion, from a camera or webcam over the internet remotely to
viewers. However, real-time video transmission suffers from
many pitfalls. For example, real-time video transmission
over unreliable communication networks may incur various
image quality problems, e.g., missing or distorted frames,
freezing, stalls, interruptions, etc. These issues may be
caused by bandwidth fluctuations, inadequate bandwidth,
packet losses, and/or sender-side or receiver-side buffer
underflow/overflow. Other issues that may hinder the trans-
mission of the video include delay constraint, reliability
requirements, throughput demand, network dynamics, etc.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] Non-limiting and non-exhaustive examples of the
invention are described with reference to the following
figures, wherein like reference numerals refer to like parts
throughout the various views unless otherwise specified.
[0004] FIG. 1A is an example video transmission system
in accordance with an embodiment of the present disclosure.
[0005] FIG. 1B is an example illustration of a smart
camera included in the video transmission system of FIG.
1A in accordance with an embodiment of the present dis-
closure.

[0006] FIG. 2 is an example illustration of a flow diagram
representing a video signal propagating through the smart
camera of FIG. 1A for transmission to a receiver in accor-
dance with an embodiment of the present disclosure.
[0007] FIG. 3 illustrates an example flow diagram that
shows a method for changing a frequency of a clock rate of
a processor included in the smart camera of FIG. 1A in
response to receiving an input to change a bit rate of video
data in accordance with an embodiment of the present
disclosure.

[0008] FIG. 4 illustrates an example flow diagram that
shows a method for generating a quality-to-frequency look
up table in accordance with an embodiment of the present
disclosure.

[0009] FIG. 5 illustrates an example bit rate to image
quality map and bit rate to frequency map based, at least in
part, on the quality-to-frequency look up table of FIG. 4, in
accordance with an embodiment of the present disclosure.
[0010] Corresponding reference characters indicate corre-
sponding components throughout the several views of the
drawings. Skilled artisans will appreciate that elements in
the figures are illustrated for simplicity and clarity and have
not necessarily been drawn to scale. For example, the
dimensions of some of the elements in the figures may be
exaggerated relative to other elements to help to improve
understanding of various embodiments of the present inven-
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tion. Also, common but well-understood elements that are
useful or necessary in a commercially feasible embodiment
are often not depicted in order to facilitate a less obstructed
view of these various embodiments of the present invention.

DETAILED DESCRIPTION

[0011] Examples of an apparatus, system, and method for
dynamic frequency scaling and energy optimization during
video transmission are described herein. In the following
description, numerous specific details are set forth to pro-
vide a thorough understanding of the examples. One skilled
in the relevant art will recognize, however, that the tech-
niques described herein can be practiced without one or
more of the specific details, or with other methods, compo-
nents, materials, etc. In other instances, well-known struc-
tures, materials, or operations are not shown or described in
detail to avoid obscuring certain aspects.

[0012] Reference throughout this specification to “one
example” or “one embodiment” means that a particular
feature, structure, or characteristic described in connection
with the example is included in at least one example of the
present invention. Thus, the appearances of the phrases “in
one example” or “in one embodiment” in various places
throughout this specification are not necessarily all referring
to the same example. Furthermore, the particular features,
structures, or characteristics may be combined in any suit-
able manner in one or more examples.

[0013] Throughout this specification, several terms of art
are used. These terms are to take on their ordinary meaning
in the art from which they come, unless specifically defined
herein or the context of their use would clearly suggest
otherwise. It should be noted that element names and
symbols may be used interchangeably through this docu-
ment (e.g., Si vs. silicon); however, both have identical
meaning.

[0014] In some embodiments, a smart camera system is
employed to intelligently stream real-time and recorded
videos. The smart camera system enables an end user to
view an external scene captured by an image sensor included
in the smart camera system that may otherwise be out of the
end user’s immediate field of view. The real-time and
recorded videos may be captured during normal (e.g., bright,
day time, etc.) lighting conditions in which a full array of
red, green, and blue colors may be captured by the image
sensor. Alternatively, the videos may be captured during low
light (e.g., dim, night time, etc.) lighting conditions by
detecting infrared (IR) light with the image sensor. In some
embodiments, the smart camera system may detect motion
with the smart camera system which may be included in the
videos captured during normal and low light conditions. The
smart camera system may store recorded videos on a local
storage element (e.g., a secure digital card, a compact flash
card, a USB memory stick and the like). In some embodi-
ments, the smart camera system may be wirelessly commu-
nicatively coupled with the end user (e.g., via a cellphone
over Wi-Fi or a cellular network) in order to provide the
real-time and recorded videos.

[0015] In the various embodiments, the smart camera
system may utilize a battery or capacitor to provide power
to the various components (e.g., image sensor, processor,
wireless chip, and the like). However, the battery or capaci-
tor of the smart camera system may have a limited energy
capacity. Therefore, efficiently utilizing the limited power
capacity of the battery or capacitor of the smart camera
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system is desired in order to maintain an expected opera-
tional duration and quality of video streaming or transmis-
sion. In the various embodiments, dynamic frequency scal-
ing (e.g., of a clock rate of the processor included in the
smart camera system) based on the quality or bit rate of the
videos being streamed or transmitted is utilized for energy
optimization of the smart camera system. The dynamic
frequency scaling make take into account the complex
power utilization of the smart camera system (e.g., audio and
video processing, data writing, wireless transmission,
motion detection, and the like).

[0016] FIG. 1 is an example video transmission system
100 in accordance with an embodiment of the present
disclosure. The video transmission system 100 (system 100
for short) illustrates a smart camera 101 transmitting video
data (e.g., video packets) to receiver 102. The video data
may include a live video of an external scene to the smart
camera 101 or a pre-recorded video. The system includes the
smart camera 101, the receiver 102, internet 119, two or
more Wi-Fi access points 121, a cellular network access
point 123, and cloud storage 125. As illustrated, the smart
camera 101 and the receiver 102 are communicatively
coupled to each other via a wired (e.g., Ethernet) or wireless
(e.g., Wi-Fi, Bluetooth, LTE, HSDPA, and the like) com-
munication standard. The system 100 may provide for
real-time video transmission (e.g., of communication data,
video data, and the like) from the smart camera 101 to the
receiver 102 with a limited delay constraint. The limited
delay constraint may be, at least partially, due to the physical
distance between the smart camera 101 and the receiver 102,
and the physical medium in which the transmission is based.
For example, a duration between when the smart camera 101
generates the video data (e.g., by recording or capturing
video of an external scene) and the receiver 104 receives the
video data may be less than 300 ms. In some embodiments
the smart camera 101 may be a security camera, video
doorbell, webcam, a laptop computer, a smartphone, an
action camera, and the like. Similarly, in some embodiments
the receiver 102 may be a desktop computer, a laptop
computer, a tablet, a smartphone, and the like.

[0017] As illustrated, the smart camera 101 includes an
image sensor 103 (e.g., CCD, CMOS sensor, or other light
sensitive structure that converts an optical signal into an
electronic signal), an infrared (IR) sensor 105 (e.g., a passive
IR sensor including a pyroelectric IR detector and support-
ing circuitry, an active IR sensor including one or more IR
emitters such as IR light emitting diodes and an IR receiver
or sensor such as a pyroelectric IR detector, and the like), a
controller 107, and a battery 118 (e.g., a rechargeable or
non-rechargeable battery such as a capacitor, an alkaline
battery, a lithium air battery, a lithium ion battery, a lithium
ion polymer battery, a lead-acid battery, a zinc-air battery, a
fuel cell, and the like). The controller 107 includes one or
more processors 109 (e.g., electronic circuit or circuits to
perform or carry out instructions or operations), memory
107 (e.g. volatile and non-volatile memory such as flash
memory, RAM, ROM, DRAM, SRAM, NVRAM, NRAM,
RRAM, and the like), a video encoder 113 (e.g., imple-
mented in hardware as an application specific integrated
circuit, ASIC, or in software as a series of instructions or
instructions sets to be executed by the one or more proces-
sors 109), a buffer 115 (e.g., as memory separate from
memory 107 or included as a portion of memory 107), and
a wireless chip 117 (e.g., an ASIC or system on a chip for
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wireless communication using various wireless standards
such as Bluetooth, Wi-Fi, HSDPA, LTE, 3G, 4G, and the
like). The receiver 102 includes a display 191 (e.g., a liquid
crystal display, a light emitting diode display, an organic
light emitting diode display, an electroluminescent display,
a plasma display panel, a laser-based display, a quantum dot
display, and the like), an input/output device 193 (e.g., a
mouse, a keyboard, a touchscreen, a touchpad, one or more
buttons, levels or switches, and the like), and a controller
195. In some embodiments, the controller 195 may include
the same or similar features as controller 107 of smart
camera 101. In the same or other embodiments, smart
camera 101 and receiver 102 may each include the same or
similar features/components as discussed above individu-
ally. For example, the receiver 102 may include one or more
processors, memory, video encoder, buffer, and wireless
chip comparable to the same elements or components as
smart camera 101. Additionally, the smart camera 101 may
include a display (e.g., to display video data captured by
image sensor 103) and one or more input/output devices.

[0018] In the illustrated embodiment, the image sensor
103 and the infrared sensor 105 are coupled to the controller
107. The one or more processors 109 of the controller 107
are coupled to the memory 111, the video encoder 113, the
buffer 115, and the wireless chip 117. The image sensor 103
generates video data (e.g., when capturing or recording
videos of an external scene) initially at a bit rate of a
pre-determined bit rate value. The bit rate at the pre-
determined bit rate value may correspond to uncoded or
uncompressed video data, which is dependent on a resolu-
tion, color depth, and a frame rate of the video data gener-
ated by the image sensor 103. The pre-determined bit rate
value may be an initial or default bit rate value for the image
sensor 103 to generate the video data. In other embodiments,
the pre-determined bit rate value may be based on a previous
input from a user of the system 100 (e.g., the user of the
receiver 102). For example, the image sensor 103 may
generate video data having 8-bit color depth with a 1280
pixels by 720 pixels (e.g., 720 p) resolution at 25 frames per
second (fps), which may correspond to the pre-determined
bit rate value of approximately 5 megabits per second
(Mbps). Furthermore, it is appreciated that the pre-deter-
mined bit rate value of 5 Mbps is merely an example, and
that the pre-determined bit rate value may be determined, at
least in part, by the hardware capabilities of the image sensor
103 in combination with other factors (e.g., the previous
input from the user selecting user defined values of resolu-

tion, color depth, and/or frame rate for generating the video
data).

[0019] The controller 107 is coupled to the image sensor
103, the infrared sensor 105, and the battery 118 to receive
the video data and subsequently transmit the video data (e.g.,
for real-time or otherwise streaming of the video data) with
the wireless chip 117 to the user (e.g., of the receiver 102).
The battery 118 is coupled to power the various component
of the smart camera 101 such as the image sensor 103, the
infrared sensor 105, and the controller 107. However, the
battery 118 may be a capacity limited energy storage device.
Thus, a total runtime of the smart camera 101 may be based,
at least in part, on the amount of energy stored within the
battery 118. Therefore, increased energy optimization and
efficiency of the smart camera 101 may allow for a reduced
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consumption of the energy stored within the battery 118 and
result in overall increased runtime duration of the smart
camera 101.

[0020] In some embodiments, the smart camera 101 is
transmitting the video data (e.g., of a live view of the
external scene or a pre-recorded video) initially at the bit rate
of the pre-determined bit rate value. While transmitting the
video data having the bit rate at the pre-determined bit rate
value, the one or more processors 109 of the controller 107
operate at a clock rate of a first frequency. The one or more
processors 109 are coupled to the memory 111, the memory
111 including instructions, which when executed by the
controller 107 causes the smart camera 101 to perform
operations. For example, the user (e.g., of the receiver 102)
may generate an input received by the smart camera 101 to
change the bit rate of the video data to an input bit rate value.
The operations may include a first set of instructions that
change the bit rate of the video data in response while also
maintaining the energy optimization of the smart camera
101. For example, in response to receiving the input to
change the bit rate of the video data to the input bit rate
value, the operations may include dynamically scaling the
clock rate of the one or more processors 109 to an adjust-
ment frequency. The adjustment frequency based, at least in
part, on the input bit rate value. The operations then include
changing the bit rate of the video data being transmitted to
the input bit rate value. The input bit rate value being
different than the pre-determined bit rate value, and the first
frequency being different than the adjustment frequency.
Dynamically scaling the frequency of the clock rate of one
or more processor 109 based on input bit rate value may
allow for increased energy optimization of the smart camera
101. In some embodiments, the smart camera 101 may
receive a plurality of inputs to change the bit rate of the
video data in sequence over a first time period. The smart
camera 101 may accordingly adjust the frequency for the
clock rate of the one or more processors 109 and the bit rate
of the video data in response each of the plurality of inputs.

[0021] In the illustrated embodiment of system 100, the
smart camera 101 transmits the video data (e.g., video
packets with NAK/ACK transmission scheme to indicate
receipt or non-receipt of the video packets) to the receiver
102. The smart camera 101 may transmit the video data as
video packets, transmission packets, and the like. The video
packets may propagate through various paths from the smart
camera 101 to the receiver 102. For example, the video
packets may first be provided to the Wi-Fi access point
121-A before propagating to and through the internet 119. As
the video packets exit the internet 119 on their way to the
receiver 102, the video packets may go through the Wi-Fi
access point 121-B or the cellular network (e.g., LTE,
HSDPA, 3G, 4G, etc.) access point 123. In some embodi-
ments, the cellular network access point 123 utilizes a 4G
LTE based communication protocol. In response to the video
packets, the receiver 102 may transmit an acknowledgement
(ACK) packet and/or negative acknowledgement (NAK)
packet to the smart camera 101 to indicate whether the video
packet was received or was not received. In some embodi-
ments, the video data may be transmitted to the cloud
storage 125 accessed via the internet 119. The cloud storage
125 may be a remotely hosted storage service (e.g., One
Drive, Google Drive, Dropbox, and the like) for uploading
and storing the video data. In the same embodiments, the
user of the receiver 102 may instruct the smart camera 101
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to transmit the video data stored within the cloud storage
125. In other embodiments, the smart camera 101 may
transmit the video data to the cloud storage 125 in addition
to, or instead of, the receiver 102.

[0022] FIG. 1B is an example illustration of the smart
camera 101 included in the video transmission system 100
of FIG. 1A in accordance with an embodiment of the present
disclosure. As illustrated, the controller 107 is coupled to the
image sensor 103 and the IR sensor 105. The image sensor
103 includes a plurality of pixels (e.g., photodiodes)
arranged in an array and positioned to capture images or
videos (e.g., the video data) of an external scene that lies in
a field of view 131 of the image sensor 103. In some
embodiments, the image sensor 103 may detect motion (e.g.,
as motion information) with the assistance of the IR sensor
105. The IR sensor 105 is positioned proximate to the image
sensor 103 to detect motion within a field of view 131 of the
image sensor 103. Thus, the IR sensor 105 has a field of view
133 that at least partially, overlaps with the field of view 131
of the image sensor 103.

[0023] In some embodiments, the IR sensor 105 is a
passive IR (PIR) sensor. The PIR sensor 105 measures IR
light radiating from objects (e.g., within the external scene)
within the field of view 133. Thus, the PIR sensor 105 may
generate motion information to be included with the video
data to indicate whether or not motion has been detected. In
other embodiments, the PIR sensor 105 may generate IR
video data based, at least in part, on the PIR sensor 105 data.
In some embodiments, the IR sensor 105 may be an active
IR sensor 105 such that the smart camera 101 includes one
or more IR lights (e.g. light emitting diodes) to generate IR
light that reflects off the objects within the external scene
back to the image sensor 103. In this particular embodiment,
the image sensor 103 may detect light within a wavelength
of the visible range (e.g., 390 nm-700 nm) and the infrared
range (e.g., 700 nm-1000 nm). Thus the image sensor 103 of
the smart camera 101 may capture video under various
lighting conditions (e.g., day and night).

[0024] FIG. 2 is an example illustration of a flow diagram
representing a video signal propagating through the smart
camera 101 of FIG. 1A for transmission of the video data to
a receiver (e.g., the receiver 102 of FIG. 1A) in accordance
with an embodiment of the present disclosure. As illustrated,
smart camera 101 receives an initial video signal 240
representing the video data being transmitted initially at the
bit rate of the pre-determined bit rate value. The smart
camera 101 also receives the input to change the bit rate of
the video data 243 to the input bit rate value. It is appreciated
that while transmitting the video data initially at the pre-
determined bit rate value, the one or more processors 109
may operate at the clock rate of the first frequency. In
response to receiving the input, the controller 107 then
determines if the smart camera 101 is operating in live view
mode 261 or infrared mode 263 to take into account addi-
tional hardware elements that may impact the energy usage
of the smart camera 101. For example, while in infrared
mode 263, the smart camera 101 may require additional
energy to power IR light emitting diodes or a PIR sensor
(e.g., IR sensor 105 illustrated in FIG. 1A). After the mode
of operation for the smart camera 101 is determined, a
quality-to-frequency table 250 is utilized to determine the
adjustment frequency of the one or more processors 109 of
the smart camera 101. The smart camera 101 may then
change the bit rate of the video data to the input bit rate
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value, adjust the clock rate of the one or more processors 109
to the adjustment frequency, and generate an output video
signal 267 representative of the video data having the bit rate
at the input bit rate value 243. A receiver (e.g., the receiver
102 of FIG. 1A) may receive the output video signal and
display (e.g., via display 191 of FIG. 1A) the video data.

[0025] The quality-to-frequency table 250 correlates a
plurality of potential clock rates for the clock rate of the one
or more processors 109 to a corresponding one of a plurality
of potential bit rate values for the bit rate of the video data.
The plurality of potential clock rates may be possible
operational frequencies of the clock rate for the one or more
processors 109 of the smart camera 101. The smart camera
101 may utilize a differing amount of energy or power (e.g.,
of the battery 118 illustrated in FIG. 1A) dependent on the
clock rate. The plurality of potential bit rate values may be
possible bit rates to transmit the video data that a user of the
device may select. For example, the plurality of potential bit
rates may include an HD bit rate value (e.g., 720 p), a normal
bit rate value (e.g., 640 p), and a basic bit rate value (e.g.,
384 p). The plurality of potential clock rates includes the first
frequency and the plurality of potential bit rate values
includes the pre-determined bit rate value. Each of the
plurality of potential bit rate values may be correlated with
a corresponding one of the plurality of potential clock rates
to increase energy efficiency of the smart camera 101.

[0026] In some embodiments, the smart camera 101 may
be capable of transmitting the video data at various clock
rates included in the plurality of potential clock rates.
However, the smart camera 101 may consume varying
amounts of energy (e.g., of the battery 118 illustrated in FIG.
1A) while the one or more processors 109 operate at
different clock rates. Thus, to increase energy consumption
efficiency, the smart camera 101 may adjust the clock rate
based on the bit rate of the video data while transmitting the
video data. For example, the smart camera 101 may be able
to transmit video data at the bit rate of 1.5 megabits per
second (Mbps) while the one or more processors operate at
both 150 MHz and 180 MHz. However, since 150 MHz is
less than 180 MHz, the quality-to-frequency look up table
250 may correlate 150 MHz to 1.5 Mbps. In some embodi-
ments, the quality-to-frequency table 250 may correlate each
one of the plurality of potential bit rate values to an
associated minimum operating frequency necessary for the
smart camera 101 to transmit the video data at the corre-
sponding bit rate value. The minimum operating frequency
may corresponding to a clock rate threshold for a particular
bit rate value of the video data in which all the modules and
functions (e.g., motion detection, capturing the video data
including audio data, writing and storing the video data in
memory, and transmitting the video data at the particular bit
rate value, and the like) of the smart camera 101 operate
normally.

[0027] FIG. 3 illustrates an example flow diagram that
shows a method 300 for changing a frequency of the clock
rate of the one or more processors 109 included in the smart
camera 101 of FIG. 1A in response to receiving the input to
change the bit rate of the video data in accordance with an
embodiment of the present disclosure. The illustrated flow
diagram may correspond to the smart camera 101 illustrated
in FIG. 1A transmitting the video data initially at the
pre-determined bit rate value while the one or more proces-
sors 109 operate initially at the first frequency.

Jul. 4,2019

[0028] Referring back to FIG. 3, block 305 depicts receiv-
ing an input to change the bit rate of the video data to the
input bit rate value. The input may be received from a user
of'the system (e.g., the smart camera 101 of FIG. 1A). When
the input bit rate value is less than (e.g., not greater than) the
pre-determined bit rate value, the flow chart proceeds block
320. Based on the input bit rate value being less than (e.g.,
not greater than) the pre-determined bit rate value, block 320
illustrates determining the adjustment frequency for the
clock rate of the processor is less than the first frequency.
Block 320 then proceeds to block 330 to determine the
adjustment frequency from the quality-to-frequency look-up
table or quality-to-frequency map. The bit rate of the video
data being transmitted is accordingly changed to the input
bit rate value and the clock rate of the processor is changed
to the adjustment frequency. Thus the power consumption of
the smart camera is less when transmitting the video data
with the bit rate at the input bit rate value relative to the
power consumption of the smart camera when transmitting
the video data with the bit rate at the pre-determined bit rate
value.

[0029] When the input bit rate value is greater than the
pre-determined bit rate value, block 310 proceeds to block
315. Block 315 illustrates comparing the input bit rate value
to a threshold bit rate value. When the input bit rate value is
greater than the threshold bit rate value, the flow diagram
proceeds from block 315 to block 335. Block 335 deter-
mines the adjustment frequency is a maximum operating
frequency for the clock rate of the processor (e.g., the one or
more processors 109 of the smart camera 101 illustrated in
FIG. 1A). The maximum operating frequency may be a
physical limitation to the frequency of the clock rate to
ensure the processor remains in operating conditions. For
example, if the maximum operating frequency is set too high
of'a value, the processor operation may become unstable, for
example, due to thermal stress. The bit rate of the video data
being transmitted is accordingly changed to the input bit rate
value and the clock rate of the processor is changed to the
adjustment frequency.

[0030] When the input bit rate value is less than (e.g., not
greater than) the threshold bit rate value, the flow diagram
proceeds from block 315 to block 325. Based on the input
bit rate value being greater than the pre-determined bit rate
value and, in some embodiments, less than the threshold bit
rate value, block 325 illustrates determining the adjustment
frequency for the clock rate of the processor is greater than
the first frequency. Block 325 then proceeds to block 330 to
determine the adjustment frequency from the quality-to-
frequency look-up table or quality-to-frequency map. The
bit rate of the video data being transmitted is accordingly
changed to the input bit rate value and the clock rate of the
processor is changed to the adjustment frequency. Accord-
ingly, the power consumption of the smart camera is greater
when transmitting the video data with the bit rate at the input
bit rate value relative to the power consumption of the smart
camera when transmitting the video data with the bit rate at
the pre-determined bit rate value.

[0031] It is appreciated that block 320 and block 325
proceed to block 330. Block 330 refers to determining the
adjustment frequency from the quality-to-frequency look up
table. The quality-to-frequency look up table correlates the
plurality of potential clock rates for the clock rate of the
processor to a corresponding one of the plurality of potential
bit rate values for the bit rate of the video data. The plurality
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of potential clock rate values may include the first frequency
and the maximum operating frequency. The plurality of
potential bit rate values may include the pre-determined bit
rate value, the input bit rate value, and the threshold bit rate
value. Block 330 may include identifying a first one of the
plurality of potential bit rate values of the quality-to-fre-
quency look up table that corresponds to the input bit rate
value. The adjustment frequency for the clock rate of the
processor may then be determined as one of the plurality of
potential clock rates that corresponds to the first one of the
plurality of potential bit rate values.

[0032] FIG. 4 illustrates an example flow diagram that
shows a method 400 for generating a quality-to-frequency
look up table in accordance with an embodiment of the
present disclosure. As illustrated, system 401 includes the
smart camera 101, access point 411, and the receiver 102.
The smart camera 101 may be communicatively coupled to
the receiver 102 via access point 411. The illustrated flow
diagram may utilize the smart camera 101 and the receiver
102 as illustrated in FIG. 1A. Access point 411 may be
similar or the same as the access points included in video
transmission system 100 of FIG. 1A.

[0033] As illustrated, the smart camera 101 outputs a
video signal representative of the video data with the con-
troller (e.g., the controller 107 of FIG. 1A). The video data
is initially output at the bit rate of the pre-determined bit rate
value while the processor (e.g., the one or more processors
109 of FIG. 1A) operates at the clock rate of the first
frequency. The first frequency may correspond to the maxi-
mum operating frequency of the smart camera 101. While
outputting the video signal, the clock rate of the processor is
adjusted to a plurality of other frequencies, each different
than the first frequency, as illustrated in block 405. The
receiver 102 receives the output signal while the frequency
of the clock rate is adjusted.

[0034] Block 410 illustrates determining image quality of
the video signal at each of the clock rates (e.g., the first
frequency and the plurality of other frequencies). The image
quality of the video signal while the clock rate of the
processor is at the first frequency may be compared to the
image quality of the video signal while the clock rate of the
processor is at each of the plurality of other frequencies. The
image quality may utilize an average peak signal-to-noise
ratio as a metric to determine the image quality. For
example, block 410 may include determining a plurality of
average peak signal-to-noise ratios (PSNR) of the video
signal, each of the average PSNRs associated a correspond-
ing one of the plurality of other frequencies. The first
frequency may be associated with a first average PSNR.
[0035] Block 415 illustrates identifying a first set of fre-
quencies included in the plurality of other frequencies
associated with substantially similar image quality relative
to the image quality associated with the first frequency. For
example, the PSNR associated with each of the other fre-
quencies may be compared to the first average PSNR
associated with the first frequency. When a corresponding
one of the average PSNR of the plurality of other frequen-
cies is to within a first threshold confidence interval of the
first average PSNR, the corresponding one of the other
frequencies may be identified as having substantially similar
image quality as the first frequency and thus be included in
the first set of frequencies. In some embodiments the first
threshold confidence interval is a 95% threshold confidence
interval.
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[0036] Block 420 illustrates determining the adjustment
frequency included in the first set of frequencies. The
adjustment frequency identified as being less than any other
one of the plurality of other frequencies. Block 425 illus-
trates generating a quality-to-frequency look up table based
on blocks 405-420. The process depicted in blocks 405-420
may be repeated while transmitting the video data at various
bit rate values. Thus different frequencies of the clock rate
of the processor within the smart camera 101 may be
associated with corresponding bit rates. Based on this asso-
ciation, the quality-to-frequency look up table may be gen-
erated.

[0037] FIG. 5 illustrates an example bit rate to image
quality map and bit rate to frequency map based, at least in
part, on the quality-to-frequency look up table of FIG. 4, in
accordance with an embodiment of the present disclosure.
Chart 500 illustrates a bit rate to image quality map which
correlates PSNR to bit rate based on the data gathered during
method 400 of FIG. 4. The bit rate of the output video signal
received by the receiver (e.g., receiver 102 of FIG. 4) is
compared to the measured PSNR to generate individual data
points within chart 500. Interpolation between one or more
data points, smoothing, regression, and the like may be used
for curve fitting (e.g., spline, least squares, and the like) to
generate a correlation between possible bit rates of the video
data (e.g., from the output video signal) and an expected
PSNR value.

[0038] Chart 550 illustrates a bit rate to frequency map
based on the quality-to-frequency look up table generated,
for example, by method 400 of FIG. 4. As illustrated, chart
550 correlates frequency for the clock rate of the processor
(e.g., the one or more processors 109 of smart camera 101
illustrated in FIG. 1) with the bit rate of the video data.
Interpolation between one or more data points, smoothing,
regression, and the like for curve fitting (e.g., spline, least
squares, and the like) may then be utilized to generate a
correlation between possible bit rates of the video data (e.g.,
from the output video signal) and a frequency of the clock
rate for the processor that maintains operational stability of
the smart camera 101 while also reducing power consump-
tion.

[0039] The processes explained above are described in
terms of computer software and hardware. The techniques
described may constitute machine-executable instructions
embodied within a tangible or non-transitory machine (e.g.,
computer) readable storage medium, that when executed by
a machine (e.g., controller 107 of FIG. 1A) will cause the
machine to perform the operations described. Additionally,
the processes may be embodied within hardware, such as an
application specific integrated circuit (“ASIC”), field pro-
grammable gate array (FPGA), or otherwise.

[0040] A tangible machine-readable storage medium
includes any mechanism that provides (i.e., stores) informa-
tion in a non-transitory form accessible by a machine (e.g.,
a computer, network device, personal digital assistant,
manufacturing tool, any device with a set of one or more
processors, etc.). For example, a machine-readable storage
medium includes recordable/non-recordable media (e.g.,
read only memory (ROM), random access memory (RAM),
magnetic disk storage media, optical storage media, flash
memory devices, etc.).

[0041] The above description of illustrated examples of
the invention, including what is described in the Abstract, is
not intended to be exhaustive or to limit the invention to the
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precise forms disclosed. While specific examples of the
invention are described herein for illustrative purposes,
various modifications are possible within the scope of the
invention, as those skilled in the relevant art will recognize.
[0042] These modifications can be made to the invention
in light of the above detailed description. The terms used in
the following claims should not be construed to limit the
invention to the specific examples disclosed in the specifi-
cation. Rather, the scope of the invention is to be determined
entirely by the following claims, which are to be construed
in accordance with established doctrines of claim interpre-
tation.

What is claimed is:

1. A smart camera system, the system comprising:

an image sensor to generate video data, wherein the video
data is initially at a bit rate of a pre-determined bit rate
value; and

a controller coupled to the image sensor to transmit the
video data, wherein the controller includes a processor
operating at a clock rate of a first frequency, and
wherein the processor is coupled to memory, the
memory including instructions, which when executed
by the controller causes the smart camera system to
perform operations including:
in response to receiving an input to change the bit rate

of the video data to an input bit rate value, dynami-
cally scaling the clock rate of the processor to an
adjustment frequency, wherein the adjustment fre-
quency for the clock rate of the processor is based,
at least in part, on the input bit rate value; and
changing the bit rate to the input bit rate value, wherein
the input bit rate value is different than the pre-
determined bit rate value, and wherein the first
frequency is different than the adjustment frequency.

2. The system of claim 1, further comprising:

a passive infrared sensor positioned proximate to the
image sensor to detect motion within a field of view of
the image sensor, wherein the passive infrared sensor is
coupled to the controller, and wherein the video data
includes motion information generated by the passive
infrared sensor.

3. The system of claim 1, wherein the memory includes
additional instructions, which when executed by the con-
troller causes the system to perform further operations
including:

based on the input bit rate value being less than the
pre-determined bit rate value, determining the adjust-
ment frequency for the clock rate of the processor is
less than the first frequency, and wherein a power
consumption of the smart camera system is less when
transmitting the video data with the bit rate at the input
bit rate value relative to the power consumption of the
smart camera system when transmitting the video data
with the bit rate at the pre-determined bit rate value.

4. The system of claim 1, wherein the memory includes
additional instructions, which when executed by the con-
troller causes the system to perform further operations
including:

based on the input bit rate value being greater than the
pre-determined bit rate value, determining the adjust-
ment frequency for the clock rate of the processor is
greater than the first frequency, and wherein a power
consumption of the smart camera system is greater
when transmitting the video data with the bit rate at the
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input bit rate value relative to the power consumption
of the smart camera system when transmitting the video
data with the bit rate at the pre-determined bit rate
value.

5. The system of claim 1, wherein the pre-determined bit
rate value of the bit rate for the video data is a previously
inputted bit rate value received by the controller.

6. The system of claim 1, wherein the memory further
includes:

a quality-to-frequency look up table which correlates a
plurality of potential clock rates for the clock rate of the
processor to a corresponding one of a plurality of
potential bit rate values for the bit rate of the video data,
wherein the plurality of potential clock rates includes
the first frequency and the adjustment frequency, and
wherein the plurality of potential bit rate values
includes the pre-determined bit rate value and the input
bit rate value.

7. The system of claim 6, wherein the memory includes
additional instructions, which when executed by the con-
troller causes the system to perform further operations
including:

identifying a first one of the plurality of potential bit rate
values of the quality-to-frequency look up table that
corresponds to the input bit rate value; and

determining the adjustment frequency for the clock rate of
the processor as one of the plurality of potential clock
rates that corresponds to the first one of the plurality of
potential bit rate values.

8. The system of claim 6, wherein the plurality of poten-
tial clock rates includes a maximum operating frequency for
the clock rate of the processor, wherein a second one of the
plurality of potential bit rate values is a threshold bit rate
value.

9. The system of claim 8, wherein the memory includes
additional instructions, which when executed by the con-
troller causes the system to perform further operations
including:

based on the input bit rate value being greater than the
threshold bit rate value, determining the adjustment
frequency for the clock rate of the processor is the
maximum operating frequency included in the plurality
of potential clock rate values.

10. A non-transitory, computer readable storage medium
(CRM) including instructions that, when executed by a
processor, cause the processor to:

transmit video data stored to memory, the video data
initially at a bit rate of a pre-determined bit rate value,
wherein while the bit rate of the video data is at the
pre-determined bit rate value the processor is operating
at a clock rate of a first frequency; and

based on receiving an input to change the bit rate of the
video data to an input bit rate value, dynamically scale
the clock rate of the processor to an adjustment fre-
quency, wherein the adjustment frequency is based, at
least in part, on the input bit rate value; and

change the bit rate of the video data to the input bit rate
value, wherein the input bit rate value is different than
the pre-determined bit rate value, and wherein the first
frequency is different than the adjustment frequency.

11. The CRM of claim 10, further comprising:

based on the input bit rate value being less than the
pre-determined bit rate value, determine the adjustment
frequency is less than the first frequency, and wherein
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a power consumption of the processor is less when
transmitting the video data with the bit rate at the input
bit rate value relative to the power consumption of the
processor when transmitting the video data with the bit
rate at the pre-determined bit rate value.

12. The CRM of claim 11, further comprising:

based on the input bit rate value being greater than the
pre-determined bit rate value, determine the adjustment
frequency is greater than the first frequency, wherein
the pre-determined bit rate value is a previously input-

ted bit rate value, and wherein a power consumption of

the processor is greater when transmitting the video
data with the bit rate at the input bit rate value relative
to the power consumption of the processor when trans-
mitting the video data with the bit rate at the pre-
determined bit rate value.

13. The CRM of claim 10, further comprising:

correlate a plurality of potential clock rates for the clock
rate of the processor to a corresponding one of a

plurality of potential bit rate values for the bit rate of

the video data via a quality-to-frequency look up table

stored within the memory, wherein the plurality of

potential clock rates includes the first frequency and the

adjustment frequency, and wherein the plurality of

potential bit rate values includes the pre-determined bit
rate value and the input bit rate value.

14. The CRM of claim 13, further comprising:

identify a first one of the plurality of potential bit rate
values of the quality-to-frequency look up table that
corresponds to the input bit rate value; and

determine the adjustment frequency for the clock rate of

the processor as one of the plurality of potential clock

rates that corresponds to the first one of the plurality of

potential bit rate values.
15. The CRM of claim 13, further comprising:
based on the input bit rate value being greater than a

threshold bit rate value included in the plurality of

potential bit rate values, determine the adjustment
frequency for the clock rate of the processor is a
maximum operating frequency included in the plurality

of potential clock rates.
16. A method for generating a quality-to-frequency look
up table for a smart camera system, the method comprising:
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outputting a video signal representative of video data with
a controller, wherein the video data has a bit rate of a
pre-determined bit rate value, wherein the video data is
generated by an image sensor coupled to the controller,
the controller including a processor initially operating
at a clock rate of a first frequency;

while outputting the video signal, adjusting the clock rate
of the processor to a plurality of other frequencies, each
different than the first frequency;

comparing image quality of the video signal while the
clock rate of the processor is at the first frequency to the
image quality of the video signal while the clock rate of
the processor is at each of the plurality of other fre-
quencies;

identifying a first set of frequencies included in the
plurality of other frequencies associated with substan-
tially similar image quality relative to the image quality
associated with the first frequency; and

determining an adjustment frequency included in the first
set of frequencies, wherein the adjustment frequency is
less than any other one of the first set of frequencies.

17. The method of claim 16, further comprising:

determining a plurality of average peak signal-to-noise
ratios (PSNR) of the video signal, each associated with
a corresponding one of the plurality of other frequen-
cies, wherein the first frequency is associated with a
first average PSNR, wherein each of the plurality of
average PSNR and the first average PSNR correspond
to a metric for the image quality of the video signal.

18. The method of claim 17, wherein a second average

PSNR included in the plurality of average PSNR corre-
sponds to the adjustment frequency, and wherein the second
average PSNR is to within a first threshold confidence
interval to the first average PSNR.

19. The method of claim 16, wherein the first frequency

is a maximum operational frequency for the clock rate of the
processor.

20. The method of claim 16, further comprising:

generating the quality-to-frequency look up table based,
at least in part, on the adjustment frequency being
associated with the pre-determined bit rate of the video

signal.



