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SECURE MESSAGING SYSTEM WITH
CONSTRAINED USER ACTIONS,
INCLUDING OVERRIDE, FOR ENSURED
COMPLIANT TRANSMISSION OF
SENSITIVE INFORMATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. patent application
Ser. No. 17/037,155 titled “SECURE MESSAGING SYS-
TEM WITH CONSTRAINED USER ACTIONS FOR
ENSURED COMPLIANT TRANSMISSION OF SENSI-
TIVE INFORMATION” and filed on Sep. 29, 2020, the
disclosure of which is hereby incorporated herein by refer-
ence in its entirety.

TECHNICAL FIELD

The present disclosure relates to systems and techniques
for messaging, such as web applications for messaging.
More specifically, this disclosure relates to applications,
such as web applications, to enable messaging of medical
information with strict compliance controls.

BACKGROUND

Modern digital messaging tools are increasingly being
employed to interact with end users. For example, in lieu of
lengthy phone calls, a business may prefer to allow end
users, such as patrons, to directly contact the business via a
digital messaging tool. In this example, the digital messag-
ing tool may represent an application executing on an end
user’s mobile device. As another example, the business’s
website may include functionality to enable input of mes-
sages by end users of the website. In this example, the
messages may be routed to an application, such as a mobile
application or web application, which is accessible to
employees of the business. The employees may then quickly
respond to any received questions, thus rapidly servicing a
number of end users.

While such digital messaging tools are advantageous in
certain instances, in other instances they may be disfavored
or disallowed. For example, certain types of information,
such as private information, may require added technical
complexities which reduce usefulness of these digital mes-
saging tools. These added technical complexities may cause
businesses, or other entities, to avoid such digital messaging
tools. As an example with respect to medical information,
ensuring compliance with different regulations may be
impractical for the businesses or other entities via these
digital messaging tools.

SUMMARY OF CERTAIN EMBODIMENTS

The systems, methods, and devices of this disclosure each
have several innovative aspects, no single one of which is
solely responsible for the all of the desirable attributes
disclosed herein.

Although certain embodiments and examples are dis-
closed herein, inventive subject matter extends beyond the
examples in the specifically disclosed embodiments to other
alternative embodiments and/or uses, and to modifications
and equivalents thereof.

The details, including optional details, of one or more
embodiments of the subject matter of this specification are
set forth in the accompanying drawings and the description
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below. Other optional features, aspects, and advantages of
the subject matter will become apparent from the descrip-
tion, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

Throughout the drawings, reference numbers are re-used
to indicate correspondence between referenced elements.
The drawings are provided to illustrate embodiments of the
subject matter described herein and not to limit the scope
thereof.

FIG. 1A illustrates a block diagram of an example consent
automation system providing a consent message to an end
user device.

FIG. 1B illustrates a block diagram of the example
consent automation system receiving a message including
affirmative consent from the end user device.

FIG. 2A illustrates a detailed block diagram of the
example consent automation system.

FIG. 2B illustrates another block diagram of the example
consent automation system.

FIG. 3A is a flowchart of an example process for enforc-
ing compliance based on consent messages as described
herein.

FIG. 3B is a flowchart of a process further describing
transmitting arbitrary messages to an end user.

FIG. 3C is a flowchart of an example process for auto-
matically transmitting consent messages to enforce compli-
ance.

FIG. 4 is a flowchart of an example process for updating
a user interface to reflect loss of affirmative consent from an
end user.

FIG. 5 is a flowchart of an example process for providing
messages to a multitude of end users.

FIG. 6 is a flowchart of an example process for enforcing
compliance based on consent messages and priority infor-
mation.

FIG. 7A is an example user interface illustrating identi-
fication of an end user who is to be messaged.

FIG. 7B is an example user interface illustrating a select-
able option to provide consent messages.

FIG. 7C is an example user interface illustrating receipt of
an incorrect response message and maintaining the select-
able option.

FIG. 7D is an example user interface illustrating receipt of
an affirmative consent response message.

FIG. 7E is an example user interface illustrating a whisper
message used for communications between customer users.

FIGS. 8A-8D are example user interfaces illustrating
preparation of an announcement to one or more end users.

FIGS. 9A-9C are example user interfaces illustrating
example metrics associated with messaging.

FIG. 10 is a flowchart of an example process for enforcing
compliance with manual override.

FIG. 11A is an example user interface illustrating identi-
fication of an end user who is to be messaged.

FIGS. 11B-C are example user interfaces illustrating
interaction with a manual override option.

FIG. 11D is an example user interface illustrating arbi-
trary messaging with the end user.

Like reference numbers and designations in the various
drawings indicate like elements.
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DETAILED DESCRIPTION

Introduction

This specification describes, among other things, an
improved digital messaging tool which ensures strict com-
pliance with regulations associated with use of sensitive
information. As will be described, the digital messaging tool
may be implemented by a system described herein (e.g., the
consent automation system 100). The digital messaging tool
may represent an application, such as a web application,
which is accessible via an interactive user interface.
Employees of an entity, such as employees of a business or
hospital, (herein referred to as ‘customer users’) may use the
digital messaging tool to directly provide sensitive informa-
tion to persons who patronize the entity (herein referred to
as ‘end users’). As an example, the digital messaging tool
may directly message sensitive information to end users via
insecure messaging techniques. Example insecure messag-
ing techniques may include short messaging service (SMS)
or multimedia messaging service (MMS) text messages.

Advantageously, the digital messaging tool ensures that
end users have consented to receiving such direct messages
by constraining actions the customer users can perform via
the tool. For example, the customer users may be unable to
send arbitrary messages to end users absent confirmed
consent. In this way, the digital messaging tool creates
inescapable compliance supporting boundaries and
improves upon prior digital messaging tools and platforms.

As an example described herein, the digital messaging
tool may allow for customer users to provide medical
information to end users. Example customer users may
include persons who are associated with the use of, or
storing of, medical information, such as medical profession-
als, doctors, nurses, pharmacists, insurance employees, and
so on. Example customer users may further include persons
who are associated with other sensitive information, such as
financial information. Example end users may include
patients, persons who use a pharmacy, persons who are
customers of a health insurance company, persons who are
involved in clinical trials, and so on. Example end users may
further include persons who use a financial planner. With
respect to medical information, medical professional users
may represent customer users and patients may represent
end users.

It may be appreciated that texting, such as SMS or MMS
texting, is a universal feature of mobile devices carried by
end users. End users may therefore appreciate the ease of
receiving information via this known technology. For
example, an end user may appreciate being alerted by a
pharmacy that his/her pharmaceutical is ready for pick up.
Similarly, a customer user with the pharmacy may prefer the
ease associated with merely messaging an end user. In
contrast, other tools to provide information to end users may
rely upon bespoke applications which need to be obtained
from online application stores (e.g., ‘apps’). End users may
be required to create user accounts specifically for use with
these applications. This may reduce a likelihood that end
users will leverage such messaging applications.

Thus, providing direct text messages to end users may
improve a user experience associated with receiving sensi-
tive information. However, and as described below, certain
types of sensitive information may require technical com-
plexities surrounding the providing of the sensitive infor-
mation. For example, medical information may require
affirmative consent by an end user before a customer user is
allowed to directly message the end user via insecure
techniques (e.g., texting). As described below, with respect
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to a first example digital messaging tool, current techniques
to handle such consent are lacking. Thus, a second example
digital messaging tool is described herein which improves
upon these prior digital messaging tools.

While the description herein focuses on medical informa-
tion, the digital messaging tool described herein may allow
for sending of arbitrary sensitive information. By the auto-
mated consent technique described herein, which ensures
strict compliance with end user consent, the arbitrary sen-
sitive information may be safely provided to end users.

Introduction—Medical Information

As may be appreciated, medical information is typically
considered among the most sensitive forms of personal
information. Indeed, there are a plethora of rules, regula-
tions, and constraints, associated with the use of such
medical information. An example regulation in the United
States includes the Health Insurance Portability and
Accountability Act (HIPAA) which places strict limitations
regarding the dissemination and flow of medical informa-
tion. For example, covered entities are required to follow
complex regulations regarding the maintaining, and provid-
ing, of protected health information of persons. Other coun-
tries have similar restrictions.

These complex regulations require, among other things,
complexities surrounding the provision of medical informa-
tion to end users. For example, hospitals may typically use
secure email platforms to provide medical information to
patients. These secure email platforms may require a multi-
step process for a patient to access the provided medical
information. As an example, the patient may be required to
download a specific application including the secure email
platform and set up and maintain a separate user account
with the secure email platform. The patient may be required
to navigate to a specific website and access his/her separate
user account associated with the secure email platform
before accessing the provided medical information.

Other messaging techniques may be allowed, such as
insecure direct messaging to patients’ email address, but the
patients may be required to affirmatively consent to such
messaging techniques. This affirmative consent may intro-
duce technical complexities which cause entities to avoid
such direct messaging techniques. In this way, end users may
not obtain the benefits which are afforded by such direct
messaging. For example, and as described above, a phar-
macy may prefer to simply provide a direct text message to
an end user when his’her prescription is ready. In this
example, the pharmacy may be unable to ensure strict
compliance with all of their end users having provided
consent.

The above-described pharmacy may represent a chain
with thousands of stores and millions of end users who
purchase pharmaceuticals. Ensuring that each end user has
authorized direct messaging may be fraught with technical
errors and technical complexities which may result in a
failure to comply with HIPAA or other privacy laws and
regulations. Additionally, even with a technique to identify
whether authorization has been received, it may be imprac-
tical to ensure that employees of the pharmacy chain are
complying with such authorizations. This may lead to an
employee text messaging an end user who has not yet
provided authorization. The end user may have also pro-
vided authorization and then revoked it, and the pharmacy’s
records may not have been updated to reflect this revocation.
In this way, the pharmacy may revert to other messaging
techniques (e.g., phone calls).

First Example Digital Messaging Tool

To provide an easy to utilize messaging platform, an
entity may use a digital messaging tool which is accessible



US 11,792,611 B2

5

to employees of the entity. The digital messaging tool may
be accessible as a mobile application or software which is
available on user devices of the employees. The digital
messaging tool may also be associated with a web applica-
tion that is accessible via a browser on user devices of the
employees. An employee may interact with the digital
messaging tool to select an end user, such as a patient, to
receive a direct message. The employee may then provide
information to the end user via a direct message. The digital
messaging tool may then transmit the information as a short
messaging service (SMS) or multimedia messaging service
(MMS) text message. With respect to the example of a
pharmacy, the employee may provide information indicating
that a particular pharmaceutical is ready for pickup by the
end user. In this way, the digital messaging tool may provide
an easy front-end user interface for all customer users to
utilize when messaging end users.

As may be appreciated, there may be errors associated
with use of this digital messaging tool. For example, an
employee may directly message an end user with medical
information. The employee may subsequently request that
the end user consent to receiving digital messages. For
example, the employee may provide a message saying, ‘your
test results are positive, can you please authorize us to
provide the results to you?’ Since protected health informa-
tion may have been provided by this message without
receipt of consent, a HIPAA violation may occur

Lacking a mechanism by which consent may be assured
prior to transmitting medical information, an entity who uses
the first example digital messaging tool may thus be unable
to ensure compliance with HIPAA.

Second Example Digital Messaging Tool

In contrast to the first example digital messaging tool, a
second example digital messaging tool described herein may
ensure compliance with HIPAA or other privacy laws and
regulations. The second digital messaging tool may disallow
customer users from creating arbitrary messages to an end
user without first receiving affirmative consent from the end
user, regardless of whether the interaction is initiated by the
customer user or the end user. As will be described, an
interactive user interface of the second digital messaging
tool may only allow a customer user to provide a standard-
ized consent message to an end user. This standardized
consent message may be provided as an SMS or MMS text
message and may request that the end user respond to
indicate affirmative consent. The standardized consent mes-
sage may be automatically generated upon the system deter-
mination that consent is not yet recorded for the particular
end user. Upon receipt of such affirmative consent, the
interactive user interface may automatically update to allow
for arbitrary direct messaging with the end user.

Advantageously, prior to receipt of affirmative consent by
an end user, the interactive user interface may only present
a selectable option (e.g., a button) which triggers providing
the standardized consent message to the end user. This
selectable option may represent, in some embodiments, the
sole action the customer user can take with respect to
messaging the end user. Thus, a customer user may be
unable to provide any other information to the end user. For
example, the interactive user interface may not include any
functionality which enables information to be provided. In
this way, actions which the customer user may perform via
the interactive user interface are constrained. While a stan-
dardized consent message is described above, in some
embodiments an entity may allow for customer users to send
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multiple types or options of consent messages. For example,
the different types or options may depend on a type of
information at issue or a priority level associated with the
information. As another example, the different types or
options may be selected according to preference of a cus-
tomer user.

The above-described end user may thus respond to a
received standardized consent message at his/her leisure.
Only upon responding with affirmative consent (e.g.,
“YES”) may the interactive user interface of the tool update
to allow arbitrary messages to be provided. For example, the
customer user may provide information indicating that a
particular pharmaceutical is ready for pick-up. As another
example, the customer user may provide information indi-
cating a result of certain tests.

Since the second digital messaging tool uses automated
techniques to ensure consent, it improves upon the deficien-
cies of the above-described first digital messaging tool. For
example, customer users of the tool may be limited to solely
providing standardized consent messages to end users. In
this example, an end user may respond indicating that he/she
does not consent to such direct messages. As will be
described, the interactive user interface of the tool may
update to disallow any messages—including the standard-
ized consent messages—from being provided to the end
user.

Additionally, end users may automatically receive con-
sent messages from the second digital messaging tool. For
example, an end user may provide a direct text message to
a phone number at which the second digital messaging tool
is responsive. In this example, the end user may initiate
contact with an entity via the phone number which may have
been provided to the end user by the entity. The second
digital messaging tool may automatically respond to the text
message with a consent message. The second digital mes-
saging tool may also disallow arbitrary communications
with the end user until receipt of affirmative consent from
the end user.

As another example, the second digital messaging tool
may monitor for receipt of affirmative consent from end
users. In this example, the second digital messaging tool
may analyze a response received from an end user. For
example, the tool may identify whether the end user has
provided an exact character string, or a limited number of
string choices, identified by the consent message. In this
example, the end user may be required to type, “YES” or “I
Consent,” in a response to the consent message. The tool
may store information identifying receipt of this consent.
Additionally, the tool may update a consent state associated
with the end user. This documented consent state change
may be relied upon to ensure compliance with affirmative
consent.

The techniques described herein therefore address tech-
nical problems and improve upon prior digital techniques for
messaging end users. Additionally, the techniques described
herein provide for a practical application via use of the
enhanced digital messaging tool. For example, an entity may
be unable to ensure compliance with required affirmative
consent absent the techniques described herein.

Via the succinct, and easy to utilize, user interfaces
described herein, the entity may ensure that customer users
are properly following HIPAA regulations with respect to
affirmative consent. These user interfaces may mask the
complexities from customer users associated with ensuring
affirmative consent. As an example, and as will be described,
an end user not have yet affirmatively consented or indicated
negative consent. For this example, the user interface may
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only allow an action to transmit a consent message to the end
user. The user interface may therefore disallow any other
messaging actions to the end user. Thus, any customer users
are constrained in their ability to violate compliance with
HIPAA. This reduces a burden on an entity to train customer
users and improves a user experience associated with cus-
tomer users utilizing digital messaging tools. In this way, the
user interfaces improve upon prior user interfaces utilized by
digital messaging tools.

The description above focused on an enhanced digital
messaging tool which constrains actions via a user interface.
As will be described, in some embodiments the techniques
described herein may be effectuated by a back-end system.
For example, customer users may leverage their preferred
messaging application. In this example, SLACK™,
ZOOM™, and so on, may be used. A customer user may
provide a message to an intended end user which may be
routed through the system described herein (e.g., the consent
automation system 100). The system may identify whether
the end user has provided affirmative consent that he/she
prefers to receive sensitive information via insecure direct
messaging. If the end user has provided affirmative consent,
the system may route the message to the end user as a text
message. If the end user has not provided affirmative con-
firmation, however, the system may block the message from
being sent. In some embodiments, the system may instead
provide a consent message to the end user (e.g., automati-
cally provide the consent message).

Example Block Diagram

FIG. 1A illustrates a block diagram of an example consent
automation system 100 providing a consent message 106 to
an end user device 104. The consent automation system 100
is additionally in communication with a customer device
102. The end user device 104 and customer user device 102
may represent mobile devices, tablets, laptops, wearable
devices, and so on. As illustrated, the customer device 102
is presenting a user interface 110 associated with a digital
messaging tool. As will be described, a customer user
utilizing the user interface 110 may cause direct messages to
be transmitted to end users. For example, a direct message
may represent a text message provided as an SMS or MMS
text message to a phone number of an end user. As another
example, a message may be provided over an example
protocol such as the Rich Communication Services (RCS)
protocol, APPLE Push Notification (APN) protocol, and so
on.

Direct messages may also represent messages provided
via one or more messaging applications. For example, a web
application or mobile application may be used to provide
messages. In this example, users of the web application or
mobile application may be associated with identifying infor-
mation which may be different from, or in addition to, phone
numbers. Example identifying information of a user may
include an email address, or a user name, and so on. In some
embodiments, the consent automation system 100 may
cause messages to be transmitted, or received, via a web
application or mobile application. As an example, a cus-
tomer user may provide a message to a username or email
address associated with an end user. In this example, the
message may be provided such that it is presented via the
web application or mobile application. Similarly, the end
user may provide a message to a username or email address
associated with the system. Thus, a customer user may view
the message received from the end user. With respect to an
end user, the consent automation system 100 may determine
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whether affirmative consent has been received, and if not,
may trigger a consent message to the username or email
address. In this way, the end user may receive the consent
message via the web application or mobile application.
Thus, in some embodiments the description herein which
focuses on text messages may be applied to messages
associated with a web application or mobile application.

The consent automation system 100 may represent a
system of one or more computers, one or more virtual
machines executing on a system of one or more computers,
and so on. As will be described, the consent automation
system 100 may implement a web application which is
accessible by user devices over a network. In some embodi-
ments, the consent automation system 100 may represent
software executing on a cloud platform which is accessible
via network connections (e.g., HTTPS connections) to user
devices. For example, the system 100 may represent a
containerized application associated with a cloud computing
network or platform.

The customer device 102 may thus obtain information
associated with the user interface 110 from the consent
automation system 100. With respect to a web application,
the customer device 102 may render the obtained informa-
tion to present the front-end user interface associated with
the web application. Interactions with the user interface 110
may be routed by the customer device 102 for processing by
the consent automation system 100. For example, interaction
data 108 is illustrated as being provided to the consent
automation system 100. Updates to the user interface 110
may thus be effectuated by the consent automation system
100 based on the user input.

In some embodiments, the customer device 102 may
execute an application obtained from an application store
(e.g., an ‘app’) which causes presentation of the user inter-
face 110. In these embodiments, the user interface 110 may
present information which is obtained from the consent
automation system 100. For example, previously sent mes-
sages may be included in the user interface 110 based on
information obtained from the consent automation system
100.

The user interface 110 includes functionality to provide a
message to a particular end user. As will be described, the
message may represent a consent message 106 which
requests that the end user affirmatively consent to receiving
sensitive information, such as medical information, via
direct messaging (e.g., texts) as described above. Addition-
ally, and as will be described at least with respect to FIG. 3C,
the consent message may automatically be provided to the
particular end user. For example, the particular end user may
initially provide a message to the system 100 or may initiate
contact with the system 100 after a threshold period of time.
In response to the message, the system 100 may provide the
consent message 106 without interaction with the user
interface 110.

In the illustrated embodiment, the customer user has
selected a phone number 112 corresponding to end user
device 104. The customer user may search for specific end
users via search functionality enabled by the user interface
110. As an example, the customer user may type a portion of
an end user’s name into the user interface 110. The consent
automation system 100 may access one or more databases
and identify names that are responsive to the portion. As
another example, the customer user may type a phone
number, email address, or other identifying information into
the user interface 110.

Upon selection of an end user to be messaged, the user
interface 110 may update to present detailed information 114
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associated with the end user. For example, a picture may be
presented in the user interface 110. As another example, a
location of the end user may be included. Example location
information may include a city of residence of the end user,
an address of the end user, and so on. As another example,
a consent status of the end user may be included in the user
interface 110. As will be described, the consent automation
system 100 may maintain information for each end user
indicating if the end user has provided affirmative consent.
In the illustrated example, the end user of the end user device
104 is identified as not having provided affirmative consent.
The consent status further indicates that such consent was
requested for the end user. As another example, the end user
may be associated with tags or notes. Example tags may
relate to features or categories associated with the end user.

Since the end user has not yet provided affirmative
consent, the user interface 110 constrains the actions which
can be performed via the user interface 110. For example,
the user interface 110 disallows providing arbitrary mes-
sages to the end user. Advantageously, the user interface 110
provides information 116 identifying that consent is required
prior to providing messages to the end user.

The user interface 110 includes a selectable option 118 to
cause a consent message 106 to be provided to the end user
device 104. As illustrated, the user interface limits the
actions which may be performed to interaction with this
selectable option 118. In this way, the customer user may
have no ability to provide any other information to the end
user due to the actions performable via the user interface
110. The selectable option 118 may represent a user interface
object, such as a button or other element. In some embodi-
ments, the selectable option may be triggered based on user
input, such as a mouse click, a touchscreen press, a voice
command, and so on.

In some embodiments, and as described with respect to
FIG. 3C, the consent message 106 may be provided to the
end user device 104 without interaction with the selectable
option 118. For example, the consent message 106 may be
provided upon receipt of a text message from the end user
device 104. In this example, the system 100 may identify
that the consent state associated with the phone number 114
reflects affirmative consent having not been received. As an
example, the end user of the end user device 104 may have
initiated contact by texting a phone number at which the
system 100 receives messages. In response, the system 100
may therefore provide the consent message 106 automati-
cally to the end user device 104 in response. The user
interface 110 may present the consent message 106 having
been provided (e.g., in chat window 124 illustrated in FIG.
1B).

In some embodiments, the techniques described herein
may be implemented at least in part by an intelligent
personal assistant (IPA). For example, a customer user may
provide voice commands to select an end user. If no affir-
mative consent has been received, the IPA may identify the
lack of consent. The customer user may then request that a
consent message is sent to the end user. Once affirmative
consent is received, the customer user may verbally speak
information to be included in arbitrary text messages to the
end user.

Upon interaction with the selectable option 118, interac-
tion data 108 may be provided via the customer device 102
to the consent automation system 100. The consent auto-
mation system 100 may then cause the consent message 106
to be directly provided to the end user device 104. For
example, the consent automation system 100 may transmit
a text message to the phone number 112 associated with the
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end user device 104. In this example, the consent automation
system 100 may execute software associated with transmit-
ting text messages to mobile devices. The consent automa-
tion system 100 may also provide information to an outside
system, for example via an application programming inter-
face (API), which causes transmission of arbitrary text
messages.

The end user device 104 is illustrated presenting the
consent message 106 (e.g., via a messaging application, such
as a text messaging application). In the illustrated example,
the consent message 106 is, “To consent, reply YES.” In
some embodiments, the consent message 106 may be cus-
tomized. For example, an entity may specify particular text,
images, and so on, to be included in consent messages. An
example entity may include a medical professional’s office,
and the office may specify a unique consent message for use
by customer user of the office. As an example, the custom
message may include, “This is Doctor Jane’s office, to
receive medical information from us please respond YES.”
Customer users associated with the entity may then cause
this unique consent message to be transmitted to end users
via interaction with the selectable option 118.

The user interface 110 may include functionality to enable
the above-described custom messages. For example, the user
interface 110 may enable specification of consent messages
for all customer users associated with an entity. As another
example, the user interface 110 may enable different consent
messages for different groups of customer users. In this
example, example groups may relate to departments in
which customer users work. As another example, the user
interface 110 may enable different consent messages accord-
ing to a type of sensitive information being provided. In this
example, an entity may provide different custom consent
messages depending on whether an end user is receiving
financial information, medical information, and so on. A
custom consent message may thus be stored by the consent
automation system 100 as being associated with a particular
entity. For example, a particular customer user associated
with the entity, such as an IT employee, may use a user
account which provides authorization to specify custom
messages.

The end user of the end user device 104 may therefore
determine whether he/she prefers to receive sensitive infor-
mation over direct message which, in some embodiments,
may be insecure. The end user may reply in the negative,
such as by providing a message specifying “NO.” In
response, the consent automation system 100 may update a
consent state associated with the end user to indicate that
negative consent response has been provided. In some
embodiments, and as will be described at least with respect
to FIG. 4, the user interface 110 may disallow further
communications with the end user by customer users. In
some embodiments, the system 100 may assign the negative
consent state based on a likelihood that the received text is
negative. For example, a deep learning model may be used
to assign the likelihood. If the received text is not indicated
as negative, the system 100 may maintain the consent state
as not having received affirmative consent.

FIG. 1B illustrates a block diagram of the example
consent automation system 100 receiving a response mes-
sage 120 indicating affirmative consent from the end user
device 104. As described in FIG. 1A, an end user of the end
user device 104 may respond to a received consent message
106. In the illustrated embodiment, the end user has pro-
vided a response message 120 identifying that the end user
authorizes sensitive information to be directly messaged to
the end user.
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In some embodiments, the response message 120 may be
provided to a phone number associated with the consent
automation system 100. An outside system may receive
response message 120 and provide it via a network (e.g., the
internet) to the outside system 100 using an API. For
example, the response message 120 may be provided via an
HTTPS request. In some embodiments, the response mes-
sage 120 may be obtained via software executing on the
consent automation system 100.

The consent automation system 100 may therefore obtain
the response message 120 and analyze the specified text to
determine whether the end user authorizes use of direct
messaging. In some embodiments, the user interface 110
may enable specification of a specific response message
which is required to be entered by end users. For example,
FIG. 1A illustrated a consent message 106 which specified
that end users respond with ‘YES.” The consent automation
system 100 may therefore ensure that the text included in the
response message 120 includes the specified text. As will be
described, in some embodiments the consent automation
system 100 may authorize further arbitrary communication
with an end user if a response message includes text which
is similar to a specific response message.

Based on the end user providing text indicating affirma-
tive consent, the consent automation system 100 may update
a consent state associated with the end user. For example, the
consent automation system 100 may maintain, or be in
communication with, one or more databases. In this
example, the consent automation system 100 may update
stored information to reflect the receipt of affirmative con-
sent. The user interface 100 may then be updated by the
consent automation system 100 to reflect the updated con-
sent state. For example, FIG. 1B illustrates that the detailed
information 114 indicates in portion 122 that consent has
been granted.

In addition to reflecting that consent has been granted, the
user interface 110 has additionally updated to enable arbi-
trary messaging of the end user. For example, the user
interface 110 includes a chat window 124 which has been
updated to depict a history of direct messages with the end
user. In this example, the chat window 124 includes direct
messages which have been provided to the end user and also
received from the end user. The chat window 124 includes
an input portion 126 in which the customer user may create
a message. The input portion may be used by the customer
user to specify sensitive information to be provided to the
end user. As an example, the customer user may type text
into the input portion. Example text may relate to medical
information, such as text to inform the end user that his/her
pharmaceutical is ready for pickup.

In some embodiments, the input portion 126 may allow
for creation of messages which include additional elements
as compared to textual messages. As an example, the cus-
tomer user may select an option via the input portion 126 to
attach an image. In this example, the input portion 126 may
have a graphical element indicative of attaching an image.
The customer user may select, or otherwise interact with, the
graphical element. In response, the user interface 110 may
update to enable selection of an image. For example, the user
interface 110 may present images which are on the customer
device 102. As another example, the user interface 110 may
present images which are accessible via a network (e.g., the
internet). In this example, the images may be associated with
the end user in a database (e.g., cloud storage). Example
images may relate to medical information of the end user
and may, in some embodiments, be obtained from an elec-
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tronic medical record system in communication with the
consent automation system 100.

The input portion 126 may additionally allow for creation
of messages with audio or video attachments. In embodi-
ments in which the messages are MMS or SMS texts, these
audio or video attachments may be down-sampled or oth-
erwise reduced in size prior to receipt by the end user device
104. In some embodiments, a message which includes an
audio or video attachment may be provided with a reference
(e.g., a link) associated with the attachment. For example, a
web address may be included in the message. The end user
may select the web address to access (e.g., view, download,
listen to) the attachment. In this example, the consent
automation system 100 or an outside system (e.g., a secure
system) may store the attachment. In some embodiments,
the attachment may be stored temporarily and deleted upon
access to the attachment.

Similarly, in some embodiments the input portion 126
may allow for creation of messages with file attachments.
Example file attachments may include documents, spread-
sheets, portable document format files, and so on. As an
example, the customer user may attach test results in a
document format. Certain types of direct messaging, such as
via the rich communication service protocol, may allow for
the above-described file attachments. Thus, the customer
user may use the user interface 110 to attach arbitrary
information for sending to the end user.

In the description of FIGS. 1A-1B, it may be appreciated
that compliance with example regulations regarding sensi-
tive information is inescapable. For example, in FIG. 1A the
end user had not yet authorized receipt of sensitive infor-
mation via direct messaging. As illustrated, the customer
user had no ability to message the end user via the user
interface 110 apart from requesting consent. The user inter-
face 110 may utilized as a front-end interface of a web
application or as a mobile application. Thus, an entity may
have its employees use the user interface 110 when mes-
saging, or otherwise contacting, end users. Since the user
interface 110, and consent automation system 100, enforce
consent, the entity can be assured that its customer users are
following example regulations (e.g., HIPAA).

Additionally, in some embodiments the consent automa-
tion system 100 may maintain consent states for each of the
end users. In this way, the consent automation system 100
may document times at which consent is either received or
revoked from end users. Consent states may then be updated
accordingly, such that current states are known. Further-
more, these consent states may be automatically updated by
the consent automation system 100. For example, the con-
sent automation system 100 may receive all messages from
end users. These messages may be analyzed to ascertain
whether the end users have provided affirmative consent.
These messages may also be analyzed to ascertain whether
the end users have revoked consent. In this way, the consent
automation system 100 addresses technological problems
associated with messaging tools. For example, prior mes-
saging tools relied upon customer users to update whether
end users have provided consent.

Based on the above-described documented consent, a
customer user may be assured that if the customer user is
able to create arbitrary messages (e.g., via input portion 126)
then consent has been received.

FIG. 2A illustrates a detailed block diagram of the
example consent automation system 100. The consent auto-
mation system 100 may, in some embodiments, represent an
application or software which is executing on a system (e.g.,
a cloud system). For example, the consent automation
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system 100 may represent an application which is executing
on a cloud platform. In some embodiments, the application
may include disparate elements which collectively combine
to enable the techniques described herein. These elements
may, as an example, execute on different systems and may
be in communication with each other using network calls.

In the illustrated example, the consent automation system
100 includes a messaging management engine 202. As
described above, the consent automation system 100 may
allow for customer users to provide direct messages to end
users. Similarly, the consent automation system 100 may
allow for end users to provide direct messages to customer
users. In this example, the end users may provide messages
to one or more phone numbers associated with the secure
authorization system 100. Example messages from an end
user may be provided to the system 100 in response to
messages from the system 100 (e.g., arbitrary messages,
consent messages). An example message from the end user
may also be provided as an initial contact with the system
100 (e.g., a first touch with a phone number associated with
an entity). For this example message, the system 100 may
automatically provide a consent message to the end user.
The messaging management engine 202 may orchestrate this
messaging functionality. For example, the messaging man-
agement engine 202 may represent software (e.g., an appli-
cation) which enables responding to, and providing, text
messages via cellular networks.

While phone numbers are described above, in some
embodiments messages may be provided to user names or
email addresses. For example, an end user may be associated
with a username or email address used by an application. In
this example, direct messages may be provided to the
username or email address via the application. Similarly, the
system 100 may be responsive to messages provided to one
or more usernames or email addresses associated with the
system 100. In this way, end users may provide messages to
customer users via the application. For example, the system
100 may execute the application or be routed messages from
an outside system associated with the application.

The messaging management engine 202 may, as an
example, be in communication with a third party system or
application. For example, to transmit, or receive, a message
the messaging management engine 202 may use an API
associated with the third party system or application (e.g.,
via a REST API). As another example, the messaging
management engine 202 may generate a network call. An
example network call may include an HTTP POST message,
in which the body includes information associated with the
message to be sent. Example information may include
information identifying an end user (e.g., a phone number),
a body of the message (e.g., the text to be included), and so
on.

The messaging management engine 202 may enable
receipt of messages from end users via one or more phone
numbers. For example, the messaging management engine
202 may allow for customer users to send messages from
one or more phone numbers. In some embodiments, each
customer user may be assigned a unique phone number. In
some embodiments, groups of customer users may be
assigned respective phone numbers. For example, a particu-
lar team of employees associated with an entity may utilize
a same phone number. Similar to the above, a third party
system or application may receive a message from an end
user which is directed to one of the phone numbers and may
route the message to the messaging management engine
202. For example, the engine 202 may receive information
identifying the end user (e.g., a phone number), a body of the

10

20

25

30

35

40

45

50

55

60

65

14

message, and so on. The phone number may be used to
identify the specific end user as described herein. While the
above focused on phone numbers, in some embodiments
messaging may be associated with email addresses, user-
names associated with a third party messaging application,
and so on.

The consent automation system 100 further includes a
web application engine 204. As described with respect to
FIG. 1A, in some embodiments the secure authorization
system 100 may implement a web application which is
accessible by customer users via respective browsers. The
web application engine 204 may therefore cause presenta-
tion of an interactive user interface, such as user interface
110, on user devices of the customer users.

The web application engine 204 may also trigger actions
to be performed. For example, a customer user may provide
user input (e.g., interaction data 214, which may be the same
as interaction data 108) to the interactive user interface. The
web application engine 204 may receive the user input, and
cause performance of actions accordingly. For example, the
customer user may provide a query or search string to cause
searching of a particular end user. In response, the web
application engine 204 may cause searching of a database
(e.g., customer database 208) and update the interactive user
interface with results. Similarly, the web application engine
204 may cause a message (e.g., a text message) to be
provided to an end user. In this example, the web application
engine 204 may provide information to the message man-
agement engine 202 or directly to a third party system or
application.

Customer users may be associated with profile informa-
tion (e.g., user accounts) with the web application engine
204. For example, a customer user may provide a username
and password via the interactive user interface. The web
application engine 204 may then update the user interface to
present conversations in which the customer user has pre-
viously engaged. In some embodiments, the web application
engine 204 may present conversations in which all customer
users, or customer users associated with a same team or
group, have engaged. For example, all conversations which
are associated with a particular phone number may be
presented. In this way, more than one customer user may
continue, or initiate, messages with end users.

The consent automation system 100 further includes a
secure user management engine 206, which may enable
access to end user information stored in the customer
database 208. In some embodiments, the customer database
208 may represent a database hosted by a cloud or online
platform. For example, the customer database 208 may be in
communication with the secure user management engine
206 via a network connection (e.g., an HTTPS connection).
As another example, the customer database 208 may be an
in-memory data structure, such as a Redis database. The
secure user management engine 206 may enable storage, and
retrieval, of information from the customer database 208.
Additionally, the secure user management engine 206 may
enable searching of the customer database 208. Example
searching may include use of Elasticsearch, and so on. For
example, a search query may be processed by the secure user
management engine 206.

The customer database 208 may indicate personal infor-
mation associated with end users. Example personal infor-
mation may include the end user’s name, phone number,
username (e.g., for an application), email address, and so on.
The customer database 208 may additionally store messag-
ing histories associated with end users. For example, the
customer database 208 may store the messaging history
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identified in portion 124 of FIG. 1B as being associated with
a particular end user (e.g., the end user associated with
phone number 112).

The customer database 208 may additionally store infor-
mation identifying consent states associated with the end
users. In this way, the secure user management engine 206
may rapidly identify whether any end user has responded to
a consent message with an affirmative, negative, or with no,
response, and with a history of state changes. The state
change may therefore enable inescapable compliance, as the
customer user’s actions may be constrained based on the
state. For example, and as described in FIGS. 1A-1B, a
customer user may be unable to send arbitrary messages to
an end user who has not yet provided affirmative consent.

The secure user management engine 206 may access the
customer database 208 to identify end users associated with
a particular entity. For example, the customer database 208
may allow for importing information (e.g., comma separated
value files, arbitrary data files) which indicates end users
associated with an entity. In this example, customer users of
the entity may add end users which may then receive consent
messages as described herein. The customer database 208
may therefore allow for mass, or otherwise large scale,
importation of end users into the customer database 208. In
some embodiments, newly included end users may be
assigned consent states which identify that the end users
have not yet provided affirmative consent. In some embodi-
ments, the imported information may reflect consent states
of the end users. For example, if an end user has previously
responded with an affirmative response message, the cus-
tomer database 208 may be updated to reflect this affirmative
consent.

Without being constrained by way of example, it may be
appreciated that the customer user may use the user interface
110 described in FIGS. 1A-1B to add end users. For
example, the user interface 110 may enable adding addi-
tional end users via one or more input portions. In this
example, the customer user may thus specify personal
information for an end user. This received personal infor-
mation may be provided via the secure user management
engine 206 for storage, or inclusion, in the customer data-
base 208. For example, the web application engine 204 may
receive the personal information as interaction data 214
from the customer user. The web application engine 204
may then provide the personal information to the secure user
management engine 206.

In some embodiments, the secure user management
engine 206 may identify end users which may be duplicates
in the customer database 208. For example, a customer user
may specify an end user’s phone number and name. In this
example, the customer database 208 may include informa-
tion identifying an end user with a same phone number but
different name. In some embodiments, the secure user
management engine 206 may determine a likelihood asso-
ciated with the names corresponding to a same person. In
this way, the likelihood may indicate whether the customer
user incorrectly entered the end user’s name. An example
technique may include determining a distance metric
between the names (e.g., a Levenshtein distance). In some
embodiments, the secure user management engine 206 may
use additional personal information such as the end user’s
address, email address, and so on. In this say, the secure user
management engine 206 may determine that the name was
entered incorrectly and may update the name accordingly. In
some embodiments, the user interface 110 may be updated
to reflect that a person with the same phone number has
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already been entered as an end user. The customer user may
therefore update the entered name, confirm the name with
the end user, and so on.

It may be appreciated that certain phone numbers may be
re-used, such that two different end users may use the same
phone number at different times. In some embodiments, the
secure user management engine 206 may identify that a
phone number is already stored in the customer database 208
as being associated with a first end user. A customer user
who is entering personal information for a second end user
may, as an example, be alerted that the phone number is
existent in the customer database 208. Similar to the above,
the secure user management engine 206 may determine a
likelihood associated with the first end user and second end
user corresponding to a same real-world person. For
example, the likelihood may be based on a distance metric
associated with the corresponding names, an address, and so
on. Thus, the secure user management engine 206 may
determine that the likelihood is below a threshold. In this
way, the secure user management engine 206 may allow for
entering of the phone number. Additionally, the secure user
management engine 206 may update a consent state asso-
ciated with the phone number such that the second end user
is required to provide affirmative consent.

The consent automation system 100 may therefore enable
messages 212 to be provided to end user devices 210A-
210N. As described above, customer users may use a user
interface to provide interaction data 214. In response, the
consent automation system 100 may allow for a multitude of
messages 212 to be provided to end user devices 210A-
210N. These messages may include consent messages, arbi-
trary messages which include personal or sensitive informa-
tion, and so on. In some embodiments, and as will be
described in FIGS. 5 and 8A-8D, the consent automation
system 100 may allow for a message to be announced (e.g.,
provided) to a multitude of end users at a same time. In these
embodiments, the consent automation system 100 may
ensure that only end users who have consented to such direct
messaging may receive the message.

FIG. 2B illustrates another block diagram of the example
consent automation system 100. In some embodiments, the
consent automation system 100 may provide one or more
application programming interfaces (APIs) to enable third-
party systems to use the compliant messaging techniques
described herein. For example, a third-party system may use
the consent automation system 100 to ensure compliance
with HIPAA or other privacy laws or regulations when
providing medical information, such as protected health
information. In some embodiments, a software development
kit (SDK) may be utilized in third-party applications which
enables communications with the consent automation sys-
tem 100.

The consent automation system 100 may therefore
respond to API requests received from third-party systems,
such as via a network (e.g., the internet). Example API
requests may include POST requests optionally with
JavaScript Object Notation (JSON) responses. For example,
an API request may include Example API requests, may
further include representation state transfer (REST)
requests, remote procedure call (RPC) requests, and so on.
An example API request 222 may include transmitting a
message to a particular end user. Another example API
request 222 may include identifying a consent state for a
particular end user. Another example API request 222 may
include importing personal information associated with a
multitude of end users, and so on. Another example API



US 11,792,611 B2

17

request 222 may include causing a mass communication to
a multitude of end users, for example as described with
respect to FIGS. 8A-8D.

The illustrated third party system 220 may represent a
system which is associated with an application, software,
and so on, for messaging or communications. For example,
an entity may provide a messaging tool such as SLACK™,
ZOOM™, a verbal personal intelligent assistant, and so on,
to enable communications by customer users with end users.
With respect to a video communication application (e.g.,
Z0O0OM), a medical professional may discuss medical infor-
mation with a patient during a video call. The medical
professional may additionally interact with the video com-
munication application to cause a message to be directly
provided via text (e.g., an SMS and/or MMS text message)
to the patient through the API request 222.

Advantageously, the message may be provided to the
consent automation system 100 via the API request 222. The
message may reflect an intended patient (e.g., a name, a
phone number, an email address), a body of the message
(e.g., text, audio, video, images), and so on. Thus, the
consent automation system 100 may access the customer
database 208 and identify a consent state for the intended
patient. The consent automation system 100 may determine
that the patient has previously responded to a consent
message with an affirmative response (e.g., “YES’). Based
on this determination, the consent automation system 100
may therefore route the message 212 to the patient’s user
device. In contrast, if the consent automation system 100
determines that no affirmative consent has been received for
the patient, the consent automation system 100 may block
transmission of the message. Instead, the consent automa-
tion system 100 may cause a consent message (e.g., consent
message 106 in FIG. 1A) to be provided to the patient’s end
user device. Similarly, the medical professional may interact
with the video communication application to cause the
consent automation system 100 to identify whether the
patient has consented to direct messaging of medical infor-
mation.

The consent automation system 100 is illustrated as
providing an API response 224 to the third party system 220.
An example API response 224 may include identifying
whether a message was provided to one or more end users
(e.g., an ‘Ack’). Another example API response 224 may
include providing information identifying a consent state
associated with an end user. For example, a customer user
may utilize an application (e.g., SLACK™) to request that
the consent automation system 100 identify a consent state
for a specified end user. The consent automation system 100
can then access the customer database 208 and provide the
API response 224 which indicates whether affirmative con-
sent has been provided.

The illustrated embodiment includes the consent automa-
tion system 100 providing message 212 to one or more end
user devices 210A-210N. Thus, the consent automation
system 100 may allow for customer users to leverage the
enhanced messaging techniques described herein while
maintaining their preferred workflow which leverages dif-
ferent third party systems, applications, and so on.

Example Flowcharts

FIG. 3A is a flowchart of an example process 300 for
enforcing compliance based on consent messages as
described herein. For convenience, the process 300 will be
described as being performed by a system of one or more
computers (e.g., the consent automation system 100).
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At block 302, the system causes presentation of an
interactive user interface. As described with respect to FIGS.
1A-1B, a customer user associated with an entity may
leverage a user interface to provide messages to end users.
For example, the user interface may be associated with a
digital messaging tool. The user interface may be provided,
for example as web information, for rendering on a user
device of the customer user. The user interface may also be
presented via an application executing the user device and
the system may provide information for inclusion in the user
interface.

The customer user may, as an example, have a user
account with the system, such as a username and password.
Upon access to the user interface, the user interface may
update to reflect conversations or messages in which the
customer user has previously engaged. In some embodi-
ments, the user interface may reflect conversations in which
any customer user associated with the entity, or any cus-
tomer user associated with a same team, has previously
engaged.

At block 304, the system responds to selection of a
particular end user. The customer user may provide user
input to the user interface to select the particular end user.
For example, the user input may include touch input, voice
input, keyboard/mouse input, and so on. The system may
allow for the end user to search for a specific end user via
entering a search query. The system may also present a list,
or identification of end users which have been entered into
the system.

At block 306, the system accesses consent state informa-
tion for the selected end user. The system may maintain
consent states for each end user who is reflected in stored
information accessible to the system. In some embodiments,
the system may assign each end user an initial state indi-
cating that the end user has not providing affirmative con-
sent. As described above, the system may update the consent
state information for a user based on the user providing
affirmative consent. For this example, the system may
update the consent state information to indicate affirmative
consent was received. The system may also update the
consent information for a user based on the user providing
a message indicating that they revoke consent. For this
example, the system may update the consent state informa-
tion to indicate receipt of refusal of consent.

The system determines whether affirmative consent has
been received from the selected end user, and if no consent
has been received then at block 308 the system constrains
actions available to the customer user. If the customer user
is using an interactive user interface associated with the
system, such as illustrated in FIGS. 1A-1B, the system may
limit actions which are available for selection by the user.
For example, the system may update the user interface to
include a selectable option associated with sending a consent
message to a phone number associated with the end user.

If the customer user is using a third party application or
system, such as described with respect to FIG. 2B, the
system may disallow sending of arbitrary messages to the
customer user. For example, the system may provide infor-
mation to the customer user indicating that the customer user
is only able to send a consent message. As another example,
the system may automatically transmit a consent message to
the end user and discard a message entered by the customer
user.

If the system determines that consent has been received,
then at block 310 the system allows for arbitrary messaging
of the selected end user. For example, if the custom user is
using the interactive user interface associated with the
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system, the customer user may include arbitrary text,
images, video, and so on. In this example, the user interface
may include an input portion to allow for the messaging. As
another example, if the customer user is using a third party
application or system, the system may route arbitrary mes-
sages to the end user. For example, the system may provide
the messages as text messages to the end user.

FIG. 3B is a flowchart of a process 320 which further
describes the example process 300 for transmitting arbitrary
messages to an end user. For convenience, the process 320
will be described as being performed by a system of one or
more computers (e.g., the consent automation system 100).

Atblock 322, the system updates a user interface to reflect
affirmative consent was received. As described for block
310, if the system stores information identifying that affir-
mative consent was received, the system may update the
user interface to allow for arbitrary messaging.

At block 324, the system receives information to be
provided to the selected end user. The user interface may
include an input portion to allow for entry of arbitrary text.

At block 326, the system causes transmission of a mes-
sage to the end user. The system may transmit the entered
arbitrary text to an end user device associated with the end
user. For example, the system may cause a text message to
be provided to a phone number associated with the end user.
In some embodiments, the system may cause a direct
message to be provided to an application utilized by the end
user. In these embodiments, the end user may be associated
with a username, email address, and so on.

FIG. 3C is a flowchart of another example process 330 for
automatically transmitting consent messages to enforce
compliance. For convenience, the process 330 will be
described as being performed by a system of one or more
computers (e.g., the consent automation system 100).

At block 332, the system receives a message from an end
user. The end user may have had previous interactions with
the customer system, or the message may be the first
communication between the end user and the customer
system. The system may receive the message from a phone
number which has not yet been provided a direct message by
a customer user. In some embodiments, the system may
receive the message from a username or email address (e.g.,
via an application). Thus, the end user may effectuate first
contact with an entity (e.g., a pharmacy, medical profession-
al’s office, hospital, financial planner, and so on). As will be
described, the system may ensure that consent is confirmed
for this end user prior to customer users of the entity being
allowed to provide arbitrary messages, either as responses to
the end user-initiated communication or as subsequent cus-
tomer user-initiated communications to the same user.

The entity (customer) may provide phone numbers at
which end users can contact the entity. For example, a
website of the entity may identify one or more phone
numbers and indicate that end users can reach employees of
the entity by messaging (e.g., texting) the phone numbers.
As another example, a business card, sign, poster, and so on,
may include one or more phone numbers of the entity. Thus,
the end user may provide a message to a phone number of
the entity which is associated with the system.

At block 334, the system accesses or creates identifying
information associated with the end user. The end user may
represent an end user who is known to the entity, such that
identifying information for the end user is already stored by
the system (e.g., in customer database 208 described above).
For example, a customer user of the entity may have entered
the phone number (or email address or username) for the end
user along with identifying information. In this example, the
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end user may have interacted with the entity in the past (e.g.,
visited a pharmacy, spoken with a medical professional, and
so on). The system may therefore access identifying infor-
mation for this end user based on the phone number asso-
ciated with the received message. Thus, the system may
access the identifying information even if messages have not
been previously sent to the end user. Example identifying
information may include a name, address, and so on as
described herein.

The end user may also represent an end user who is
unknown to the entity. For example, the end user may have
been walking on a street and noticed a sign (e.g., advertise-
ment) for the entity. Subsequently, the end user may have
messaged a phone number included on the sign which is
associated with the system. Thus, the end user’s message
described in block 332 may be routed to the system. The
system may therefore create identifying information for the
end user. For example, the system may update the customer
database 208 to include the end user’s phone number. The
phone number may be the sole identifying information for
the end user in this case, or the system may obtain other
identifying information on the end user from public
resources based upon the phone number.

At block 336, the system accesses consent state informa-
tion for the end user. In the case that the end user has not
been messaged by customer users of the entity before, the
consent state for the end user may reflect that consent has not
been received. As described herein, a default state for an end
user may indicate that consent has not been received.

In some embodiments, a sign or website of the entity may
request that an end user’s initial message to the entity
include particular text indicative of authorization to receive
direct text messages from the entity. For example, the end
user may provide a text with example text, “I consent to
receiving text messages.” In these embodiments, the system
may set a consent state for the end user to reflect that consent
has been received.

At block 338, if the consent state indicates that consent
has not been received, the system may automatically trans-
mit a standardized consent message to the phone number (or
username or email address) associated with the received
message. The end user may then respond to the consent
message indicating affirmative consent, and the end user’s
consent state may be updated as described herein.

The system may additionally constrain actions of cus-
tomer users. For example, the system may update a user
interface utilized by one or more customer users to disallow
arbitrary messaging to the end user. As another example with
respect to third-party applications or systems, the system
may disallow transmission of arbitrary messages to the end
user. Instead, the system may only allow for sending of the
standardized consent message to the phone number associ-
ated with the received message.

At block 340, if the consent state indicates that consent
was received, the system allows arbitrary messaging of the
end user. For example, the system may allow for arbitrary
text messages to be provided to the phone number (or
username or email address) associated with the received
message.

FIG. 4 is a flowchart of an example process 400 for
updating a user interface to reflect loss of affirmative consent
from an end user. For convenience, the process 400 will be
described as being performed by a system of one or more
computers (e.g., the consent automation system 100).

At block 402, the system receives information to be sent
to an end user. As described above, a user interface may be
presented on a device used by a customer user. The customer
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user may then select the end user, and if affirmative consent
has been received for the end user, the customer user may
provide information to be sent to the end user. Example
information may include textual information, images, video,
audio, files, and so on. Additionally, the customer user may
use a third party system or application and enter text to be
provided to the end user.

At block 404, the system causes transmission of the
information. As described above, the system may cause the
received information to be sent to the end user. For example,
the system may cause a text message to be transmitted to the
end user.

At block 406, the system receives information indicative
of loss of consent from the end user. The end user may
provide a message, such as a text message, to the system
indicating loss of consent. For example, the end user may
provide the message to a phone number (or username or
email address) associated with the system. As described
above the system may use one or more phone numbers to
send, and receive, messages. The end user may thus provide
a message indicative of loss of consent. For example, in
some embodiments the end user may provide a message
identifying ‘STOP’ or a synonym thereof. As another
example, the end user may receive information identifying
terms or phrases which will cause loss of consent. This
information may be included in a consent message previ-
ously provided to the end user. In some embodiments, and
as described above, a deep learning model may be used to
characterize text included in the received information.

In some embodiments, the system may periodically pro-
vide a message to the end user identifying that the end user
can revoke affirmative consent, and how to effectuate such
revocation. The end user can therefore be assured of an easy
technique to disallow transmission of sensitive information
via direct messaging, such as text messaging.

In some embodiments, the end user may indicate loss of
consent using other techniques. For example, the system
may be associated with an automated phone number which
the end user may call. The end user may then indicate loss
of consent via interaction with an automated phone call. As
another example, the system may allow for end users to
indicate loss of consent using a particular website. For this
example, the end user may enter his’her phone number and
indicate loss of consent.

At block 408, the system updates the user interface to
reflect loss of consent. The system may update the user
interface, such as the user interface of FIGS. 1A-1B, to
reflect that the end user has revoked consent. For example,
the system may present information identifying the consent
state of the end user (e.g., in portion 114 of FIGS. 1A-1B).
As another example, the system may remove an input
portion 126 which allows for arbitrary messaging. Similarly,
if the customer user is using a third party application or
system the system may cause information to be presented to
the user. As an example, a third party application may
present information to the customer user identifying revo-
cation of consent.

At block 410, the system may, in some embodiments,
constrain actions to include transmitting a consent message.
The system may allow for the customer user to transmit a
consent message as described herein. For example, the
system may allow the customer user to send a consent
message to the end user. In this example, the system may
limit a frequency or extent to which the end user can be
messaged. For example, the system may allow a consent
message to be provided every threshold amount of time
(e.g., every day, every week, and so on).
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At block 412, the system may, in some embodiments,
disable messaging to the end-user. In some embodiments,
the system may update the user interface to remove all
functionality associated with messaging the end user. In this
way, the customer user may be unable to transmit any
message, including a consent message, to the end user, in
response to a revocation 406 of previously granted consent.
Similarly, if the customer user is using a third party appli-
cation or system, the system may disallow messaging of the
end user. For example, the system may discard messages
received from the customer user.

In some embodiments, the end user may provide a text to
identify affirmative consent again. For example, the end user
may provide a text which includes “START.” In this
example, the system may re-allow arbitrary messaging to the
end user, or may allow or sending of a standardized consent
message to the end user as described herein. With respect to
a standardized consent message, the end user may thus be
required to indicate affirmative consent in a response mes-
sage.

FIG. 5 is a flowchart of an example process 500 for
providing messages to a multitude of end users. For conve-
nience, the process 500 will be described as being performed
by a system of one or more computers (e.g., the consent
automation system 100).

At block 502, the system receives selection of a group of
end users. A customer user may use a user interface, such as
the user interfaces described with respect to FIGS. 1A-1B,
to select a multitude of users. As an example, the user
interface may allow for selection of visual elements proxi-
mate to a list or identification of users (e.g., checkboxes may
be selected). The customer user may therefore interact with
the visual elements to identify the group of end users.

In some embodiments, end users may be associated with
labels which are usable to classify or characterize end users.
These labels may be provided by customer users and stored
by the system. For example, a medical professional may
assign a label to end users which is related to a particular
type of pharmaceutical. In this example, the medical pro-
fessional can therefore identify that all end users assigned
the label are to be included in the group.

At block 504, the system receives information to be
transmitted to group of end users. The customer user may
specify information including text, images, audio, video, and
so on as described herein. This information may be specified
using a user interface associated with the system (e.g., the
user interface described in FIGS. 1A-1B). The information
may also be specified using a third party application or
system in communication with the system.

At block 506, the system accesses consent information for
the group. The system accesses stored information reflecting
consent states for each end user included in the group.

At block 508, the system transmits information to a
subset, or all, of the end users. Each end user who has
provided affirmative consent may be provided a message,
such as a text message, which reflects the received infor-
mation.

At block 510, the system may, as an example, transmit
consent messages to remaining end users. The system may
automatically provide consent messages to end users who
have not provided affirmative consent. A particular remain-
ing end user may therefore provide affirmative consent (e.g.,
provide a text message including ‘YES”). In some embodi-
ments, the system may queue a message for transmission to
the remaining end users. In these embodiments, the particu-
lar remaining end users may thus receive the message upon
providing affirmative consent. In some embodiments, the
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consent message may be customized to indicate that the end
users have messages which are waiting to be transmitted, or
may be even further customized to indicate the nature of the
messages to be transmitted (without disclosing private infor-
mation). In this way, the end users may identify that specific
information for them is available.

The description above focused on providing an announce-
ment to a multitude of users. In some embodiments, the
system may allow for sending mass consent messages to the
end users. Thus, a customer user may select a multitude of
end users and the system may provide consent messages to
these users. The system may then update consent states
associated with the end users based on received responses.
Non-limiting examples of such mass messages may relate,
for example, to recall of or newly available generic substi-
tutes for particular pharmaceuticals associated with the
group.

FIG. 6 is a flowchart of an example process 600 for
enforcing compliance based on consent messages and pri-
ority information. For convenience, the process 600 will be
described as being performed by a system of one or more
computers (e.g., the consent automation system 100).

At block 602, the system receives selection of an end user
and at block 604 the system receives a priority level asso-
ciated with information to be provided to the end user. A
customer user may specify information indicative of a
priority level. For example, a user interface used by the
customer user may allow for a selection of a priority level
from a multitude of priority levels. As another example, the
priority level may reflect an importance which may be
assigned. For example, messages may be assigned a nominal
importance. In this example, the customer user may specify
that a message to be sent to the end user is of a greater
importance.

At block 606, the system provides a consent message to
the end user if no consent has been received. The system
identifies a consent state for the end user, and if no affir-
mative consent has been received, the system provides a
standardized consent message to the end user as described
herein.

At block 608, the system causes an additional confirma-
tion request to be provided to the end user based on the
priority level. For example, since the messages described
herein may be provided as insecure text messages, the
system may provide a challenge question to the end user.
The specific additional confirmation request may depend on
the priority level. For example, a higher priority level may
require more complex challenge questions and/or may
require biometric confirmation.

In some embodiments, the challenge question may be
specified by a customer user based on stored information
regarding the end user. As an example, a doctor may request
that the end user identify that the end user provide infor-
mation which would be unknown to other persons. In some
embodiments, the system may access information associated
with the end user and generate a challenge question. In some
embodiments, the challenge question and accessed informa-
tion may not include protected health information. An
example challenge question may therefore not include spe-
cific identifying information associated with the end user
and may instead relate to features of the end users (e.g.,
‘What, if any, medical procedure did you receive last year”).

In some embodiments, the system may request biometric
confirmation. For example, the system may be in commu-
nication with an application executing on a user device
utilized by the end user. Example biometric confirmation
may include confirmation of the end user’s face, thumbprint,
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fingerprint, voice signature, and so on. The application
maybe known to be associated with a phone number used by
the user device of the end user. The application may thus
provide confirmation information to the system which con-
firms an identity of the end user. In some embodiments, the
application may output an alphanumeric code which the end
user may provide to the system. For example, the end user
may provide the code in a message to be transmitted to a
phone number associated with the system.

At block 610, the system enables messaging of the end
user. Based on receipt of affirmative consent and correct
responses to the challenge request, the system may allow for
messaging of the end user.

Example User Interfaces

FIGS. 7A-9C and 11A-1D illustrate example user inter-
faces which may be used by customer users associated with
an entity. The user interfaces may be presented via a browser
executing on a user device of a customer user. The user
interfaces may also be presented by software or an applica-
tion executing on the user device of the customer user.

FIG. 7A is an example user interface 700 illustrating
identification of an end user who is to be messaged. FIG. 7A
includes an input portion 702 usable to specify information
identifying an end user. The information may include a
phone number of the end user. The information may also
include a name of the end user.

In some embodiments, the input portion 702 may allow
for specification of a query usable to identify the end user.
For example, a customer user may specify features of the
end user. The features may, as an example, be stored by the
consent automation system 100. For example, an entity may
have the features of end users they prefer to contact. These
features may be uploaded or otherwise provided to the
system 100. In some embodiments, identifying a specific
end user based on features may be performed locally on a
user device of the customer user. For example, locally stored
information may be accessed and used to identify a phone
number or name of the end user. In this way, the customer
user may search for an end user who has recently purchased
a particular pharmaceutical without the system 100 having
access to that information.

FIG. 7B is an example user interface 700 illustrating a
selectable option 710 to provide consent messages. Upon
selection of an end user, the user interface 700 has updated
to allow for sending of consent messages to the end user. As
illustrated, the user interface 700 identifies a phone number
which will be used to send messages to the end user in
portion 704. The consent automation system 100 may allow
an entity to use one or more phone numbers to transmit, and
receive, messages. In some embodiments, each customer
user may have his’her own phone number. In some embodi-
ments, the phone number used may vary for the customer
user.

The user interface 700 additionally includes chat window
706 which may present a chat history with the end user. In
some embodiments, the chat history may reflect a chat
history using a certain phone number 704. In some embodi-
ments, the chat history may reflect a chat history using any
phone number associated with the entity.

The user interface 700 further includes detailed informa-
tion 708 for the end user. Example detailed information 708
includes a consent state for the end user, which in the
illustrated example indicates that affirmative consent has not
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been received, and in the example has not been requested.
Thus, the customer user is restricted to interacting with the
selectable option 710.

FIG. 7C is an example user interface 70 illustrating
receipt of an incorrect response message 714 and maintain-
ing the selectable option 710. In the illustrated example, the
customer user has provided a consent message 712 which is
reflected in the chat window 706. In response, the end user
has provided a response message 714 from his/her user
device. For example, the end user has used his/her mobile
device to text the response message 714 to the customer
phone number 704.

The provided response message 714 includes the text,
“AYE.” As identified in the consent message 712, the end
user is required to respond with “YES.” Thus, the consent
automation system 100 may not update the consent state for
the end user. As illustrated, the selectable option 710
remains in the user interface 700. In some embodiments, the
consent automation system 100 may only update the consent
state if the response message 714 includes the exact terms or
phrase required in the consent message 712. Thus, if the
response message included the following text, “YES AYE,”
the system 100 may not update the consent state for the end
user.

FIG. 7D is an example user interface 700 illustrating
receipt of an affirmative consent response message 716. As
illustrated, the end user has provided a message 716 with the
required text, “YES.” In some embodiments, the system 100
may ignore case sensitivity. The system 100 has then auto-
matically provided message 718 to indicate further infor-
mation. The user interface 700 has additionally updated to
reflect that the customer user can enter arbitrary information.
For example, input portion 720 is now accessible to the
customer user. Additionally, the detailed information 708
has updated to reflect the updated consent state for the end
user. The updated consent state has been recorded at a
particular time (e.g., “7/3/2020 @ 7:56 am”). In this way, the
system 100 may store precise times at which consent was
authorized.

FIG. 7E is an example user interface illustrating a whisper
message 722 used for communications between customer
users. The customer user may provide information to other
customer users associated with a same entity. For example,
the customer user may specify certain text (e.g., ‘/whisper”)
in the input portion 720, or select a certain user interface
option, to provide a message to other customer users. This
message may be accessible to the other customer users using
user interface 700. In this way, customer users for a same
entity may communicate with each other in the chat window
used to communicate with an end user. For example, the
customer users may discuss aspects associated with the end
user in the chat window with the discussion being hidden
from the end user.

FIGS. 8A-8D are example user interfaces illustrating
preparation of an announcement to one or more end users.
FIG. 8A illustrates an example user interface 800 for pro-
viding an announcement to end users. The user interface 800
includes a first portion 802 which allows for specification of
information to be used in the announcement. Example
information includes a title, message, and/or attachments.

FIG. 8B illustrates the user interface 800 as including a
second portion 804. The second portion 804 may allow for
selection of end users to receive the announcement. As
illustrated a particular end user has been selected (e.g.,
‘Name A’). The second portion 804 allows for searching of
contacts according to name, phone number, or other iden-
tifying information or features. In some embodiments, the
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user interface 800 may identify whether the end users have
provided affirmative consent. For example, the user interface
800 may include textual information, or graphical informa-
tion (e.g., a graphical symbol), proximate to each end user
indicating a consent state.

FIG. 8C illustrates the user interface as including a third
portion 806. The third portion 806 allows for selection of a
conversation status, conversation assignment (e.g., an
assignment to a specific customer user), a specification of a
specific announcement reply time, and so on. The announce-
ment reply time may indicate an amount of time an end user
has to respond to an announcement for the reply to count as
a reply. As illustrated in FIGS. 9A-9C, the system 100 may
track metrics. An example metric may therefore reflect an
extent to which end users respond to particular, or all,
announcements.

FIG. 8D illustrates the user interface as including a fourth
portion 808. The fourth portion 808 allows for the customer
user to send the announcement to the end users. The
customer user may also schedule a time at which the
announcement is to be sent. As described in FIG. 5, in some
embodiments the system 100 may validate that each end
user selected for the announcement has received affirmative
consent.

FIGS. 9A-9C are example user interfaces 900 illustrating
example metrics associated with messaging. FIG. 9A illus-
trates example metrics which are determined by the consent
automation system 100. Example metrics may be included
in portion 902. The metrics may be filtered according to
organization or department associated with an entity.
Example metrics may relate to a time to respond, a time to
first response, a time to resolution, active agents, and active
contacts.

FIG. 9B illustrates additional metrics in portion 904.
Example additional metrics may relate to unassigned con-
versations, contacts waiting, longest wait, unresolved con-
versations, resolved conversations, average messages to
resolve, activate conversations, assigned conversations, new
conversations, inbound messages, outbound messages, auto-
mations sent (e.g., messages automatically sent as described
in FIG. 3C), and so on.

FIG. 9C illustrates detailed graphical representation of
specific metrics. For example, a customer user may select
amongst options 906 to view a graphical representation of
the selected metric. The graphical representation may vary
according to time, which the customer user may select (e.g.,
‘daily’, weekly, monthly, and so on).

Manual Override

As described herein, the consent automation system 100
may ensure that end users have affirmatively consented to
receiving sensitive information via insecure communication
techniques. For example, the system 100 may disallow
arbitrary messaging of an end user until the end user has
provided an affirmative response to a consent message. In
this example, the affirmative response may be provided as a
text message to the consent automation system 100 (e.g., a
phone number associated with the system 100).

As an example of disallowing arbitrary messaging, a user
interface presented to a customer user may constrain actions
available to the customer user. For example, the customer
user may be unable to provide arbitrary messaging to an end
user who has not consented to receiving sensitive informa-
tion. Instead, and as illustrated in FIG. 7B, the customer user
may be limited to interacting with a selectable object which
triggers transmission of a consent message. As another
example of disallowing arbitrary messaging, a messaging
application may be used by a customer user. For this
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example, the customer user may attempt to message an end
user who has not yet provided affirmative consent. The
consent automation system 100 may respond to an API
request or call from the messaging application, or outside
system associated with the messaging application, indicating
that the end user has not provided consent. The attempted
message may thus be discarded, and a consent message may
be provided to the end user. In some embodiments, the
consent automation system 100 may be used to route mes-
sages to end users and may discard the attempted message.

In the examples described above, the consent automation
system 100 may access consent states associated with end
users to determine whether affirmative consent has been
received. A consent state may, in some embodiments, be set
to a default of negative upon any creation, or importation, of
an end user into the system 100. Negative may represent a
lack of affirmative consent. Upon receipt of affirmative
consent for an end user, such as via an affirmative response
to a consent message, the system 100 may set a consent state
for the end user to positive. Positive may represent receipt
of affirmative consent. Thus, customer users may be able to
provide arbitrary messages to the end user.

In some embodiments, the consent automation system
100 may allow for manual updating, or adjusting, of a
consent state stored by the system 100 (herein referred to as
‘manual override’). For example, a customer user may
override an end user’s consent state to reflect a positive or
negative consent state. As will be described, the customer
user may use a user interface to override the consent state.
With respect to updating the consent state of the end user to
be positive, the user interface may initially disallow arbi-
trary messaging of the end user. Instead, the user interface
may limit the customer user to causing transmission of a
consent message to the end user. The customer user may
interact with a user interface portion to manually update the
consent state to be positive. Thus, the customer user may
subsequently provide arbitrary messages to the end user.

In this way, the user interface ensures that accidental
transmission of sensitive information is avoided. For
example, without the user interface limiting the above-
described customer user’s actions, the customer user could
transmit an arbitrary message which includes sensitive infor-
mation. In this example, and with respect to medical infor-
mation, the customer user’s actions may result in a HIPAA
violation.

While the techniques described below relate to manual
override of a consent state, in some embodiments an auto-
mated updating may be used. As an example, a software
agent or application may analyze correspondence or written
materials associated with an end user. Example correspon-
dence may include email messages, text messages, applica-
tion-based messaged (e.g., SLACK), and so on. Example
written materials may include a signed contract or agree-
ment. With respect to written materials, the system 100 may
obtain scans or images of the materials and may obtain text
within the scans or images (e.g., via object character rec-
ognition or other techniques).

Within the above-described correspondence or written
materials the end user may have provided affirmative con-
sent to receiving sensitive information via insecure commu-
nication techniques. For example, correspondence between
a customer user (e.g., an employee of a pharmacy) and an
end user (e.g., a patient) may have previously occurred
which did not use the consent automation system 100. Thus,
the system 100 may receive the correspondence (e.g., as an
upload) and analyze the correspondence to determine
whether affirmative consent has been received. For example,
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the system 100 may determine whether the end user
responded ‘YES,” or responded with a different affirmative
response, to a consent message as described herein.

In the above-described example, the system 100 may thus
automatically set the end user’s consent state to be positive
from a prior negative consent state. In some embodiments,
this automatic setting may occur such that a customer user
can arbitrarily message the end user. In some embodiments,
the customer user may be initially blocked from arbitrary
messaging. For example, a user interface (e.g., the user
interface of FIG. 11A) may indicate a lack of affirmative
consent and disallow arbitrary messaging. In this example,
the user interface may then present information indicating
that consent may have been received based on automated
analyses of stored information. For example, the user inter-
face may present a portion of correspondence which
includes the end user’s affirmative consent. In this way, the
customer user may validate the correctness of such auto-
mated analyses. Upon validation, for example by interacting
with a selectable object, the system 100 may update the user
interface to allow arbitrary messaging.

The description above, and below, with respect to use of
a manual override may, in some embodiments, be under-
stood to include aspects of the remaining disclosure herein.
For example, the description of FIGS. 1A-9C may be used
to form an understanding of the below. In some embodi-
ments, the manual override option and/or functionality
thereof may be used in combination with the description of
FIGS. 1A-9C. As an example, the description below focuses
on use of a user interface (e.g., of a digital messaging tool).
In some embodiments, and as described above, the tech-
niques associated with manual override may be utilized with
an intelligent personal assistant. For example, a customer
user may provide verbal confirmation that an end user’s
consent state is to be overridden (e.g., from negative to
positive).

FIG. 10 is a flowchart of an example process 1000 for
enforcing compliance with manual override. For conve-
nience, the process 1000 will be described as being per-
formed by a system of one or more computers (e.g., the
consent automation system 100).

At block 1002, the system causes presentation of an
interactive user interface. As described with respect to at
least FIG. 3A, a customer user associated with an entity may
leverage a user interface to provide messages to end users.
For example, the user interface may be associated with a
digital messaging tool. The user interface may be provided,
for example as web information, for rendering on a user
device of the customer user. The user interface may also be
presented via an application executing the user device and
the system may provide information for inclusion in the user
interface.

At block 1004, the system responds to selection of an end
user. The user interface may be used to select an end user to
receive messaging from the customer user. For example, and
as described herein with respect to at least FIG. 7A, the
customer user may access contact information for the end
user.

Optionally, the end user may be newly created within the
system. For example, the customer user may provide infor-
mation associated with the end user. Example information
may include a name, phone number or other contact infor-
mation, and so on. In this example, and as described herein,
the system may set a consent state for the end user to be
negative.

At block 1006, the system identifies a negative consent
state for the end user. As described above, with respect to at
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least FIG. 3 A, the system may determine a consent state for
the end user. In the example of FIG. 10, the system identifies
the consent state as being negative and thus reflecting a lack
of affirmative consent to receiving arbitrary messaging. As
described above, the customer user may be constrained to
causing transmission of a standardized consent message to
the end user (e.g., via a user interface option, such as
illustrated in FIG. 7B). In some embodiments, the system
may automatically transmit the standardized consent mes-
sage based on the end user’s consent state being negative.

As described herein, the negative consent state may
indicate that the end user has not yet responded to a consent
message provided to the end user. The negative consent state
may also indicate that the end user is newly created and thus
has not yet received a consent message. In some embodi-
ments, the negative consent state may indicate that the end
user has provided information indicating he/she does not
authorize receipt of sensitive information. For example, the
end user may have responded negatively to a consent
message. As another example, the end user may have
revoked previously provided affirmative consent. In some
embodiments, the customer user may override the end user’s
consent state to be positive and thus reflect receipt of
affirmative consent (e.g., externally provided affirmative
consent).

At block 1008, the system presents a selectable, or
otherwise interactable, option associated with manually
overriding the consent state. The customer user may have
access to information indicating that affirmative consent has
been received (e.g., affirmative consent was provided exter-
nally). For example, the end user may have provided verbal
affirmative consent in a phone call with the customer user.
As another example, the customer user may have access to
written materials (e.g., a contract, agreement) executed by
the end user which authorizes receipt of sensitive informa-
tion via insecure messaging (e.g., texting). An example of
the selectable option is illustrated in FIGS. 11B-11C and
described below. In some embodiments, the customer user
may provide verbal authorization to override the consent
state or provide other types of user input as described herein.

In some embodiments, the system may record information
indicative of the affirmative consent. For example, and with
respect to written materials, the customer user may take an
image of the written materials. In this example, the image
may be stored by the system as being associated with the end
user. As another example, and with respect to a phone call,
in some embodiments the phone call may be routed through
the system 100 (e.g., via voice over IP). The system may
optionally analyze the audio (e.g., using a machine learning
model, such as a neural network) to identify a portion of the
audio indicative of affirmative consent. The system may also
allow the customer user to select a portion of the audio
which is indicative of affirmative consent. Thus, the system
may optionally store a portion of the phone call which
includes the end user providing affirmative consent.

At block 1010, the system receives input to manually
override the consent state and enables arbitrary messaging of
the end user. The system may receive information indicating
selection of the manual override option. For example, the
customer user may provide user input to the user interface to
identify that affirmative consent has been received. In
response, the system may update the consent state for the
customer user to reflect a positive consent state. For
example, the system may update the consent state as stored
in one or more databases (e.g., database 208) to be positive.
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Based on the positive consent state, the system may cause
the user interface to update to allow for arbitrary messaging
of the customer user.

While process 1000 focused on use of a user interface,
such as the front-end of a digital messaging tool, in some
embodiments the process 1000 may be utilized for arbitrary
messaging applications. For example, and as described
herein, a messaging application may utilize functionality of
the system via an application programming interface (API).
In this example, the messaging application may provide a
request to the system 100 to identify a consent state of the
end user. If the consent state is negative, the messaging
application or system 100 may disallow arbitrary commu-
nications with the end user. As described above, the cus-
tomer user may thus cause the end user’s consent state to be
manually updated. For example, the messaging application
may provide an API call or request to trigger an update to the
end user’s consent state. In this example, the messaging
application may optionally provide, or optionally be
required to provide by the system, a record indicative of
affirmative consent (e.g., a portion of audio, an image of an
agreement, and so on). For example, the system may cause
the messaging application to present a prompt or request for
information. In this example, the customer user may respond
to the prompt or request with the record. Subsequently, the
customer user may be allowed to provide arbitrary messag-
ing to the end user.

FIG. 11A is an example user interface 1100 illustrating
identification of an end user who is to be messaged. The user
interface 1100, which may be similar to the user interfaces
described herein (e.g., user interface 700), is presenting
messaging with an end user 1102. Profile information 1104
for the end user is included in the example user interface
1100. In the illustrated example, the end user 1102 has
provided an initial message 1106 to a customer user. As
described herein, consent states for end users may be
defaulted to negative. Thus, since in this example the
message 1106 represents an initial interaction with the end
user 1102, the end user’s consent state is negative. Thus, the
user interface 1100 is presenting a standardized consent
message 1108 as described herein.

User interface includes 1100 selectable object 1110 which
may be utilized to override the consent state. For example,
and as illustrated in FIGS. 11B-11D, the customer user may
adjust the end user’s 1102 consent state to be positive.

FIGS. 11B-C are example user interfaces 1100 illustrating
interaction with a manual override option. In FIG. 11B, the
user interface 1100 has been updated to present object 1112.
For example, object 1112 may be presented in the user
interface 1100 upon interaction with object 1110 in FIG.
11A. In some embodiments, the object 1112 may be pre-
sented as a drop-down menu or other user interface portion.
With respect to a drop-down menu, FIG. 11C illustrates a
customer user as having selected an option 1114 indicative
of affirmative consent (e.g., ‘consent given externally’
option). As described above, this selection may represent the
customer user manually overriding the present consent state
for the end user. In the illustrated example, the customer user
has sent the consent state to be positive. As described herein,
the positive consent state may represent that the end user has
affirmatively consented to receiving sensitive information,
or arbitrary information, via text messaging.

While not illustrated, the customer user can similarly
override the consent state for the end user to be negative. For
example, the present consent state for the end user may be
positive and customer user may have external information
indicating that the end user prefers to revoke consent. Thus,
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the customer user can cause the consent state to be updated
(e.g., in database 208) to be negative. As described herein,
the user interface 100 may be configured to present a current
consent state for the end user such that the customer user
may quickly ascertain the consent state.

While not illustrated, in some embodiments the user
interface may include a request for information recording
the overriding of the end user’s consent state (e.g., manual
consent by the customer user). As an example, the user
interface may include a drag and drop portion on which the
customer user may drag a file (e.g., a record) which records,
or otherwise indicates, affirmative consent provided by the
end user.

FIG. 11D is an example user interface 1100 illustrating
arbitrary messaging with the end user. Upon selection that
consent was provided externally, for example via object
1114, the system 100 may update (e.g., override) the consent
state for the end user. For example, the consent state may be
set to positive. Based on the positive consent state, the user
interface 1100 may thus update to allow for arbitrary mes-
saging of the end user.

In some embodiments, upon a customer user manually
overriding the consent state for the end user, a message may
be provided to the end user reflecting that affirmative con-
sent was received. The end user may then respond indicating
that affirmative consent should be revoked. For example, the
end user may respond using negative language to dispute, or
revoke, affirmative consent. The system 100 may then
update the end user’s consent to be negative, and the
customer user may be limited to providing a standardized
consent message or may be disallowed from messaging the
end user.

Additional Embodiments

All of the processes described herein may be embodied in,
and fully automated, via software code modules executed by
a computing system that includes one or more computers or
processors. The code modules may be stored in any type of
non-transitory computer-readable medium or other com-
puter storage device. Some or all the methods may be
embodied in specialized computer hardware.

Many other variations than those described herein will be
apparent from this disclosure. For example, depending on
the embodiment, certain acts, events, or functions of any of
the algorithms described herein can be performed in a
different sequence or can be added, merged, or left out
altogether (for example, not all described acts or events are
necessary for the practice of the algorithms). Moreover, in
certain embodiments, acts or events can be performed con-
currently, for example, through multi-threaded processing,
interrupt processing, or multiple processors or processor
cores or on other parallel architectures, rather than sequen-
tially. In addition, different tasks or processes can be per-
formed by different machines and/or computing systems that
can function together.

The various illustrative logical blocks and modules
described in connection with the embodiments disclosed
herein can be implemented or performed by a machine, such
as a processing unit or processor, a digital signal processor
(DSP), an application specific integrated circuit (ASIC), a
field programmable gate array (FPGA) or other program-
mable logic device, discrete gate or transistor logic, discrete
hardware components, or any combination thereof designed
to perform the functions described herein. A processor can
be a microprocessor, but in the alternative, the processor can
be a controller, microcontroller, or state machine, combina-

10

15

20

25

30

35

40

45

50

55

60

65

32

tions of the same, or the like. A processor can include
electrical circuitry configured to process computer-execut-
able instructions. In another embodiment, a processor
includes an FPGA or other programmable device that per-
forms logic operations without processing computer-execut-
able instructions. A processor can also be implemented as a
combination of computing devices, for example, a combi-
nation of a DSP and a microprocessor, a plurality of micro-
processors, one Oor more Mmicroprocessors in conjunction
with a DSP core, or any other such configuration. Although
described herein primarily with respect to digital technol-
ogy, a processor may also include primarily analog compo-
nents. For example, some or all of the signal processing
algorithms described herein may be implemented in analog
circuitry or mixed analog and digital circuitry. A computing
environment can include any type of computer system,
including, but not limited to, a computer system based on a
microprocessor, a mainframe computer, a digital signal
processor, a portable computing device, a device controller,
or a computational engine within an appliance, to name a
few.

Conditional language such as, among others, “can,”
“could,” “might” or “may,” unless specifically stated other-
wise, are understood within the context as used in general to
convey that certain embodiments include, while other
embodiments do not include, certain features, elements
and/or steps. Thus, such conditional language is not gener-
ally intended to imply that features, elements and/or steps
are in any way required for one or more embodiments or that
one or more embodiments necessarily include logic for
deciding, with or without user input or prompting, whether
these features, elements and/or steps are included or are to
be performed in any particular embodiment.

Disjunctive language such as the phrase “at least one of X,
Y, or Z,” unless specifically stated otherwise, is understood
with the context as used in general to present that an item,
term, etc., may be either X, Y, or Z, or any combination
thereof (for example, X, Y, and/or 7). Thus, such disjunctive
language is not generally intended to, and should not, imply
that certain embodiments require at least one of X, at least
one of Y, or at least one of Z to each be present.

Any process descriptions, elements or blocks in the flow
diagrams described herein and/or depicted in the attached
figures should be understood as potentially representing
modules, segments, or portions of code which include one or
more executable instructions for implementing specific logi-
cal functions or elements in the process. Alternate imple-
mentations are included within the scope of the embodi-
ments described herein in which elements or functions may
be deleted, executed out of order from that shown, or
discussed, including substantially concurrently or in reverse
order, depending on the functionality involved as would be
understood by those skilled in the art.

Unless otherwise explicitly stated, articles such as “a” or
“an” should generally be interpreted to include one or more
described items. Accordingly, phrases such as “a device
configured to” are intended to include one or more recited
devices. Such one or more recited devices can also be
collectively configured to carry out the stated recitations.
For example, “a processor configured to carry out recitations
A, B and C” can include a first processor configured to carry
out recitation A working in conjunction with a second
processor configured to carry out recitations B and C.

It should be emphasized that many variations and modi-
fications may be made to the above-described embodiments,
the elements of which are to be understood as being among
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other acceptable examples. All such modifications and varia-
tions are intended to be included herein within the scope of
this disclosure.

What is claimed is:

1. A method implemented by a system of one or more
computers, the method comprising:

causing presentation of an interactive user interface to a

customer user, the interactive user interface enabling
messaging with one or more end users, each end user
being associated with a respective phone number;

receiving, via the interactive user interface, selection of a

particular end user and updating the interactive user
interface to include a selectable option, wherein user
input provided to the selectable option triggers trans-
mission of a standardized consent message to a par-
ticular phone number associated with the particular end
user, the standardized consent message requesting that
the particular end user provide affirmative consent to
receiving sensitive information;

receiving, via the interactive user interface, user input to

indicate receipt of externally provided affirmative con-
sent; and

updating the interactive user interface, wherein the

updated interactive user interface includes an input
portion configured to receive arbitrary information for
transmission to the particular phone number.

2. The method of claim 1, wherein messaging with the one
or more end users comprises messaging via SMS or MMS
text messages.

3. The method of claim 1, wherein a consent state is
maintained for the end user, and wherein receiving user
input comprises receiving, via a drop-down menu presented
in the interactive user interface, selection of an option to
manually override the consent state to reflect affirmative
consent.

4. The method of claim 1, further comprising:

maintaining, in one or more databases, respective consent

states associated with the end users, each consent state
reflecting whether affirmative consent has been
received,

wherein actions performable via the interactive user inter-

face are constrained based on the consent state.

5. The method of claim 4, wherein the consent state
associated with the particular end user reflects a lack of
affirmative consent, and wherein the interactive user inter-
face limits messaging actions to interactions with the select-
able option until receipt of the user input.

6. The method of claim 1, further comprising:

obtaining a record reflecting receipt of affirmative consent

from the particular end user; and

storing the record as being associated with the particular

end user.

7. The method of claim 1, further comprising:

transmitting, to the particular phone number, a confirma-

tion message indicating receipt of affirmative consent.

8. The method of claim 7, further comprising:

receiving, from the particular phone number, a different

message indicating revocation or dispute associated
with affirmative consent; and

updating a consent state of the particular end user to

reflect loss of affirmative consent.

9. A system comprising one or more computer systems
and non-transitory computer storage media storing instruc-
tions that when executed by the one or more computer
systems, cause the one or more computer systems to perform
operations comprising:
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receiving, from a customer user device via a network, a
request to access a digital messaging tool; and

causing rendering, via the customer user device, of an
interactive user interface associated with the digital
messaging tool, wherein the interactive user interface:

responds to selection of an end user configured to receive
text messages, wherein the selection triggers access, by
the system, to one or more databases storing a consent
state for the end user, the consent state indicating that
affirmative consent has not been received from a phone
number associated with the end user;

based on the consent state being negative, presents a
selectable object to override the consent state, wherein
overriding indicates that the end user externally pro-
vided affirmative consent, wherein the interactive user
interface disallows arbitrary messaging of the end user;

receives user input via the selectable object to override the
consent state, wherein the consent state is updated to be
positive; and

updates to include an input portion in which arbitrary
information may be input, wherein input of arbitrary
information is transmitted to the phone number as a text
message.

10. The system of claim 9, wherein the interactive user
interface:

receives search information usable to identify the end user
from a plurality of end users, wherein the system stores
identifying information associated with the end users in
the one or more databases.

11. The system of claim 9, wherein the digital messaging
tool is a web application accessible via the network, and
wherein the system stores profile information for a plurality
of customer users associated with an entity, wherein the
customer users include a customer user associated with the
customer user device.

12. The system of claim 9, wherein the interactive user
interface:

receives, from the phone number, a different reply mes-
sage indicating revocation, or dispute, of affirmative
consent; and

updates to remove the input portion.

13. The system of claim 9, wherein the selectable object
is a drop-down menu.

14. The system of claim 9, wherein the interactive user
interface:

updates to include a portion on which a record of the
externally received affirmative consent is configured to
be provided.

15. A system comprising one or more computer systems
and non-transitory computer storage media storing instruc-
tions that when executed by the one or more computer
systems, cause the one or more computer systems to perform
operations comprising:

causing presentation of an interactive user interface to a

customer user, the interactive user interface enabling
messaging with one or more end users, each end user
being associated with a respective phone number;

receiving, via the interactive user interface, selection of a
particular end user and updating the interactive user
interface to include a selectable option, wherein user
input provided to the selectable option triggers trans-
mission of a standardized consent message to a
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particular phone number associated with the particular
end user, the standardized consent message requesting
that the particular end user provide affirmative consent
to receiving sensitive information;

receiving, via the interactive user interface, user input to

indicate receipt of externally provided affirmative con-
sent; and

updating the interactive user interface, wherein the

updated interactive user interface includes an input
portion configured to receive arbitrary information for
transmission to the particular phone number.

16. The system of claim 15, wherein messaging with the
one or more end users comprises messaging via SMS or
MMS text messages.

17. The system of claim 15, wherein a consent state is
maintained for the end user, and wherein receiving user
input comprises receiving, via a drop-down menu presented
in the interactive user interface, selection of an option to
manually override the consent state to reflect affirmative
consent.
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18. The system of claim 15, wherein the operations further
comprise:
obtaining a record reflecting receipt of affirmative consent
from the particular end user; and
storing the record as being associated with the particular
end user.
19. The system of claim 15, wherein the operations further
comprise:
transmitting, to the particular phone number, a confirma-
tion message indicating receipt of affirmative consent.
20. The system of claim 19, wherein the operations further
comprise:
receiving, from the particular phone number, a different
message indicating revocation, or dispute, of affirma-
tive consent; and
updating a consent state of the particular end user to
reflect loss of affirmative consent.
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