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ROBOT ASSISTANCE FOR DETECTING, 
MANAGING, AND MITIGATING RISK 

BACKGROUND 

0001. The specification relates to using a robot to prevent 
risk to a user. 
0002 Travelling can be difficult for people with visual 
impairment because they may not be aware of dangerous or 
uncomfortable situations that are near them. Drops, objects, 
and obstacles pose a threat to the blind person’s safety. 
Although a guidance system might consider these dangers, 
there is no guarantee that the guided person will follow the 
guidance closely enough. Any deviations from the guided 
path might be a potential danger. In addition, the dangers may 
change, such as when a visually impaired user tries to move 
near sighted people because they can move in a very dynamic 
fashion. In the presence of a crowd the blind person could feel 
uncomfortable of the many people quickly passing nearby. 
0003. Existing solutions involve a blind person holding a 
robot with one or two hands. The robot moves towards a 
direction and the person follows it. Since the robot is between 
the user and the environment, in case of a danger Such as a 
crowd the robot receives the first impact, thus saving the user 
from dangers directly in front of the user. However, the robot 
does nothing to protect the user against dangers or uncom 
fortable situations that can appear from other directions. 

SUMMARY 

0004. According to one innovative aspect of the subject 
matter described in this disclosure, a system for preventing 
risk to a user is described. The system includes a processor 
and a memory storing instructions that, when executed, cause 
the system to: identify a point of interest, determine whether 
the point of interest is a risk for a user with visual impairments 
based on the user's position, responsive to a first predeter 
mined threshold for distance being met, determine where to 
move a robot to mitigate the risk to the user, and instruct the 
robot to move to a new location. 
0005. In general, another innovative aspect of the subject 
matter described in this disclosure may be embodied in meth 
ods that include monitoring, with one or more processors, for 
a risky situation, identifying a point of interest, determining 
whether the point of interest is a risk for a user with visual 
impairments based on the user's position, responsive to a first 
predetermined threshold for distance being met, determining 
where to move a robot to mitigate the risk to the user, and 
instructing the robot to move to a new location. 
0006. Other aspects include corresponding methods, sys 
tems, apparatus, and computer program products for these 
and other innovative aspects. 
0007. These and other embodiments may each optionally 
include one or more of the following operations and features. 
For instance, the operations include: estimating a degree of 
risk based on risk factors by assigning a score to the point of 
interest based on a path associated with the user; determining 
whether to warn the user and responsive to determining to 
warn the user, providing a warning to the user, determining 
whether to warn the user and responsive to determining not to 
warn the user, identifying a point of interest; responsive to a 
second predetermined threshold for confidence being met, 
determining where to move the robot to mitigate risk to the 
user, and responsive to a second predetermined threshold for 
confidence failing to be met, identifying a point of interest. 
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For instance, the features include the warning being at least 
one of an auditory warning and a tactile warning; the warning 
being a tactile warning and further comprising transmitting 
the warning to a walking stick that provides the user with 
haptic feedback; and the point of interest comprising at least 
one of a drop, a fixed obstacle, and a mobile object. 
0008 Throughout the disclosure, the term “data” may be 
used to represent any digital data undergoing the transfer 
functions or operations described herein. The digital data may 
include, but is not limited to, network services data, connec 
tivity map data, journey data, user profile data, time synchro 
nicity data, historical journey data, preference hierarchy data, 
dead Zone data, navigation map data, mesh network data, 
velocity data, data to be shared between two or more entities 
(e.g., servers, vehicle systems, mobile client devices, client 
devices, etc.), and data to be transferred between two or more 
entities. 
0009. The disclosure is particularly advantageous in a 
number of respects. For example, the robot can be placed in 
strategic locations to ensure the user's safety and comfort 
from directions other than directly in front of the user. As a 
result, vision-impaired users can live more mobile and active 
lifestyles with decreased risk of injury. 
0010. The advantages of the system described herein are 
provided by way of example, and the system may have 
numerous other advantages. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0011. The disclosure is illustrated by way of example, and 
not by way of limitation in the figures of the accompanying 
drawings in which like reference numerals are used to refer to 
similar elements. 
0012 FIG. 1 is a block diagram illustrating an example 
system for using a robot to prevent risk to a user. 
0013 FIG. 2 is a block diagram illustrating an example 
risk management system. 
0014 FIG. 3 is a block diagram illustrating an example 
scenario where the robot prevents risk to the user. 
0015 FIGS. 4A-4B are a flowchart of an example method 
for using a robot to prevent risk to a user. 

DETAILED DESCRIPTION 

System Overview 

0016 FIG. 1 illustrates a block diagram of some embodi 
ments of a system 100 for using a robot to prevent risk to a 
user. The system 100 includes a server 107 communicatively 
coupled to a network 105 via signal line 104, a robot 190 
communicatively coupled to the network 105 via signal line 
118, and another optional robot 190 communicatively 
coupled to the network 105 via signal line 120. A user 101 is 
communicatively coupled to the robot(s) 190 via signal line 
120 and optionally signal line 122. 
0017 While FIG. 1 illustrates one user 101 and one server 
107, the disclosure applies to a system architecture including 
one or more users 101 and one or more servers 107. Further 
more, although FIG. 1 illustrates one network 105 coupled to 
the entities of the system 100, in practice one or more net 
works 105 of various types may be connected to these entities. 
0018. The network 105 can be a conventional type, wired 
or wireless, and may have numerous different configurations 
including a star configuration, token ring configuration, or 
other configurations. Furthermore, the network 105 may 
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include a local area network (LAN), a wide area network 
(WAN) (e.g., the Internet), or other interconnected data paths 
across which multiple devices may communicate. In some 
embodiments, the network 105 may be a peer-to-peer net 
work. The network 105 may also be coupled to or includes 
portions of a telecommunications network for sending data in 
a variety of different communication protocols. In some 
embodiments, the network 105 includes Bluetooth R commu 
nication networks or a cellular communications network for 
sending and receiving data including via short messaging 
service (SMS), multimedia messaging service (MMS), 
hypertext transfer protocol (HTTP), direct data connection, 
WAP, e-mail, etc. In some embodiments, the network 105 
may include a GPS satellite for providing GPS navigation to 
the robot 190. The network 105 may be a mobile data net 
work, for example, 3G, 4G, LTE, Voice-over-LTE 
(“VoITE), or any other mobile data network or combination 
of mobile data networks. In some embodiments, the network 
105 may be a combination of different networks. 
0019. The robot 190 may be a computing device that 
includes a memory and a processor, for example, a laptop 
computer, a desktop computer, a tablet computer, a mobile 
telephone, a personal digital assistant ("PDA), a mobile 
e-mail device, a portable game player, a portable music 
player, a connected device or wearable computer (e.g., a 
Smart watch, Smart glasses, fitness tracker, etc.), a television 
with one or more processors embedded therein or coupled 
thereto, a vehicle, or other electronic device capable of 
accessing the network 105. The robot 190 includes a risk 
management system 199. The risk management system 199 
warns a user 101 of certain risks. The user 101 may interact 
with the robot 190 via auditory or haptic notifications. For 
example, where the user 101 is too close to a risk, the risk 
management system 199 instructs the robot 190 to warn the 
user 101 to change directions. In another example, the robot 
190 may use haptic feedback by vibrating in a direction that 
the user 101 should move. Multiple robots 190 may be used to 
warn the user 101 of risks that come from multiple directions 
at the same time. The second robot 190 is depicted with 
dashes to indicate that multiple robots are optional. 
0020. The robot 190 may include functionality to enable a 
user to consume network services. The network services may 
include any service accessible via the network 105. For 
example, the network services include navigation instruc 
tions, streaming audio or video (such as PandoraTM, Spo 
tifyTM, iTunesTM, Google PlayTM, YouTubeTM, etc.), social 
networking (such as FacebookTM, Google+TM, LinkedInTM, 
TinderTM., QQTM, etc.), microblogging (such as TwitterTM. 
TumblrTM., etc.), online chatting (such as SnapChatt M. What 
sAppTM, etc.), online content sharing (such as InstagramTM, 
PinterestTM, etc.), email (such as GmailTM, OutlookTM, 
Yahoo! MailTM, etc.), file sharing (such as DropBoxTM, 
Google DriveTM, MS One DriveTM, EvernoteTM, etc.), calen 
dar and scheduling (such as GoogleTM Calendar, MS Out 
lookTM, etc.), etc. 
0021. In some embodiments, the risk management system 
199 is also stored on a server 107. The risk management 
system 199 is depicted with dashed lines in FIG. 1 in order to 
indicate that the risk management system 199 is optionally 
stored on the server 107. The server 107 includes a memory 
and a processor. In one embodiment, the risk management 
system 199 is stored in part on the robot 190 and in part on the 
server 107. For example, the robot 190 transmits information 
about risks to the server 107, which determines whether the 
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risks exceed a threshold and, as a result, whether the user 101 
should be notified. The server 107 may transmit the determi 
nation to the robot 190, which notifies the user. 
0022. The risk management system 199 may include code 
and routines for using the robot to prevent risk to a visually 
impaired user, for example, a blind user. The risk manage 
ment system 199 identifies a point of interest, such as a drop, 
a fixed obstacle, or a mobile object. The risk management 
system 199 determines whether the point of interest is a risk 
for the user based on the user's position. The risk manage 
ment system 199 estimates the degree of risk based on dis 
tance and confidence. If a first predetermined threshold for 
distance and a second predetermined threshold for confidence 
are met, the risk management system 199 determines where 
to move the robot 190 to mitigate risk to the user. In some 
embodiments, the risk management system 199 also instructs 
the robot 190 to provide a warning to the user, such as an 
auditory warning or a tactile warning in the form of vibra 
tions. In some embodiments, the risk management system 
199 transmits an instruction to another device to provide the 
alert. For example, the risk management system 199 transmits 
a haptic alert to a walking Stick or a belt that is configured to 
vibrate in different directions to guide the user away from the 
risk. 
0023. In some embodiments, the risk management system 
199 can be implemented using hardware including a field 
programmable gate array ("FPGA) or an application-spe 
cific integrated circuit (ASIC). In some other embodiments, 
the risk management system 199 can be implemented using a 
combination of hardware and software. The risk management 
system 199 may be stored in a combination of the devices and 
servers, or in one of the devices or servers. 

Example Risk Management System 

0024. Referring now to FIG. 2, an example of the risk 
management system 199 is shown in more detail. FIG. 2 is a 
block diagram of a system 200. The system 200 may be the 
robot 190 or the server 107 in the system 100 illustrated in 
FIG.1. The system 200 includes the risk management system 
199, a processor 225, a communication unit 245, a sensor 247, 
a camera 249, a motor 251, mobile hardware 253, a haptic unit 
265, a speaker 267, and a memory 227, according to some 
examples. The components of the system 200 are communi 
catively coupled by a bus 220. 
0025. The processor 225 includes an arithmetic logic unit, 
a microprocessor, a general-purpose controller, or some other 
processor array to perform computations and provide elec 
tronic display signals to a display device. The processor 225 
is coupled to the bus 220 for communication with the other 
components via a signal line 226. The processor 225 pro 
cesses data signals and may include various computing archi 
tectures including a complex instruction set computer (CISC) 
architecture, a reduced instruction set computer (RISC) 
architecture, or an architecture implementing a combination 
of instruction sets. Although FIG. 2 includes a single proces 
sor 225, multiple processors 225 may be included. Other 
processors, operating systems, sensors, displays, and physi 
cal configurations may be possible. 
0026. The memory 227 stores instructions or data that may 
be executed by the processor 225. The memory 227 is coupled 
to the bus 220 for communication with the other components 
via a signal line 228. The instructions or data may include 
code for performing the techniques described herein. The 
memory 227 may be a dynamic random access memory 



US 2016/0077526 A1 

(DRAM) device, a static random access memory (SRAM) 
device, flash memory, or some other memory device. In some 
embodiments, the memory 227 also includes a non-volatile 
memory or similar permanent storage device and media 
including a hard disk drive, a floppy disk drive, a CD-ROM 
device, a DVD-ROM device, a DVD-RAM device, a DVD 
RW device, a flash memory device, or some other mass stor 
age device for storing information on a more permanent basis. 
0027. As illustrated in FIG. 2, the memory 227 stores risk 
data 292 and confidence data 297. The memory 227 may also 
store other data for providing the functionality described 
herein. 

0028. The risk data 292 may include, but are not limited to, 
data describing risk factors, such as the type of risk (drop, 
fixed obstacle, or mobile object), the distance between the 
user and the risk, and in the case of a mobile object the speed 
of the mobile object, the user's path, and a score assigned to 
each point of interest along the user's path. The risk data 292 
may also include a predetermined threshold distance that is 
used to compare against the distance between the user and the 
risk to determine whether to move the robot to a new location 
between the user and the risk. In some embodiments, the risk 
data 292 is used to determine different gradations of danger. 
For example, the risk data 292 is divided into low-risk and 
high-risk danger areas based on the distance between the user 
and the risk. 

0029. The confidence data 297 may include, but are not 
limited to, data describing confidence regarding the level of 
danger of the risk. For example, where the distance between 
the user and the risk is below a predetermined threshold, the 
confidence is higher than if the distance is above the prede 
termined threshold. In some embodiments, the confidence 
data 297 includes a predetermined threshold for confidence 
that is used to determine whether the robot should be moved 
to a new location. 
0030 The communication unit 245 transmits and receives 
data to and from at least one of the server 107 and the robot 
190 in the system 100. The communication unit 245 is 
coupled to the bus 220 via a signal line 230. In some embodi 
ments, the communication unit 245 includes a port for direct 
physical connection to the network 105 or to another com 
munication channel. For example, the communication unit 
245 includes a USB, SD, CAT-5, or similar port for wired 
communication with other entities in the system 100. In some 
embodiments, the communication unit 245 includes a wire 
less transceiver for exchanging data with other entities in the 
system 100 or other communication channels using one or 
more wireless communication methods, including IEEE 802. 
11, IEEE 802.16, BluetoothR), or another suitable wireless 
communication method. 

0031. In some embodiments, the communication unit 245 
includes a cellular communications transceiver for sending 
and receiving data over a cellular communications network 
including via short messaging service (SMS), multimedia 
messaging service (MMS), hypertext transfer protocol 
(HTTP), direct data connection, WAP e-mail, or another suit 
able type of electronic communication. In some embodi 
ments, the communication unit 245 includes a wired port and 
a wireless transceiver. The communication unit 245 also pro 
vides other conventional connections to the network 105 for 
distribution of files or media objects using standard network 
protocols including TCP/IP, HTTP, HTTPS, and SMTP, etc. 
0032. In the illustrated implementation shown in FIG. 2, 
the risk management system 199 includes a communication 
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module 202, an identification module 204, a distance module 
206, a confidence module 208, a location module 210, and an 
alert module 212. These modules of the risk management 
system 199 are communicatively coupled to each other via 
the bus 220. 
0033. In some embodiments, modules of the risk manage 
ment system 199 can be stored in a single server or device. In 
Some other embodiments, modules of the risk management 
system 199 can be distributed and stored across multiple 
servers or devices. Furthermore, the separation of various 
components, modules, and servers in the embodiments 
described herein should not be understood as requiring Such 
separation in all embodiments. In some embodiments, the 
described components, modules, devices, or servers can gen 
erally be integrated together in a single component, module, 
device, or server. 
0034. The sensor 247 is any device that senses physical 
changes. The sensor 247 is coupled to the bus 220 via signal 
line 232. In one embodiment, the sensor 247 is a motion 
detector. For example, the sensor 247 is a gyroscope that 
measures orientation of the robot 190. In another example, the 
sensor 247 is an accelerometer that is used to measure accel 
eration of the robot 190. In yet another example, the sensor 
247 includes location detection, Such as a global positioning 
system (GPS), location detection through triangulation via a 
wireless network, etc. In some embodiments, the sensor 247 
transmits the location information to the identification mod 
ule 204 and the distance module 206. In other embodiments, 
the sensor 247 stores the location information as part of the 
risk data 292 in the memory 227. 
0035. In some embodiments, the sensor 247 may include a 
depth sensor. In some embodiments, the depth sensor deter 
mines depth using structured light, such as a speckle pattern 
of infrared laser light. In another embodiment, the depth 
sensor determines depth using time-of-flight technology that 
determines depth based on the time it takes a light signal to 
travel between the camera and an object. The depth sensor 
may be used to identify drops and the dimensions of the drops 
including their depth. In some embodiments, the sensor 247 
transmits the depth information to the identification module 
204 and the distance module 206. In other embodiments, the 
sensor 247 stores the depth information as part of the risk data 
292 in the memory 227. 
0036. The camera 249 is a physical device for capturing 
images that is coupled to the bus 220 via signal line 234. In 
one embodiment, the camera 249 captures electronic images. 
The camera 249 includes an image sensor. Such as a charge 
coupled device (CCD) or a complementary metal-oxide 
semiconductor (CMOS) for converting an optical image to 
electrical signals. In one embodiment, the camera 249 sends 
the electrical signals to the identification module 204 via the 
communication module 202 for identification of points of 
interest. In another embodiment, the camera 249 stores the 
electrical signals in the memory 227 as part of the risk data 
292. 

0037. In embodiments where the system 200 is the robot 
190, the system 200 includes the motor 251 and the mobile 
hardware 253. The motor 251 is coupled to the bus 220 via 
signal line 236. The mobile hardware 253 is coupled to the 
bus 220 via signal line 238. The mobile hardware 253 
includes hardware for moving the robot 190, such as wheels. 
The motor 251 includes hardware for powering the mobile 
hardware 253. The motor 251 and the mobile hardware 253 
are used to move the robot 190. For example, the confidence 
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module 208 instructs the motor 251 to drive the mobile hard 
ware 253 to reposition the robot 190 between the user and the 
risk. 
0038. The haptic unit 265 is hardware for generating 
vibrations that is coupled to the bus 220 via signal line 252. 
For example, where the system 200 is the robot 190 that the 
user is in physical contact with, the haptic unit 265 may 
vibrate in different directions to instruct the user to move in 
the direction of the vibration. For example, the haptic unit 265 
includes four vibrating buttons that represent the four cardi 
nal directions of north, South, east, and west. In another 
example, the haptic unit 265 includes eight vibrating buttons 
for more precise direction indicators. The haptic unit 265 
receives instructions about vibrations and patterns from the 
alert module 212 via the communication module 202. 
0039. The speaker 267 is hardware for generating audible 
alerts that is coupled to the bus 220 via signal line 254. For 
example, where the system 200 is a robot 190, the speaker 267 
receives instructions from the alert module 212 via the com 
munication unit 202 to instruct the user to move in a particular 
direction, stop moving because of an imminent danger, etc. 
0040. In some embodiments, each of the modules 202, 
204, 206, 208, 210, and 212 in the risk management system 
199 can be a set of instructions executable by the processor 
225 to provide the functionality described below. In some 
other embodiments, each of the modules 202, 204, 206, 208, 
210, and 212 can be stored in the memory 227 and can be 
accessible and executable by the processor 225 of the system. 
Each of the modules 202,204, 206, 208,210, and 212 may be 
adapted for cooperation and communication with the proces 
sor 225 and other components of the system 200. In some 
embodiments, each of the modules 202, 204, 206, 208, 210, 
and 212 may be adapted to function as one or more thin clients 
that are stored and executed by a processor of the system 200. 
0041. The communication module 202 can be software 
including routines for handling communications between the 
risk management system 199 and other components of the 
system 200. The communication module 202 may be com 
municatively coupled to the bus 220 via signal line 222. The 
communication module 202 sends and receives data, via the 
communication unit 245, to and from one or more of the 
server 107 and the robots 190. For example, the communica 
tion module 202 receives, via the communication unit 245, a 
determination from the risk management system 199 on the 
server 107 that the robot 190 should move to a new location. 

0042. In some embodiments, the communication module 
202 receives data from components of the risk management 
system 199 and stores the data in the memory 227. In some 
embodiments, the communication module 202 retrieves data 
the memory 227 and sends the data to one or more compo 
nents of the risk management system 199. In some embodi 
ments, the communication module 202 may handle commu 
nications between components of the risk management 
system 199. For example, the communication module 202 
receives data from one module and sends the data to another 
module. 

0043. The identification module 204 can be software 
including routines for identifying a point of interest. The 
identification module 204 may be communicatively coupled 
to the bus 220 via signal line 224. 
0044. In some embodiments, the identification module 
204 receives images from the camera 249 via the communi 
cation module 202. The identification module 204 identifies 
the location of the user from the images and points of interest 
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within proximity to the user. For example, the identification 
module 204 identifies a fixed obstacle, such as a road, or a 
mobile object, Such as a person. The identification module 
204 may receive information about a drop from the sensor 
247 via the communication unit 202. For example, the iden 
tification module 204 receives raw information about the 
terrain from the sensor 247 and identifies a drop based on the 
data. In some embodiments, the identification module 204 
instructs the motor 251 to power the mobile hardware 253 to 
change position, and instructs the camera 249 to take addi 
tional pictures to obtain additional information about a point 
of interest. 
0045. The distance module 206 can be software including 
routines for estimating a degree of risk based on risk factors, 
determining a distance between the user and a point of inter 
est, and determining whether the distance exceeds a prede 
termined threshold. The distance module 206 may be com 
municatively coupled to the bus 220 via signal line 226. 
0046. The distance module 206 receives the location of the 
user and points of interest from the identification module 204 
via the communication module 202. The distance module 206 
determines risk factors including a distance between the user 
and the point of interest. For example, the distance module 
206 determines the distance between the user and a person 
that is part of a crowd. 
0047. The distance module 206 retrieves the risk data 292 
including a predetermined threshold and determines whether 
the distance between the user and the point of interest meets 
the threshold. If the distance meets the threshold, the location 
module 210 determines where the robot 190 should be moved 
to mitigate risk to the user. For example, the location module 
210 determines that the robot 190 should move to particular 
coordinates to be positioned between the risk and the user. 
The location may be in front of in back of, or to the side of the 
user. If the distance is below the threshold, in one embodi 
ment, the distance module 206 transmits the distance and any 
other risk data 292 to the confidence module 208. In another 
embodiment, the distance module 206 stores the risk data 292 
in the memory. 
0048. Where the point of interest is a mobile object, in 
some embodiments, the distance module 206 determines risk 
factors relating to the mobile object. For example, the dis 
tance module 206 estimates the path of the user and the path 
of the mobile object to determine whether there will be a 
potential collision in the future if both the user and the mobile 
object continue on the same paths. In some embodiments, the 
distance module 206 also calculates the user's adherence to 
the path and determines multiple distances between the user's 
different paths and the point of interest. For example, if the 
user was walking in a ZigZag pattern, the distance module 206 
might determine that the user is within the threshold for 
distance at certain points in the ZigZag pattern. In another 
embodiment, the distance module 206 recomputes the path if 
the user Strays within a distance from the path. For example, 
if the user was walking in a straight line, and then deviates by 
walking diagonally to the straight line, the distance module 
206 determines that the user is walking a new path once the 
user is five feet away from the previous path. Persons of 
ordinary skill in the art will recognize that other ways of 
calculating a deviation from the path are possible. The dis 
tance module 206 transmits this risk data 292 to the confi 
dence module 208 or saves the risk data in the memory 227. 
0049. In some embodiments, the predetermined threshold 
for distance depends on the type of point of interest. For 
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example, because people in crowds can quickly change posi 
tion and become a danger or make the user nervous, in one 
embodiment the distance module 206 applies an eight-foot 
predetermined threshold for distance to mobile objects and a 
five-foot predetermined threshold for distance to drops and 
fixed obstacles. 

0050. In some embodiments, the distance module 206 
determines a path for the user, identifies points of interest 
along the path, and assigns a score to the points of interest 
based on the user's path. The score may be based on a distance 
between the user's path and the point of interest, and a pre 
determined threshold for distance that depends on the type of 
point of interest. For example, the path includes a mobile 
object and a drop. The distance module 206 determines that 
the user will be four feet from the mobile object, which has a 
predetermined threshold of two feet. The distance module 
206 divides the distance by the threshold to assign a score of 
2. The distance module 206 determines that the drop will be 
two feet from the user's path and the predetermined threshold 
is four feet. The distance module 206 divides the distance by 
the threshold to assign a score of 0.5. Other techniques for 
assigning a score are possible. 
0051. The confidence module 208 can be software includ 
ing routines for determining a confidence indicating a likeli 
hood of an actual risk and whether the confidence meets a 
predetermined threshold. The confidence module 208 may be 
communicatively coupled to the bus 220 via signal line 228. 
0.052. In one embodiment, the confidence module 208 
receives the risk data 292 from the distance module 206 via 
the communication module 202. In another embodiment, the 
confidence module 208 retrieves the risk data 292 from the 
memory 227. The confidence module 208 uses the risk data 
292 including a distance between the user and the point of 
interest to calculate an amount of risk associated with the 
point of interest. For example, the confidence module 208 
determines that there is an 80% chance that the user will 
collide with the point of interest. In some embodiments, the 
confidence module 208 determines the amount of risk as a 
function of time. The confidence module 208 makes use of 
both the user's trajectory and the trajectory of a mobile object 
to determine the risk. For example, the confidence module 
208 determines that there is a 60% chance that the user will 
collide with the point of interest in the next five seconds, an 
80% chance that the user will collide with the point of interest 
in the next 10 seconds, etc. 
0053. In some embodiments the confidence module 208 
modifies the confidence based on the user's adherence to a 
path. For example, where the user deviates frequently from 
the path, the confidence module 208 determines a lower con 
fidence value. 

0054. The confidence module 208 determines whether the 
confidence meets a predetermined threshold for confidence. 
If the confidence meets or exceeds a predetermined threshold, 
the location module 210 determines where to move the robot 
190 to mitigate risk to the user and instructs the robot 190 to 
move to a new location. For example, the location module 210 
determines that the robot 190 should move to particular coor 
dinates to be positioned between the risk and the user. If the 
confidence is below the predetermined threshold, the process 
begins again with the identification module identifying a 
point of interest. 
0055. The location module 210 can be software including 
routines for determining where to move the robot 190 to 
mitigate risk to the user and for instructing the robot 190 to 

Mar. 17, 2016 

move to a new location. The location module 210 may be 
communicatively coupled to the bus 220 via signal line 229. 

0056. The location module 210 may receive the risk data 
292 from the distance module 206 via the communication 
module 202, the confidence data 297 from the confidence 
module 208 via the communication module 202, or the loca 
tion module 210 may retrieve the risk data 292 and/or the 
confidence data 297 from the memory 227. If the distance 
between the user and a point of interest meets or exceeds a 
predetermined threshold for distance, the distance module 
206 instructs the location module 210 to determine where to 
move the robot 190 to mitigate risk to the user. For example, 
where the point of interest is a drop located five feet from the 
user, the location module 210 instructs the motor 251 to 
power the mobile hardware 253 to reposition the robot 190 
about 2.5 feet from the drop in front of the user. 
0057. If the distance between the user and a point of inter 
est is less than the predetermined threshold for distance and 
the confidence meets or exceeds the predetermined threshold 
for confidence, the confidence module 208 instructs location 
module 210 to determine where to move the robot 190 to 
mitigate risk to the user. In some embodiments, the location 
module 210 determines when to reposition the robot 190 
based on when the confidence meets or exceeds the predeter 
mined threshold for confidence. For example, the confidence 
module 208 determines that there is a 50% chance that the 
user will collide with a person in a crowd in the next 10 
seconds, but if the user continues to move toward the crowd 
the confidence will increase to 80% in the next 12 seconds. As 
a result, the location module 210 instructs the robot 190 to 
move to a new location at the 12-second mark. 

0058. The alert module 212 can be software including 
routines for determining whether to warn the user and, if so, 
providing a warning for the user. The alert module 212 may be 
communicatively coupled to the bus 220 via a signal line 231. 
0059. In one embodiment, the alert module 212 deter 
mines whether to warn the user in response to the robot 190 
repositioning itself. For example, the alert module 212 warns 
the user that the robot 190 is now between the user and the 
point of interest and that the user should change direction. In 
another embodiment, the alert module 212 determines 
whether to warn the user based on the closeness of the point 
of interest. For example, the alert module 212 warns the user 
that there is a drop less than four feet from the user. 
0060. The alert module 212 provides an auditory or tactile 
warning to the user. The auditory warning includes, for 
example, instructions to activate the speaker 267 on the robot 
190 to issue a warning about the position of the robot 190. The 
auditory warning could be a sound. Such as a chime, or a 
Verbal warning. The tactile warning includes instructions to 
the haptic unit 265 on the robot 190 to vibrate to indicate a 
directional change that the user should take. In embodiments 
where the user is not in physical contact with the robot 190, 
the alert module 212 may transmit the tactile warning to a 
different device via the communication unit 245. For 
example, the user may be wearing a belt with eight buttons 
that vibrate in eight different directions. In another example, 
the user holds a walking stick with four buttons on the handle 
that vibrate to indicate direction. For example, the first button 
represents north, the second button represents east, the third 
button represents south, and the fourth button represents west. 
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Example Scenario 

0061 Referring now to FIG.3, an example scenario 300 is 
illustrated. In this example, the visually impaired user is a 
blind person 301. The blind person 301 is walking southeast 
towards the road that includes a vehicle system 303. The 
trajectory of the user is such that the user will collide with the 
vehicle system 303 on the road. The robot 190 is positioned 
northeast of the user. The risk management system 199 stored 
on the robot 190 determines that the vehicle system 303 is a 
mobile object that could harm the user. The risk management 
system 199 instructs the robot 190 to move to a new position 
to prevent the blind person 301 from walking into the road. In 
some embodiments, the robot 190 warns the blind person 301 
either by emitting an auditory warning or transmitting haptic 
feedback to change directions. Even if the blind person 301 
ignored the warning, the blind person 301 would collide with 
the robot 190 before walking into the road. As a result, the 
robot 190 protects the blind person 301 from harm. 

Example Methods 

0062 Referring now to FIGS. 4A-4B, an example of a 
method 400 for using a robot to prevent risk to the user is 
described. In some embodiments, one or more processor 
based computing devices are programmed to perform one or 
more of the steps of the method 400. The steps of the method 
400 may be performed in any order. In some embodiments, 
the method 400 may be performed by modules of the risk 
management system 199 stored on the server 107 or the robot 
190. For example, the risk management system 199 may 
include an identification module 204, a distance module 206, 
a confidence module 208, a location module 210, and an alert 
module 212. 

0063. The identification module 204 identifies 402 a point 
of interest. The point of interest may be, for example, a drop, 
a fixed obstacle, or a mobile object. The distance module 206 
determines 404 whether the point of interest is a risk for the 
user with visual impairments based on the user's position. In 
some embodiments, the user is blind. 
0064. The distance module 206 estimates 406 a degree of 
risk based on risk factors. For example, the distance module 
determines a path for the user and assigns a score to the point 
of interest based on the path associated with the user. The 
distance module 206 determines 408 whether a first predeter 
mined threshold for distance was met. If the first predeter 
mined threshold was met, the method proceeds to step 414. If 
the distance between the user and the point of interest is below 
the first predetermined threshold for distance, the method 
proceeds to step 414. 
0065. In some embodiments the distance module 206 
transmits the risk data 292 to the confidence module 208. In 
other embodiments, the confidence module 208 retrieves the 
risk data 292 from the memory 227. The confidence module 
208 determines 410 confidence indicating a likelihood of 
actual risk. For example, the confidence module 208 deter 
mines that there is an 80% chance that the user will collide 
with a stationary object if the user continues on the same path. 
The confidence module 208 determines 412 whether a second 
predetermined threshold for confidence is met. If the second 
predetermined threshold for confidence is not met, the 
method begins again at Step 402 by identifying a point of 
interest. If the second predetermined threshold for confidence 
is met, the method proceeds to step 414. 
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0066. The location module 210 determines 414 where to 
move the robot 190 to mitigate risk to the user. The location 
module 210 instructs 416 the robot 190 to move to a new 
location. For example, the new location is between the user 
and the risk so that the user will collide with the robot 190 and 
not stumble into a ditch. In embodiments where the risk 
management system 199 is on the server 107, the communi 
cation unit 245 sends the instructions to the robot 190. In 
embodiments where the risk management system 199 is on 
the robot 190, the location module 210 transmits the instruc 
tions to the motor 251, which powers the mobile hardware 
253 to move to the new position. 
0067. The alert module 212 determines 418 whether to 
warn the user. For example, the alert module 212 warns the 
user to change paths. In some embodiments, the alert module 
212 uses different warnings depending on the distance 
between the user and the robot 190. For example, the first 
warning is quieter than the second warning. If the alert mod 
ule 212 determines that the user should not be warned, the 
method starts again at step 402 by identifying a point of 
interest. If the alert module 212 determines to warn the user, 
the alert module 212 provides 420 the warning to the user. The 
warning may be auditory or tactile. For example, the alert 
module 212 transmits instructions to a belt worn by the user to 
vibrate in the direction that the user should move to avoid 
colliding with the robot. 
0068. In the above description, for purposes of explana 
tion, numerous specific details are set forth in order to provide 
a thorough understanding of the specification. It will be 
apparent, however, to one skilled in the art that the disclosure 
can be practiced without these specific details. In some 
instances, structures and devices are shown in block diagram 
form in order to avoid obscuring the description. For example, 
the embodiments can be described above primarily with ref 
erence to user interfaces and particular hardware. However, 
the embodiments can apply to any type of computing device 
that can receive data and commands, and any peripheral 
devices providing services. 
0069. Reference in the specification to “some embodi 
ments' or 'some instances' means that a particular feature, 
structure, or characteristic described in connection with the 
embodiments or instances can be included in at least one 
implementation of the description. The appearances of the 
phrase “in some embodiments' in various places in the speci 
fication are not necessarily all referring to the same embodi 
mentS. 

0070. Some portions of the detailed descriptions that fol 
low are presented in terms of algorithms and symbolic rep 
resentations of operations on data bits within a computer 
memory. These algorithmic descriptions and representations 
are the means used by those skilled in the data processing arts 
to most effectively convey the substance of their work to 
others skilled in the art. An algorithm is here, and generally, 
conceived to be a self-consistent sequence of steps leading to 
a desired result. The steps are those requiring physical 
manipulations of physical quantities. Usually, though not 
necessarily, these quantities take the form of electrical or 
magnetic signals capable of being stored, transferred, com 
bined, compared, and otherwise manipulated. It has proven 
convenient at times, principally for reasons of common 
usage, to refer to these signals as bits, values, elements, sym 
bols, characters, terms, numbers, or the like. 
(0071. It should be borne in mind, however, that all of these 
and similar terms are to be associated with the appropriate 



US 2016/0077526 A1 

physical quantities and are merely convenient labels applied 
to these quantities. Unless specifically stated otherwise as 
apparent from the following discussion, it is appreciated that 
throughout the description, discussions utilizing terms 
including “processing or "computing or "calculating or 
“determining or “displaying or the like, refer to the action 
and processes of a computer system, or similar electronic 
computing device, that manipulates and transforms data rep 
resented as physical (electronic) quantities within the com 
puter system's registers and memories into other data simi 
larly represented as physical quantities within the computer 
system memories or registers or other such information stor 
age, transmission, or display devices. 
0072 The embodiments of the specification can also relate 
to an apparatus for performing the operations herein. This 
apparatus may be specially constructed for the required pur 
poses, or it may include a general-purpose computer selec 
tively activated or reconfigured by a computer program stored 
in the computer. Such a computer program may be stored in a 
computer-readable storage medium, including, but is not lim 
ited to, any type of tangible, non-transitory disk including 
floppy disks, optical disks, CD-ROMs, and magnetic disks, 
read-only memories (ROMs), random access memories 
(RAMs), EPROMs, EEPROMs, magnetic or optical cards, 
flash memories including USB keys with non-volatile 
memory, or any type of media Suitable for storing electronic 
instructions, each coupled to a computer system bus. In some 
embodiments, the apparatus may include a tangible, non 
transitory memory storing executable instructions executable 
by one or more processors to perform or control performance 
ofoperations corresponding to one or more of the method 400 
steps described above for FIGS. 4A and 4B. 
0073. The specification can take the form of some entirely 
hardware embodiments, some entirely software embodi 
ments, or some embodiments containing both hardware and 
software elements. In some preferred embodiments, the 
specification is implemented in Software, which includes, but 
is not limited to, firmware, resident software, microcode, etc. 
0074. Furthermore, the description can take the form of a 
computer program product accessible from a computer-us 
able or computer-readable medium providing program code 
for use by or in connection with a computer or any instruction 
execution system. For the purposes of this description, a 
computer-usable or computer-readable medium can be any 
apparatus that can contain, Store, communicate, propagate, or 
transport the program for use by or in connection with the 
instruction execution system, apparatus, or device. 
0075. A data processing system suitable for storing or 
executing program code will include at least one processor 
coupled directly or indirectly to memory elements through a 
system bus. The memory elements can include local memory 
employed during actual execution of the program code, bulk 
storage, and cache memories which provide temporary stor 
age of at least some program code in order to reduce the 
number of times code must be retrieved from bulk storage 
during execution. 
0076 Input/output or I/O devices (including, but not lim 

ited, to keyboards, displays, pointing devices, etc.) can be 
coupled to the system either directly or through intervening 
I/O controllers. 
0077 Network adapters may also be coupled to the system 
to enable the data processing system to become coupled to 
other data processing systems or remote printers or storage 
devices through intervening private or public networks. 
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Modems, cable modem, and Ethernet cards are just a few of 
the currently available types of network adapters. 
0078 Finally, the algorithms and displays presented 
herein are not inherently related to any particular computer or 
other apparatus. Various general-purpose systems may be 
used with programs in accordance with the teachings herein, 
or it may prove convenient to construct more specialized 
apparatus to perform the required method steps. The required 
structure for a variety of these systems will appear from the 
description below. In addition, the specification is not 
described with reference to any particular programming lan 
guage. It will be appreciated that a variety of programming 
languages may be used to implement the teachings of the 
specification as described herein. 
007.9 The foregoing description of the embodiments of 
the specification has been presented for the purposes of illus 
tration and description. It is not intended to be exhaustive or 
to limit the specification to the precise form disclosed. Many 
modifications and variations are possible in light of the above 
teaching. It is intended that the scope of the disclosure be 
limited not by this detailed description, but rather by the 
claims of this application. As will be understood by those 
familiar with the art, the specification may be embodied in 
other specific forms without departing from the spirit or 
essential characteristics thereof. Likewise, the particular 
naming and division of the modules, routines, features, 
attributes, methodologies, and other aspects are not manda 
tory or significant, and the mechanisms that implement the 
specification or its features may have different names, divi 
sions, or formats. Furthermore, as will be apparent to one of 
ordinary skill in the relevant art, the modules, routines, fea 
tures, attributes, methodologies, and other aspects of the dis 
closure can be implemented as Software, hardware, firmware, 
or any combination of the three. Also, wherevera component, 
an example of which is a module, of the specification is 
implemented as Software, the component can be imple 
mented as a standalone program, as part of a larger program, 
as a plurality of separate programs, as a statically or dynami 
cally linked library, as a kernel-loadable module, as a device 
driver, or in every and any other way known now or in the 
future to those of ordinary skill in the art of computer pro 
gramming. Additionally, the disclosure is in no way limited to 
implementation in any specific programming language, or for 
any specific operating system or environment. Accordingly, 
the disclosure is intended to be illustrative, but not limiting, of 
the scope of the specification, which is set forth in the follow 
ing claims. 

1. A method comprising: 
identifying, with one or more processors, a point of inter 

est, 
determining whether the point of interest is a risk for a user 

with visual impairments based on the user's position; 
responsive to a first predetermined threshold for distance 

failing to be met, determining a confidence factor that 
indicates a likelihood of actual risk; 

responsive to a second predetermined threshold for confi 
dence being met, determining where to move the robot 
to mitigate risk to the user, and 

instructing the robot to move to a new location. 
2. The method of claim 1, further comprising estimating a 

degree of risk based on risk factors by assigning a score to the 
point of interest based on a path associated with the user. 
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3. The method of claim 1, further comprising: 
determining whether to warn the user, and 
responsive to determining to warn the user, providing a 

warning to the user. 
4. The method of claim 3, wherein the warning is at least 

one of an auditory warning and a tactile warning. 
5. The method of claim 3, wherein the warning is a tactile 

warning and further comprising transmitting the warning to a 
walking stick that provides the user with haptic feedback. 

6. The method of claim 1, further comprising: 
determining whether to warn the user, and 
responsive to determining not to warn the user, identifying 

a second point of interest. 
7. (canceled) 
8. (canceled) 
9. The method of claim 1, further comprising responsive to 

a second predetermined threshold for confidence failing to be 
met, identifying a second point of interest. 

10. The method of claim 1, wherein the point of interest 
comprises at least one of a drop, a fixed obstacle, and a mobile 
object. 

11. A computer program product comprising a non-transi 
tory computer-usable medium including a computer-readable 
program, wherein the computer-readable program when 
executed on a computer causes the computer to: 

identify a point of interest; 
determine whether the point of interest is a risk for a user 

with visual impairments based on the user's position; 
responsive to a first predetermined threshold for distance 

failing to be met, determining a confidence factor that 
indicates a likelihood of actual risk; 

responsive to a second predetermined threshold for confi 
dence being met, determining where to move the robot 
to mitigate risk to the user; and 

instruct the robot to move to a new location. 
12. The computer program product of claim 11, wherein 

the computer-readable program is further configured to esti 
mate a degree of risk based on risk factors by assigning a score 
to the point of interest based on a path associated with the 
USC. 

13. The computer program product of claim 11, wherein 
the computer-readable program is further configured to: 

determining whether to warn the user, and 
responsive to determining to warn the user, providing a 

warning to the user. 
14. The computer program product of claim 13, wherein 

the warning is at least one of an auditory warning and a tactile 
warning. 

15. The computer program product of claim 13, wherein 
the warning is a tactile warning and further comprising trans 
mitting the warning to a walking stick that provides the user 
with haptic feedback. 

16. A system comprising: 
a processor; and 
a memory storing instructions that, when executed, cause 

the system to: 
identify a point of interest; 
determine whether the point of interest is a risk for a user 

with visual impairments based on the user's position; 
responsive to a first predetermined threshold for distance 

failing to be met, determine a confidence factor that 
indicates a likelihood of actual risk; 
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responsive to a second predetermined threshold for con 
fidence being met, determine where to move the robot 
to mitigate risk to the user; and 

instruct the robot to move to a new location. 

17. The system of claim 16, wherein the memory is further 
configured to estimate a degree of risk based on risk factors by 
assigning a score to the point of interest based on a path 
associated with the user. 

18. The system of claim 17, wherein the memory is further 
configured to: 

determining whether to warn the user, and 
responsive to determining to warn the user, providing a 

warning to the user. 
19. The system of claim 18, wherein the warning is at least 

one of an auditory warning and a tactile warning. 
20. The system of claim 18, wherein the warning is a tactile 

warning and further comprising transmitting the warning to a 
walking stick that provides the user with haptic feedback. 

21. A method comprising: 
identifying, with one or more processors, a first point of 

interest; 
determining whether the first point of interest is a risk for a 

user with visual impairments based on the user's posi 
tion; 

responsive to a first predetermined threshold for distance 
failing to be met for the first point of interest, determin 
ing a confidence factor that indicates a likelihood of 
actual risk; 

responsive to a second predetermined threshold for confi 
dence failing to be met, identifying a second point of 
interest; 

determining whether the second point of interest is a risk 
for the user with visual impairments based on the user's 
position; 

responsive to the first predetermined threshold for distance 
being met for the second point of interest, determining 
where to move a robot to mitigate the risk to the user; and 

instructing the robot to move to a new location. 
22. A computer program product comprising a non-transi 

tory computer-usable medium including a computer-readable 
program, wherein the computer-readable program when 
executed on a computer causes the computer to: 

identify a first point of interest; 
determine whether the first point of interest is a risk for a 

user with visual impairments based on the user's posi 
tion; 

responsive to a first predetermined threshold for distance 
failing to be met for the first point of interest, determine 
a confidence factor that indicates a likelihood of actual 
risk; 

responsive to a second predetermined threshold for confi 
dence failing to be met, identify a second point of inter 
est, 

determine whether the second point of interest is a risk for 
the user with visual impairments based on the user's 
position; 

responsive to the first predetermined threshold for distance 
being met for the second point of interest, determine 
where to move a robot to mitigate the risk to the user; and 

instruct the robot to move to a new location. 
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23. A system comprising: 
a processor; and 
a memory storing instructions that, when executed, cause 

the system to: 
identify a first point of interest; 
determine whether the first point of interest is a risk for 

a user with visual impairments based on the user's 
position; 

responsive to a first predetermined threshold for distance 
failing to be met for the first point of interest, deter 
mine a confidence factor that indicates a likelihood of 
actual risk; 

responsive to a second predetermined threshold for con 
fidence failing to be met, identify a second point of 
interest; 

determine whether the second point of interest is a risk 
for the user with visual impairments based on the 
user's position; 

responsive to the first predetermined threshold for dis 
tance being met for the second point of interest, deter 
mine where to move a robot to mitigate the risk to the 
user; and 

instruct the robot to move to a new location. 

k k k k k 


