
(12) STANDARD PATENT (11) Application No. AU 2023202546 B2 
(19) AUSTRALIAN PATENT OFFICE 

(54) Title 
CURRENT DRAIN REDUCTION IN AR/VR DISPLAY SYSTEMS 

(51) International Patent Classification(s) 
G09G 5/00 (2006.01) 

(21) Application No: 2023202546 (22) Date of Filing: 2023.04.27 

(43) Publication Date: 2023.05.11 
(43) Publication Journal Date: 2023.05.11 
(44) Accepted Journal Date: 2024.05.09 

(62) Divisional of: 
2017225977 

(71) Applicant(s) 
Magic Leap, Inc.  

(72) Inventor(s) 
Mor, Tal 

(74) Agent / Attorney 
Davies Collison Cave Pty Ltd, Level 10, 301 Coronation Drive, MILTON, QLD, 4064, AU 

(56) Related Art 
US 2015/0268720 Al 
US 2013/0257709 Al 
US 2012/0075168 Al 
US 2016/0048220 Al 
US 2010/0118019 Al 
US 2015/0029096 Al 
US 2014/0145914 Al



Abstract of the Disclosure 

A display system with reduced power use, comprising an inward-facing sensor, a display 

comprising a light source, wherein the display system comprises an AR or VR system 

configured to provide image content to the user with different amounts of divergence, such 

that the image content appears to the user to be located at different depths; and processing 

electronics in communication with the inward-facing sensor and the display, the processing 

electronics configured to detect a first change in a user's eye status using the inward-facing 

sensor, the first change comprising an indication associated with a closed state of the user's 

eyes, detect a second change in a user's eye status, the second change comprising an 

indication associated with an open state of the user's eyes, reduce a current drain of the 

display system in response to detecting the first change in the user's eye status, wherein 

reducing the current drain of the display comprises dimming the light source of the display 

without turning off the light source, and increase a current drain of the display system in 

response to the detected second change in the user's eye status.  

Fig 1.  
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CURRENT DRAIN REDUCTION IN AR/VR DISPLAY SYSTEMS 

CROSS-REFERENCE TO RELATED APPLICATIONS 

[0001] This application claims the benefit of U.S. Provisional Application No. 62/304,098, 

filed March 4, 2016, which is hereby incorporated by reference in its entirety. This application 

is a divisional of Australian Patent Application No. 2017225977, the entire content of which 

is incorporated herein by reference.  

BACKGROUND 

Field 

[0002] The present disclosure relates to virtual reality and augmented reality 

imaging and visualization systems and more particularly to power management in virtual 

reality and augmented reality systems.  

Description of the Related Art 

[0003] Modern computing and display technologies have facilitated the 

development of systems for so called "virtual reality" or "augmented reality" experiences, 

wherein digitally reproduced images or portions thereof are presented to a user in a manner 

wherein they seem to be, or may be perceived as, real. A virtual reality, or "VR", scenario 

typically involves presentation of digital or virtual image information without transparency to 

other actual real-world visual input; an augmented reality, or "AR", scenario typically involves 

presentation of digital or virtual image information as an augmentation to visualization of the 

actual world around the user.  

SUMMARY 

[0004] The systems, methods and devices of this disclosure each have several 

innovative aspects, no single one of which is solely responsible for the desirable attributes 

disclosed herein. A variety of example systems and methods are provided below.  
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[0005] In one broad form, an aspect of the present invention seeks to provide a 

display system with reduced power use, comprising: 

an inward-facing sensor; 

a display comprising a light source, wherein the display system comprises an 

AR or VR system configured to provide image content to the user with different 

amounts of divergence, such that the image content appears to the user to be located at 

different depths; and 

processing electronics in communication with the inward-facing sensor and the 

display, the processing electronics configured to: 

detect a first change in a user's eye status using the inward-facing 

sensor, wherein the first change in the user's eyes is a saccade, 

detect a second change in a user's eye status, 

reduce a current drain of the display system in response to detecting the 

first change in the user's eye status, wherein reducing the current drain of the 

display system comprises dimming the light source of the display without 

turning off the light source, and 

increase a current drain of the display system in response to the detected 

second change in the user's eye status, wherein the processing electronics is 

configured to reduce the current drain of the display system by reducing a 

refresh rate associated with the display, wherein a period of time during which 

the refresh rate is reduced corresponds to a length of time of the saccade.  

[0006] In one embodiment the first and second changes in the user's eye status 

corresponds to a blink.  

[0007] In one embodiment reducing the current drain of the display system further 

comprises configuring a graphics driver associated with the display to reduce an amount of 

power consumed by the display.  

[0008] In one embodiment the graphics driver is further configured to skip a 

designated number of frames, the designated number of frames based upon a length of time 

that the user is unable to see.  

[0009] In one embodiment the display system comprises a liquid crystal display 

(LCD).  
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In one embodiment, the inward-facing sensor comprises a camera.  

[0010] In one embodiment the processing electronics is further configured to 

reduce the current drain of the display by reducing a refresh rate associated with the display.  

[0011] In one embodiment the display system further comprises a graphics driver 

wherein reducing the current drain of the display system further comprises reducing the power 

consumption of the graphics driver.  

[0012] In one embodiment the display system comprises a head-mounted display 

configured to be worn by a user and disposed on a frame configured to support said display 

thereon, said display configured to project light into said user's eye to display augmented 

reality image content to the user's vision field, at least a portion of said display being 

transparent and disposed at a location in front of the user's eye when the user wears the frame 

such that said transparent portion transmits light from a portion of an environment in front of 

the user and said head-mounted display to the user's eye to provide a view of said portion of 

the environment in front of the user and said head-mounted display.  

[0013] In one embodiment the user is unable to see between the first and second 

changes.  

[0014] In one broad form an aspect of the present invention seeks to provide a 

method for reducing power use of a display system, comprising: 

detecting a first change in a user's eye status using an inward-facing sensor, 

wherein the first change in the user's eyes is a saccade, 

detecting a second change in a user's eye status, 

reducing a current drain of the display system in response to detecting the first 

change in the user's eye status, wherein reducing the current drain of the display system 

comprises dimming a light source of the display system without turning off the light 

source, and 

increasing a current drain of the display system in response to detecting the 

second change in the user's eye status, 

wherein the display system comprises an AR or VR system configured to 

provide image content to the user with different amounts of divergence, such that the 

image content appears to the user to be located at different depths, wherein reducing 

the current drain of the display system comprises reducing a refresh rate associate 
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with the display system, wherein a period of time during which the refresh rate 

is reduced is reduced corresponds to a length of time of the saccade.  
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[0015] In one embodiment the first and second changes in the user's eye status 

corresponds to a blink.  

[0016] In one embodiment reducing the current drain of the display system further 

comprises configuring a graphics driver associated with the display system to reduce an 

amount of power consumed by the display system.  

[0017] In one embodiment the method further comprises skipping a designated 

number of frames, the designated number of frames based upon when the user is unable to see.  

[0018] In one embodiment the method further comprises reducing an amount of 

power consumed by the display system for a designated period of time, based upon a length of 

a blink.  

[0019] In one embodiment the display system comprises a liquid crystal display 

(LCD).  

[0006] In one embodiment reducing the current drain of the display system further 

comprises reducing a refresh rate associated with the display.  

[0020] In one embodiment reducing the current drain of the display system further 

comprises reducing the power consumption of a graphics driver.  

[0021] In one embodiment the display system comprises a head-mounted display 

configured to be worn by a user and disposed on a frame configured to support said display 

thereon, said display configured to project light into said user's eye to display augmented 

reality image content to the user's vision field, at least a portion of said display being 

transparent and disposed at a location in front of the user's eye when the user wears the frame 

such that said transparent portion transmits light from a portion of an environment in front of 

the user and said head-mounted display to the user's eye to provide a view of said portion of 

the environment in front of the user and said head-mounted display.  

[0022]-[0052] These paragraphs have been left intentionally blank 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0053] Figure 1 illustrates a user's view of augmented reality (AR) through an AR 

device.  

[0054] Figure 2 illustrates an example of wearable display system.  

-4-



[0055] Figure 3 illustrates a conventional display system for simulating three

dimensional imagery for a user.  

[0056] Figure 4 illustrates aspects of an approach for simulating three-dimensional 

imagery using multiple depth planes.  

[0057] Figures 5A-5C illustrate relationships between radius of curvature and focal 

radius.  

[0058] Figure 6 illustrates an example of a waveguide stack for outputting image 

information to a user.  

[0059] Figure 7 illustrates an example of exit beams outputted by a waveguide.  

[0060] Figure 8 illustrates a flowchart of a process for reducing current drain of the 

display system.  

[0061] It will be appreciated that the drawings are provided to illustrate example 

embodiments and are not intended to limit the scope of the disclosure. Like reference numerals 

refer to like features throughout.  

DETAILED DESCRIPTION 

Example Display Systems 

[0062] With reference to Figure 1, an augmented reality scene 100 is depicted. It 

will be appreciated that modem computing and display technologies have facilitated the 

development of systems for so called "virtual reality" or "augmented reality" experiences, 

wherein digitally reproduced images or portions thereof are presented to a user in a manner 

wherein they seem to be, or may be perceived as, real. A virtual reality, or "VR", scenario 

typically involves presentation of digital or virtual image information without transparency to 

other actual real-world visual input; an augmented reality, or "AR", scenario typically involves 

presentation of digital or virtual image information as an augmentation to visualization of the 

actual world around the user. Figure 1 shows an example of such a scene in which a user of an 

AR technology sees a real-world park-like setting 110 featuring people, trees, buildings in the 

background, and a concrete platform 120. In addition to these items, the user of the AR 

technology also perceives that he "sees" a robot statue 130 standing upon the real-world 

platform 120, and a cartoon-like avatar character 140 flying by which seems to be a 

personification of a bumble bee, even though these elements 130, 150 do not exist in the real 
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world. Because the human visual perception system is complex, it is challenging to produce a 

VR or AR technology that facilitates a comfortable, natural-feeling, rich presentation of virtual 

image elements amongst other virtual or real-world imagery elements.  

[0063] Figure 2 illustrates an example of wearable display system 200. The display 

system 200 includes a display 208, and various mechanical and electronic modules and systems 

to support the functioning of that display 208. The display 208 may be coupled to a frame 212, 

which is wearable by a display system user or viewer 201 and which is configured to position 

the display 208 in front of the eyes of the user 201. The display 208 may be considered eyewear 

in some embodiments. In some embodiments, a speaker 216 is coupled to the frame 212 and 

positioned adjacent the ear canal of the user 201 (in some embodiments, another speaker, not 

shown, is positioned adjacent the other ear canal of the user to provide for stereo/shapeable 

sound control). In some embodiments, the display system may also include one or more 

microphones (not shown) or other devices to detect sound. In some embodiments, the 

microphone is configured to allow the user to provide inputs or commands to the system 200 

(e.g., the selection of voice menu commands, natural language questions, etc.) and/or may 

allow audio communication with other persons (e.g., with other users of similar display 

systems).  

[0064] With continued reference to Figure 2, the display 208 is operatively 

coupled, such as by a wired lead or wireless connectivity, to a local data processing module 

224 which may be mounted in a variety of configurations, such as fixedly attached to the frame 

212, fixedly attached to a helmet or hat worn by the user, embedded in headphones, or 

otherwise removably attached to the user 201 (e.g., in a backpack-style configuration, in a belt

coupling style configuration). The local processing and data module 224 may comprise a 

hardware processor or processing electronics or circuitry, as well as digital memory, such as 

non-volatile memory (e.g., flash memory or hard disk drives), both of which may be utilized 

to assist in the processing, caching, and storage of data. The data include data a) captured from 

sensors (which may be, e.g., operatively coupled to the frame 212 or otherwise attached to the 

user 201), such as image capture devices (such as cameras), microphones, inertial measurement 

units, accelerometers, compasses, GPS units, radio devices, and/or gyros; and/or b) acquired 

and/or processed using remote processing module 228 and/or remote data repository 232, 

possibly for passage to the display 208 after such processing or retrieval. The local processing 

-6-



and data module 224 may be operatively coupled by communication links 236, 240, such as 

via a wired or wireless communication links, to the remote processing module 228 and remote 

data repository 232 such that these remote modules 228, 232 are operatively coupled to each 

other and available as resources to the local processing and data module 224. In some 

embodiments, the local processing and data module 224 may include one or more of the image 

capture devices, microphones, inertial measurement units, accelerometers, compasses, GPS 

units, radio devices, and/or gyros. In some other embodiments, one or more of these sensors 

may be attached to the frame 212, or may be stand alone structures that communicate with the 

local processing and data module 224 by wired or wireless communication pathways.  

[0065] With continued reference to Figure 2, in some embodiments, the remote 

processing module 228 may comprise one or more processors or processing electronics or 

circuitry configured to analyze and process data and/or image information. In some 

embodiments, the remote data repository 232 may comprise a digital data storage facility, 

which may be available through the internet or other networking configuration in a "cloud" 

resource configuration. In some embodiments, the remote data repository 232 may include one 

or more remote servers, which provide information, e.g., information for generating augmented 

reality content, to the local processing and data module 224 and/or the remote processing 

module 228. In some embodiments, all data is stored and all computations are performed in 

the local processing and data module, allowing fully autonomous use from a remote module.  

[0066] The perception of an image as being "three-dimensional" or "3-D" may be 

achieved by providing slightly different presentations of the image to each eye of the viewer.  

Figure 3 illustrates a conventional display system for simulating three-dimensional imagery 

for a user. Two distinct images 306, 308-one for each eye 302, 304-are outputted to the 

user. The images 306, 308 are spaced from the eyes 302, 304 by a distance 310 along an optical 

or z-axis parallel to the line of sight of the viewer. The images 306, 308 are flat and the eyes 

302, 304 may focus on the images by assuming a single accommodated state. Such systems 

rely on the human visual system to combine the images 306, 308 to provide a perception of 

depth for the combined image.  

[0067] It will be appreciated, however, that the human visual system is more 

complicated and providing a realistic perception of depth is more challenging. For example, 

without being limited by theory, it is believed that viewers of an object may perceive the object 
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as being "three-dimensional" due to a combination of vergence and accommodation. Vergence 

movements (i.e., rolling movements of the pupils toward or away from each other to converge 

the lines of sight of the eyes to fixate upon an object) of the two eyes relative to each other are 

closely associated with focusing (or "accommodation") of the lenses of the eyes. Under normal 

conditions, a change in vergence of the eyes when shifting attention from one object to another 

object at a different distance will automatically cause a matching change in the focus of the 

lenses of the eyes, or accommodation of the eyes, under a relationship known as the 

"accommodation-vergence reflex." Likewise, a change in accommodation will trigger a 

matching change in vergence, under normal conditions. As noted herein, many stereoscopic or 

"3-D" display systems display a scene using slightly different presentations (and, so, slightly 

different images) to each eye such that a three-dimensional perspective is perceived by the 

human visual system. Such systems can be uncomfortable for many viewers, however, since 

they, among other things, simply provide a different presentations of a scene, but with the eyes 

viewing all the image information at a single accommodated state, and work against the 

"accommodation-vergence reflex." Display systems that provide a better match between 

accommodation and vergence may form more realistic and comfortable simulations of three

dimensional imagery.  

[0068] Figure 4 illustrates aspects of an approach for simulating three-dimensional 

imagery using multiple depth planes. Objects at various distances from eyes 302, 304 on the 

z-axis are accommodated by the eyes 302, 304 so that those objects are in focus. The eyes (302 

and 304) assume particular accommodated states to bring into focus objects at different 

distances along the z-axis. Consequently, a particular accommodated state may be said to be 

associated with a particular one of depth planes 402, which has an associated focal distance, 

such that objects or parts of objects in a particular depth plane are in focus when the eye is in 

the accommodated state for that depth plane. In some embodiments, three-dimensional 

imagery may be simulated by providing different presentations of an image for each of the 

eyes 302, 304, and also by providing different presentations of the image corresponding to 

each of the depth planes. While shown as being separate for clarity of illustration, it will be 

appreciated that the fields of view of the eyes 302, 304may overlap, for example, as distance 

along the z-axis increases. In addition, while shown as flat for ease of illustration, it will be 
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appreciated that the contours of a depth plane may be curved in physical space, such that all 

features in a depth plane are in focus with the eye in a particular accommodated state.  

[0069] The distance between an object and the eye 302 or 304 can also change the 

amount of divergence of light from that object, as viewed by that eye. Figures 5A-5C illustrate 

relationships between distance and the divergence of light rays. The distance between the 

object and the eye 302 is represented by, in order of decreasing distance, RI, R2, and R3. As 

shown in Figures 5A-5C, the light rays become more divergent as distance to the object 

decreases. As distance increases, the light rays become more collimated. Stated another way, 

it may be said that the light field produced by a point (the object or a part of the object) has a 

spherical wavefront curvature, which is a function of how far away the point is from the eye 

of the user. The curvature increases with decreasing distance between the object and the eye 

302. Consequently, at different depth planes, the degree of divergence of light rays is also 

different, with the degree of divergence increasing with decreasing distance between depth 

planes and the viewer's eye 302. While only a single eye 302 is illustrated for clarity of 

illustration in Figures 5A-5C and other figures herein, it will be appreciated that the discussions 

regarding eye 302 may be applied to both eyes 302 and 304 of a viewer.  

[0070] Without being limited by theory, it is believed that the human eye typically 

can interpret a finite number of depth planes to provide depth perception. Consequently, a 

highly believable simulation of perceived depth may be achieved by providing, to the eye, 

different presentations of an image corresponding to each of these limited number of depth 

planes. The different presentations may be separately focused by the viewer's eyes, thereby 

helping to provide the user with depth cues based on the accommodation of the eye required 

to bring into focus different image features for the scene located on different depth plane and/or 

based on observing different image features on different depth planes being out of focus.  

[0071] Figure 6 illustrates an example of a waveguide stack for outputting image 

information to a user. A display system 600 includes a stack of waveguides, or stacked 

waveguide assembly, 605 that may be utilized to provide three-dimensional perception to the 

eye/brain using a plurality of waveguides 620, 622, 624, 626, 628. In some embodiments, the 

display system 600 is the system 200 of Figure 2, with Figure 6 schematically showing some 

parts of that system 200 in greater detail. For example, the waveguide assembly 605 may be 

part of the display 208 of Figure 2.  
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[0072] With continued reference to Figure 6, the waveguide assembly 1240 may 

also include a plurality of features 630, 632, 634, 636 between the waveguides. In some 

embodiments, the features 630, 632, 634, 636 may be lenses. The waveguides 620, 622, 624, 

626, 628 and/or the plurality of lenses 630, 632, 634, 636 may be configured to send image 

information to the eye with various levels of wavefront curvature or light ray divergence. Each 

waveguide level may be associated with a particular depth plane and may be configured to 

output image information corresponding to that depth plane. Image injection devices 640, 642, 

644, 646, 648 may function as a source of light for the waveguides and may be utilized to inject 

image information into the waveguides 620, 622, 624, 626, 628, each of which may be 

configured, as described herein, to distribute incoming light across each respective waveguide, 

for output toward the eye 302. By using different sources the light sources themselves act to 

switch depth planes by switching on or off the illumination for each depth plane, as desired.  

Light exits an output surface 650, 652, 654, 656, 658 of the image injection devices 640, 642, 

644, 646, 648 and is injected into a corresponding input surface 670, 672, 674, 676, 678 of the 

waveguides 620, 622, 624, 626, 628. In some embodiments, the each of the input surfaces 670, 

672, 674, 676, 678 may be an edge of a corresponding waveguide, or may be part of a major 

surface of the corresponding waveguide (that is, one of the waveguide surfaces directly facing 

the world 610 or the viewer's eye 302). In some embodiments, a single beam of light (e.g. a 

collimated beam) may be injected into each waveguide to output an entire field of cloned 

collimated beams that are directed toward the eye 302 at particular angles (and amounts of 

divergence) corresponding to the depth plane associated with a particular waveguide. In some 

embodiments, a single one of the image injection devices 640, 642, 644, 646, 648 may be 

associated with and inject light into a plurality (e.g., three) of the waveguides 620, 622, 624, 

626,628.  

[0073] In some embodiments, the image injection devices 640, 642, 644, 646, 648 

are discrete displays that each produce image information for injection into a corresponding 

waveguide 620, 622, 624, 626, 628, respectively. In some embodiments, for example, the 

image injection devices 640, 642, 644, 646, 648 comprise scanning fibers or scanning fiber 

display devices. In some other embodiments, the image injection devices 640, 642, 644, 646, 

648 are the output ends of a single multiplexed display which may, e.g., pipe image information 

via one or more optical conduits (such as fiber optic cables) to each of the image injection 
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devices 640, 642, 644, 646, 648. It will be appreciated that the image information provided by 

the image injection devices 640, 642, 644, 646, 648 may include light of different wavelengths, 

or colors (e.g., different component colors).  

[0074] In some embodiments, the light injected into the waveguides 620, 622, 624, 

626, 628 is provided by a light output module 614, which may include a light source, such as 

backlight 614b. The backlight 614b may comprise one or more emitters such as one or more 

light-emitting diodes (LEDs). The light from the backlight 614b may be modified by a light 

modulator 614a, e.g., a spatial light modulator. The light modulator 614a may be configured 

to change the perceived intensity of the light injected into the waveguides 620, 622, 624, 626, 

628. Examples of spatial light modulators include liquid crystal displays (LCD) and a digital 

light processing (DLP) displays. In some embodiments, the light output module may include 

one or more light guides, light pipes or reflectors, which are configured to direct light from the 

emitter (e.g., by transmitting and/or reflecting the light) to the light modulator 614a.  

[0075] A controller 612 controls the operation of one or more of the stacked 

waveguide assembly 1240, including operation of the image injection devices 640, 642, 644, 

646, 648, the light emitter 614b, and/or the light modulator 614a. In some embodiments, the 

controller 612 is part of the local data processing module 224. The controller 612 includes 

programming (e.g., instructions in a non-transitory medium) that regulates the timing and 

provision of image information to the waveguides 620, 622, 624, 626, 628 according to, e.g., 

any of the various schemes disclosed herein. In some embodiments, the controller 612 may be 

configured to control the operations and/or received input from one or more cameras or sensors 

(e.g., an inward-facing camera) that image an eye of a user, wherein the operation of the light 

emitter 614b and/or light modulator 614a may be based at least in part upon images of the eye 

and/or associated image data, such as the determination of when the eye is blinking or moving.  

In some embodiments, the controller may be a single integral device, or a distributed system 

connected by wired or wireless communication channels. The controller 612 may be part of 

the processing modules or electronics 224 or 228 (Figure 2) and/or other processing electronics 

and circuitry in some embodiments.  

[0076] With continued reference to Figure 6, the waveguides 620, 622, 624, 626, 

628, 190 may be configured to propagate light within each respective waveguide by total 

internal reflection (TIR). The waveguides 620, 622, 624, 626, 628 may each be planar or have 
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another shape (e.g., curved), with major top and bottom surfaces and edges extending between 

those major top and bottom surfaces. In the illustrated configuration, the waveguides 620, 622, 

624, 626, 628 may each include outcoupling optical elements 660, 662, 664, 666, 628 that are 

configured to extract light out of a waveguide by redirecting the light propagating within each 

respective waveguide, out of the waveguide to output image information to the eye 4. Extracted 

light may also be referred to as outcoupled light and the outcoupling optical elements may also 

be referred to light extracting optical elements. An extracted beam of light may be outputted 

by the waveguide at locations at which the light propagating in the waveguide strikes a light 

extracting optical element. The outcoupling optical elements 660, 662, 664, 666, 628 may, for 

example, be gratings, including diffractive optical features, as discussed further herein. While 

illustrated as disposed at the bottom major surfaces of the waveguides 620, 622, 624, 626, 628 

for ease of description and drawing clarity, in some embodiments, the outcoupling optical 

elements 660, 662, 664, 666, 628 may be disposed at the top and/or bottom major surfaces, 

and/or may be disposed directly in the volume of the waveguides 620, 622, 624, 626, 628, as 

discussed further herein. In some embodiments, the outcoupling optical elements 660, 662, 

664, 666, 628 may be formed in a layer of material that is attached to a transparent substrate 

to form the waveguides 620, 622, 624, 626, 628. In some other embodiments, the waveguides 

620, 622, 624, 626, 628 may be a monolithic piece of material and the outcoupling optical 

elements 660, 662, 664, 666, 628 may be formed on a surface and/or in the interior of that 

piece of material.  

[0077] With continued reference to Figure 6, as discussed herein, each waveguide 

620, 622, 624, 626, 628 is configured to output light to form an image corresponding to a 

particular depth plane. For example, the waveguide 620 nearest the eye may be configured to 

deliver collimated light, as injected into such waveguide 620, to the eye 302. The collimated 

light may be representative of the optical infinity focal plane. The next waveguide up 622 may 

be configured to send out collimated light which passes through the first lens 630 (e.g., a 

negative lens) before it can reach the eye 302; such first lens 630 may be configured to create 

a slight convex wavefront curvature so that the eye/brain interprets light coming from that next 

waveguide up 622 as coming from a first focal plane closer inward toward the eye 302 from 

optical infinity. Similarly, the third up waveguide 624 passes its output light through both the 

first 630 and second 632 lenses before reaching the eye 302; the combined optical power of 
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the first 630 and second 632 lenses may be configured to create another incremental amount 

of wavefront curvature so that the eye/brain interprets light coming from the third waveguide 

624 as coming from a second focal plane that is even closer inward toward the person from 

optical infinity than was light from the next waveguide up 622.  

[0078] The other waveguide layers 626, 628 and lenses 634, 636 are similarly 

configured, with the highest waveguide 628 in the stack sending its output through all of the 

lenses between it and the eye for an aggregate focal power representative of the closest focal 

plane to the person. To compensate for the stack of lenses 630, 632, 634, 636 when 

viewing/interpreting light coming from the world 610 on the other side of the stacked 

waveguide assembly 605, a compensating lens layer 638 may be disposed at the top of the 

stack to compensate for the aggregate power of the lens stack 630, 632, 634, 636 below. Such 

a configuration provides as many perceived focal planes as there are available waveguide/lens 

pairings. Both the outcoupling optical elements of the waveguides and the focusing aspects of 

the lenses may be static (i.e., not dynamic or electro-active). In some alternative embodiments, 

either or both may be dynamic using electro-active features.  

[0079] In some embodiments, two or more of the waveguides 620, 622, 624, 626, 

628 may have the same associated depth plane. For example, multiple waveguides 620, 622, 

624, 626, 628 may be configured to output images set to the same depth plane, or multiple 

subsets of the waveguides 620, 622, 624, 626, 628 may be configured to output images set to 

the same plurality of depth planes, with one set for each depth plane. This can provide 

advantages for forming a tiled image to provide an expanded field of view at those depth 

planes.  

[0080] With continued reference to Figure 6, the outcoupling optical elements 660, 

662, 664, 666, 628 may be configured to both redirect light out of their respective waveguides 

and to output this light with the appropriate amount of divergence or collimation for a particular 

depth plane associated with the waveguide. As a result, waveguides having different associated 

depth planes may have different configurations of outcoupling optical elements 660, 662, 664, 

666, 628, which output light with a different amount of divergence depending on the associated 

depth plane. In some embodiments, the light extracting optical elements 660, 662, 664, 666, 

628 may be volumetric or surface features, which may be configured to output light at specific 

angles. For example, the light extracting optical elements 660, 662, 664, 666, 628 may be 
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volume holograms, surface holograms, and/or diffraction gratings. In some embodiments, the 

features 630, 632, 634, 636 may not be lenses; rather, they may simply be spacers (e.g., 

cladding layers and/or structures for forming air gaps).  

[0081] In some embodiments, the outcoupling optical elements 660, 662, 664, 666, 

628 are diffractive features that form a diffraction pattern, or "diffractive optical element" (also 

referred to herein as a "DOE"). In various embodiments, the DOE's have a sufficiently low 

diffraction efficiency so that only a portion of the light of the beam is deflected away toward 

the eye 302 with each intersection of the DOE, while the rest continues to move through a 

waveguide via total internal reflection. The light carrying the image information is thus divided 

into a number of related exit beams that exit the waveguide at a multiplicity of locations and 

the result is a fairly uniform pattern of exit emission toward the eye 302 for this particular 

collimated beam bouncing around within a waveguide.  

[0082] In some embodiments, one or more DOEs may be switchable between "on" 

states in which they actively diffract, and "off' states in which they do not significantly diffract.  

For instance, a switchable DOE may comprise a layer of polymer dispersed liquid crystal, in 

which microdroplets comprise a diffraction pattern in a host medium, and the refractive index 

of the microdroplets can be switched to substantially match the refractive index of the host 

material (in which case the pattern does not appreciably diffract incident light) or the 

microdroplet can be switched to an index that does not match that of the host medium (in which 

case the pattern actively diffracts incident light).  

[0083] Figure 7 shows an example of exit beams outputted by a waveguide. One 

waveguide is illustrated, but it will be appreciated that other waveguides in the waveguide 

assembly 605 may function similarly, where the waveguide assembly 605 includes multiple 

waveguides. Light 700 is injected into the waveguide 620 at the input surface 670 of the 

waveguide 620 and propagates within the waveguide 620 by TIR. At points where the light 

700 impinges on the DOE 660, a portion of the light exits the waveguide as exit beams 702.  

The exit beams7 are illustrated as substantially parallel but, as discussed herein, they may also 

be redirected to propagate to the eye 302 at an angle (e.g., forming divergent exit beams), 

depending on the depth plane associated with the waveguide 620. It will be appreciated that 

substantially parallel exit beams may be indicative of a waveguide with outcoupling optical 

elements that outcouple light to form images that appear to be set on a depth plane at a large 
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distance (e.g., optical infinity) from the eye 302. Other waveguides or other sets of outcoupling 

optical elements may output an exit beam pattern that is more divergent, which would require 

the eye 302 to accommodate to a closer distance to bring it into focus on the retina and would 

be interpreted by the brain as light from a distance closer to the eye 302 than optical infinity.  

Reducing Current Drain 

[0084] In some embodiments, the display system 600 as discussed above may be 

powered by a battery. Current drain reduction or power reduction can be desirable in order to 

provide for more run time from the battery or to reduce heating of the device. In some 

embodiments, current in the display system 200 may be drawn to light the display of the display 

system 620 (e.g., using the backlight 614b, image injection devices 640, 642, 644, 646, 648 

such as possibly one or more scanning fibers or scanning fibers display devices, etc.). In 

addition, current is employed to control the display (e.g., a graphics processor or driver of the 

controller 612).  

[0085] As described herein, some current drain reduction or power reduction can 

be achieved, for example, by dimming or turning off the display (e.g., dimming or turning off 

the display backlight), reducing the display update or refresh rate, or dimming or shutting off 

the display after a time-out period, based on lack of user interaction.  

[0086] In some embodiments of augmented reality or virtual reality devices, such 

as described herein, a camera (or other method) may be used to track eye movement. The 

display system 600 may comprise an inward facing camera 616 directed inward to the face of 

the user, and in particular, toward the eye of the user (e.g., the eye 302). In some cases, this 

eye tracking may be done, for example, in order to adjust the view being displayed by the 

display system 600. For example, the camera 616 may be used to capture images of the eye 

302 from which a state or position of the eye pupil or iris can be tracked. The state or position 

of the eye pupil or iris may be used to determine where the user of the device is looking, 

allowing for the display to be adjusted accordingly.  

[0087] In some embodiments, eye tracking can be used to determine if the user's 

eye is in a state where the user is temporarily unable to see. For example, the user may not be 

able to see when the user is blinking. In addition, the user may not be able to see when the 
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user's eyes are undergoing a saccade (e.g., a rapid movement of the eyes between fixation 

points).  

[0088] In some embodiments, the eye tracking camera or inward facing camera (or 

other sensor or sensor system) can be used to determine if the user is blinking by determining 

if the pupil or iris of the user is partially or fully blocked from view. For example, the camera 

may track the iris of the user's eye as a dark circle within a background (e.g., the eye white of 

the user). Alternatively, the camera may track the pupil of the user as a darker circle within the 

iris. When the user is blinking, some or all of the circle defined by the iris or pupil may be 

obscured or cut off. The controller 612 may "graphically" detect the blink in response to the 

circle pattern corresponding to the user's iris or pupil being partially or totally missing. For 

example, in some embodiments, how much of the circle pattern is visible may be compared 

against a threshold value, wherein the user is determined to be blinking if the amount of visible 

(e.g., circle) pattern does not meet the threshold value. In some embodiments, the threshold 

value may be preconfigured based upon user trials.  

[0089] In some embodiments, the controller 612 may detect whether the user is 

blinking based upon an amount of contrast calculated from the view of the camera 616. For 

example, a determination may be made as to whether the contrast meets a threshold value. In 

some embodiments, when the user's eye is open and the iris or pupil of the user is visible, there 

may be a high amount of contrast in the images reflected back (e.g., from the eye or 

combinations of the eye and eyelid) and captured by the camera. On the other hand, when the 

user's eye is closed (e.g., the user's eyelid covers the eye), the amount of contrast may be much 

lower compared to when the user's eye is open (e.g., at least partially open). As such, the 

controller 612 may detect a blink when the contrast is lower than the threshold value.  

[0090] In some embodiments, if the controller 612 is unable to detect a position of 

the iris or pupil of the user. For example, the controller 612 may generate an "error" state if 

the iris or pupil of the user is unable to be detected, which may also serve as a blink detection.  

[0091] In some embodiments, the controller 612 may detect a saccade by the user.  

When the user's eyes are in a state of saccade, the user may not perceive any visual information 

despite the user's eyes being open. In some embodiments, the controller 612 may detect a 

saccade by using the inward facing camera 616 to track a location of the user's iris or pupil 
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(e.g., as a dark circle, as discussed above). If movement of the user's iris or pupil above a 

certain rate is detected, then the user may be considered to be in a saccade state.  

[0092] In some embodiments, a time period of a blink or saccade may be a 

predetermined period of time. The predetermined period of time may be determined based 

upon empirical data from user studies. In some embodiments, a time period for a blink or 

saccade may be measured by one or more sensors of the display system 600 (e.g., the inward 

facing camera 616) based upon eye open/closed criteria or eye movement criteria as discussed 

above. If the eye is closed or experiencing saccades for a period of time, the system may be 

set to a lower energy state to conserve power.  

[0093] Although the above discussion refers primarily to using a camera to 

determine a state where the user is unable to see (e.g., due to a blink or saccade), any type of 

hardware that can be used to detect a state of the user's eye may be used, such as other types 

of sensor systems. In some cases, it may be desirable to utilize hardware already integrated 

with display system 600 (e.g., hardware designed to serve other purposes in the display system 

600), in order to reduce power consumption that would be consumed by the addition of new 

hardware. The camera or other type of sensor system is not limited to using visible light and 

may employ infrared (IR) light.  

[0094] In some embodiments, the display system 600 may reduce its current or 

power drain during the period when the user is unable to see (e.g., due to a blink or saccade).  

For example, current drain or power usage of the display can be reduced by employing one or 

more current drain or power reduction techniques, which may include dimming or turning off 

a light source for the display (e.g., a backlight) associated with the display. In some 

embodiments, the light source (e.g., backlight) 614b of the display system 600 may be dimmed 

or turned off. In other embodiments (e.g., display systems using OLED displays that do not 

have a backlight), current drain or power usage may be reduced by dimming or turning off one 

or more active pixels of the display. Other types of display components or displays may be 

turned off, dimmed or set to a lower power consumption mode when the eye cannot see (e.g., 

during a blink or saccades).  

[0095] In alternative or combination, a graphics driver or processor or processing 

electronics associated with the display "skips" a number of frames or waits for a designated 

period of time where the graphics driver is in a state that causes less power to be consumed 
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than if providing new images or refreshing images. For example, the graphics driver can cause 

the graphics processor to suspend refreshing a displayed image, or reduce a refresh rate of the 

display, thus consuming less power in comparison to normal operation. In some 

implementations, the number of frames or period of time during which current drain is reduced 

may be configured to correspond to a length of the blink or saccade. The time period for a 

blink, for example, is typically between 100 to 400 mSec.  

[0096] It is understood that any of the current drain reduction techniques discussed 

herein may be performed independently or in combination with each other. For example, in 

some embodiments, in response to the detection of a blink or saccade, the controller 612 may 

dim the backlight 614b as well as cause the graphics drive to skip a designated number of 

frames. In other embodiments, the controller 612 may cause the graphics driver to skip a 

designated number of frames without dimming the backlight 614b, or vice versa.  

[0097] Figure 8 illustrates a flowchart of an example process for reducing current 

draining or power usage, in accordance with some embodiments. Any portion of this flowchart 

may be executed by electronics such as processing electronics or circuitry. At block 802, a 

determination is made as to whether a state when a user of the display system is unable to see 

is detected (e.g., a blink or saccade by the user). In some embodiments, this may be done using 

an eye tracking or inward facing camera or other sensor or sensor system that determines 

whether the pupil or iris of the user is blocked from view or is experiencing rapid movement.  

If a blink or saccade is detected, the process may proceed to block 804. Otherwise, the process 

may continue to monitor the eye, for example, to detect for a blink or saccade by the user of 

the display system.  

[0098] At block 804, a light source associated with the display is dimmed or turned 

off. For example, the light source may be configured to enter a low power mode or be disabled.  

In some embodiments, the light source may comprise the backlight 614b. In other 

embodiments, the light source may comprise a plurality of active pixels of the display (e.g., of 

an OLED display). Other light sources and display configurations are possible.  

[0099] At block 806, a graphics driver associated with the display system may 

reduce an amount of power consumed. For example, the graphics driver may skip X number 

of frames or wait for a period of time Y, wherein X and Y are determined based upon a period 
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of a blink (e.g., between 100 and 400 mSec) or saccade. In some embodiments, the graphics 

driver may reduce a refresh rate of the display.  

[0100] At block 808, the light source associated with the display (e.g., the backlight 

614b, active pixels of the display, and/or the like) or other components of the display is turned 

back on or un-dimmed, and the display system resumes normal operation. It is understood that 

the process illustrated in this flowchart is an example, and that steps may be excluded, added, 

and/or reordered.  

[0101] It is understood that although Figure 8 illustrates both dimming/turning off 

a light source associated with the display (blocks 804, 808) and reducing a power consumption 

of a graphics driver or processor (block 806), in other embodiments, the display system 600 

may perform any combination of current drain or power reduction techniques. For example, in 

some embodiments, the display system 600 may perform only dimming/turning off the light 

source of the display, only reducing a power consumption of the graphics driver or processor 

(e.g., skipping frames, reducing a refresh rate, and/or the like), or both. Power conservation 

can also come from other components. For example, setting the spatial light modulator or one 

or more scanning fibers or scanning fiber display devices to a lower power state can also reduce 

power consumption.  

[0102] The average person blinks about once every 2 to 10 seconds, for a period of 

100 to 400 msec. Thus, in a less frequent scenario, the eyes are closed for about 1% of the 

time. For a more typical scenario, the eyes will be closed for 2% to 5% of the time. Therefore 

a reduction of a few percent can possibly be achieved in the current drain associated with 

lighting the display using a light source (e.g., a backlight or active pixels) and/or the graphics 

driver/ processor.  

[0103] Various example embodiments of the invention are described herein.  

Reference is made to these examples in a non-limiting sense. They are provided to illustrate 

more broadly applicable aspects of the invention. Various changes may be made to the 

invention described and equivalents may be substituted without departing from the spirit and 

scope of the invention. For example, while advantageously utilized with AR displays that 

provide images across multiple depth planes, the augmented reality content disclosed herein 

may also be displayed by systems that provide images on a single depth plane.  
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[0104] Many modifications may be made to adapt a particular situation, material, 

composition of matter, process, process act(s) or step(s) to the objective(s), spirit or scope of 

the present invention. Further, as will be appreciated by those with skill in the art that each of 

the individual variations described and illustrated herein has discrete components and features 

which may be readily separated from or combined with the features of any of the other several 

embodiments without departing from the scope or spirit of the present inventions. All such 

modifications are intended to be within the scope of claims associated with this disclosure.  

[0105] The invention includes methods that may be performed using the subject 

devices. The methods may comprise the act of providing such a suitable device. Such provision 

may be performed by the user. In other words, the "providing" act merely requires the user 

obtain, access, approach, position, set-up, activate, power-up or otherwise act to provide the 

requisite device in the subject method. Methods recited herein may be carried out in any order 

of the recited events that is logically possible, as well as in the recited order of events.  

[0106] Example aspects of the invention, together with details regarding material 

selection and manufacture have been set forth above. As for other details of the present 

invention, these may be appreciated in connection with patents and publications generally 

known or appreciated by those with skill in the art. The same may hold true with respect to 

method-based aspects of the invention in terms of additional acts as commonly or logically 

employed.  

[0107] In addition, though the invention has been described in reference to several 

examples optionally incorporating various features, the invention is not to be limited to that 

which is described or indicated as contemplated with respect to each variation of the invention.  

Various changes may be made to the invention described and equivalents (whether recited 

herein or not included for the sake of some brevity) may be substituted without departing from 

the spirit and scope of the invention. In addition, where a range of values is provided, it is 

understood that every intervening value, between the upper and lower limit of that range and 

any other stated or intervening value in that stated range, is encompassed within the invention.  

[0108] Also, it is contemplated that any optional feature of the inventive variations 

described may be set forth and claimed independently, or in combination with any one or more 

of the features described herein. Reference to a singular item, includes the possibility that there 

are plural of the same items present. More specifically, as used herein and in claims associated 
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hereto, the singular forms "a," "an," "said," and "the" include plural referents unless the 

specifically stated otherwise. In other words, use of the articles allow for "at least one" of the 

subject item in the description above as well as claims associated with this disclosure. It is 

further noted that such claims may be drafted to exclude any optional element. As such, this 

statement is intended to serve as antecedent basis for use of such exclusive terminology as 

"solely," "only" and the like in connection with the recitation of claim elements, or use of a 

"negative" limitation.  

[0109] Without the use of such exclusive terminology, the term "comprising" in 

claims associated with this disclosure shall allow for the inclusion of any additional element-

irrespective of whether a given number of elements are enumerated in such claims, or the 

addition of a feature could be regarded as transforming the nature of an element set forth in 

such claims. Except as specifically defined herein, all technical and scientific terms used herein 

are to be given as broad a commonly understood meaning as possible while maintaining claim 

validity.  

[0110] The breadth of the present invention is not to be limited to the examples 

provided and/or the subject specification, but rather only by the scope of claim language 

associated with this disclosure.  

[0111] The reference in this specification to any prior publication (or information 

derived from it), or to any matter which is known, is not, and should not be taken as an 

acknowledgment or admission or any form of suggestion that the prior publication (or 

information derived from it) or known matter forms part of the common general knowledge in 

the field of endeavour to which this specification relates.  

[0112] Throughout this specification and claims which follow, unless the context 

requires otherwise, the word "comprise", and variations such as "comprises" or "comprising", 

will be understood to imply the inclusion of a stated integer or group of integers or steps but 

not the exclusion of any other integer or group of integers.  
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What is claimed is: 

1. A display system with reduced power use, comprising: 

an inward-facing sensor; 

a display comprising a light source, wherein the display system comprises an 

augmented reality (AR) or virtual reality (VR) system configured to provide image 

content to the user with different amounts of divergence, such that the image content 

appears to the user to be located at different depths; and 

processing electronics in communication with the inward-facing sensor and the 

display, the processing electronics configured to: 

detect a first change in a user's eye status using the inward-facing 

sensor, wherein the first change in the user's eyes is a saccade, 

detect a second change in a user's eye status, 

reduce a current drain of the display system in response to detecting the 

first change in the user's eye status, wherein reducing the current drain of the 

display system comprises dimming the light source of the display without 

turning off the light source, and 

increase a current drain of the display system in response to the detected 

second change in the user's eye status, 

wherein the processing electronics is configured to reduce the current 

drain of the display system by reducing a refresh rate associated with the 

display, 

wherein a period of time during which the refresh rate is reduced 

corresponds to a length of time of the saccade.  

2. The display system of claim 1, wherein reducing the current drain of the display 

system further comprises configuring a graphics driver associated with the display to reduce 

an amount of power consumed by the display.  

3. The display system of claim 2, wherein the graphics driver is further configured 

to skip a designated number of frames, the designated number of frames based upon a length 

of time that the user is unable to see.  

4. The display system of any one of the claims I to 3, wherein the display system 

comprises a liquid crystal display (LCD).  

22



5. The display system of any one of the claims 1 to 4, wherein the inward-facing 

sensor comprises a camera.  

6. The display system of any one of the claims I to 5, further comprising a graphics 

driver wherein reducing the current drain of the display system further comprises reducing the 

power consumption of the graphics driver.  

7. The display system of any one of the claims I to 6, wherein the display system 

comprises a head-mounted display configured to be worn by a user and disposed on a frame 

configured to support said display thereon, said display configured to project light into said 

user's eye to display augmented reality image content to the user's vision field, at least a 

portion of said display being transparent and disposed at a location in front of the user's eye 

when the user wears the frame such that said transparent portion transmits light from a portion 

of an environment in front of the user and said head-mounted display to the user's eye to 

provide a view of said portion of the environment in front of the user and said head-mounted 

display.  

8. The display system of any one of the claims 1 to 7, wherein the user is unable 

to see between the first and second changes.  

9. A method for reducing power use of a display system, comprising: 

detecting a first change in a user's eye status using an inward-facing sensor, 

wherein the first change in the user's eyes is a saccade, 

detecting a second change in a user's eye status, 

reducing a current drain of the display system in response to detecting the first 

change in the user's eye status, wherein reducing the current drain of the display system 

comprises dimming a light source of the display system without turning off the light 

source, and 

increasing a current drain of the display system in response to detecting the 

second change in the user's eye status, 

wherein the display system comprises an augmented reality (AR) or virtual 

reality (VR) system configured to provide image content to the user with different 

amounts of divergence, such that the image content appears to the user to be located at 

different depths, 
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wherein reducing the current drain of the display system comprises reducing a 

refresh rate associated with the display system, 

wherein a period of time during which the refresh rate is reduced is reduced 

corresponds to a length of time of the saccade.  

10. The method of claim 9, wherein reducing the current drain of the display system 

further comprises configuring a graphics driver associated with the display system to reduce 

an amount of power consumed by the display system.  

11. The method of claim 10, further comprising skipping a designated number of 

frames, the designated number of frames based upon when the user is unable to see.  

12. The method of any one of the claims 9 to 11, wherein the display system 

comprises a liquid crystal display (LCD).  

13. The method of any one of the claims 9 to 12, wherein reducing the current drain 

of the display system further comprises reducing the power consumption of a graphics driver.  

14. The method of any one of the claims 9 to 13, wherein the display system 

comprises a head-mounted display configured to be worn by a user and disposed on a frame 

configured to support said display thereon, said display configured to project light into said 

user's eye to display augmented reality image content to the user's vision field, at least a 

portion of said display being transparent and disposed at a location in front of the user's eye 

when the user wears the frame such that said transparent portion transmits light from a portion 

of an environment in front of the user and said head-mounted display to the user's eye to 

provide a view of said portion of the environment in front of the user and said head-mounted 

display.  
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