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(57) ABSTRACT 

Embodiments for providing channel assignments for high 
density multi-channel multi-radio (MC-MR) wireless net 
works are generally described herein. In some embodiments, 
N nodes are provided in the network. T transceiver node 
groups are provided that include a first number of groups of 
nodes, wherein the first number of groups of nodes for a first 
of the T transceiver node groups have the N nodes assigned 
consecutively with a second number of nodes per each of the 
groups of nodes being a function of N. The first number of 
group of nodes for a remaining number of the transceiver 
node groups comprises N nodes with transceivers arranged to 
provide access to any node within a predetermined number of 
hops. The arrangement of the second number of nodes per 
each of the groups of nodes in the T transceiver node groups 
provides an optimized throughput per node. 
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CHANNEL ASSIGNMENT PROCESSES FOR 
HIGH DENSITY MULT-CHANNEL 
MULTI-RADIO (MC-MR) WIRELESS 

NETWORKS 

CLAIM OF PRIORITY 

0001. This application claims the benefit of priority to 
U.S. Provisional Application Ser. No. 61/811,630, filed Apr. 
12, 2013, which is incorporated herein by reference in its 
entirety. 

BACKGROUND 

0002 There has been a lot of research on studying optimal 
scaling laws for wireless ad hoc networks under different 
assumptions about node capabilities, availability of infra 
structure Support, mobility, channel models, traffic models, 
etc. One practical way to improve the capacity of wireless ad 
hoc networks is to deploy multi-channel multi-radio (MC 
MR) networks. The resulting capacity gains are mainly due to 
the use of additional channels as compared to the single 
channel model. This has attracted much attention recently and 
several works study the problem of channel assignment, rout 
ing, and scheduling in general MC-MR networks under dif 
ferent constraints. Scaling laws have been developed forgen 
eral MC-MR networks. However, depending on the number 
of interfaces per node and the number of available channels, 
there can be a degradation in the network capacity. 
0003. Much of this work on scaling laws has focused on 
general ad hoc networks where it is assumed that the nodes 
are randomly distributed in an area and that multi-hop routing 
is used for end-to-end communication. However, one sce 
nario that has received little attention involves the situation 
where nodes are within the transmission range of each other. 
This scenario is encountered in many real-life settings. 
Examples include students in a lecture hall, delegates attend 
ing a conference, or a platoon of Soldiers in a battlefield. 
0004. A parking lot network configuration is popular for 
evaluating proposed network Schemes. The parking lot net 
work derives its name from parking lots, which include sev 
eral parking areas connected via a single exit path. One issue 
with high-density multi-channel multi-radio (MC-MR) wire 
less networks is throughput. Processes for providing channel 
assignments do not address efficiency and throughput used 
for today’s communication. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0005 FIG. 1 illustrates three channel assignments for 
parking lot networks; 
0006 FIG. 2 illustrates a channel assignment for a net 
work of N=16 nodes using channels f, to fs; 
0007 FIG.3 shows the HINT-3 (Hierarchical Interleaved 
Channel Assignment—with 3 transceivers) assignment for a 
network of nodes with T-3 transceivers per node: 
0008 FIG. 4 shows channel assignments for a network of 
nodes with T-2 according to an embodiment; 
0009 FIG. 5 illustrates the formation of TX-2 groups 
under LOG-2 according to an embodiment; 
0010 FIG. 6 illustrates the routing strategy under LOG-2 
according to an embodiment; 
0011 FIG. 7 illustrates a channel assignment under RING 
for N=16: 
0012 FIG. 8a illustrates the plots the per node saturation 
throughput (in packets/sec. pps) vs. N: 
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(0013 FIG. 8b illustrates the plots of the total network 
saturation throughput vs. the number of channels used under 
each process according to an embodiment; and 
0014 FIG. 9 illustrates a block diagram of an example 
machine for providing efficient wideband inverse channeliza 
tion for direct digital synthesizer based jamming techniques 
according to an embodiment. 

DETAILED DESCRIPTION 

0015 The following description and the drawings suffi 
ciently illustrate specific embodiments to enable those skilled 
in the art to practice them. Other embodiments may incorpo 
rate structural, logical, electrical, process, and other changes. 
Portions and features of some embodiments may be included 
in, or substituted for, those of other embodiments. Embodi 
ments set forth in the claims encompass available equivalents 
of those claims. 
0016. According to an embodiment, optimal channel 
assignment, routing, and scheduling in an MC-MR parking 
lot network are considered to maximize the uniform per node 
throughput. Further, the scaling behavior of per node 
throughput as a function of network size is characterized. 
Static channel assignment algorithms are used, where a par 
ticular assignment, once assigned, is used for a reasonably 
long period of time, which is influenced by the practical 
limitations and resulting overheads associated with dynamic 
channel Switching. In this setting, there is rich design space 
involving the number of available channels, number of trans 
ceivers per node and the network size. According to an 
embodiment, a class of algorithms are parameterized by T. the 
number of transceivers per node, that can achieve 

per node throughput using 0(TN') channels in the parking 
lot model. Thus, a method in this class can achieve O(1) per 
node throughput if T=O(log N). In view of practical con 
straints on T, another method that can achieve 

envir) (log N)* 

per node throughput using two transceivers per node. A fun 
damental relationship exists between the network size, the 
total number of channels used, and the achievable per node 
throughput under any strategy. Methods according to 
embodiments described herein achieve close to optimal per 
formance at different operating points of this fundamental 
bound. 
0017. The parking lot model is not very interesting when 
considering single-channel wireless networks because in this 
case there is one feasible solution. To ensure connectivity, 
transceivers may use the same channel. This results in 
equipped with multiple transceivers and the network has mul 
tiple available channels, the problem of channel assignment 
to different transceivers to maximize per node throughput 
becomes non-trivial. In this case, to increase network capac 
ity, the transceivers may be assigned to different channels. 
This can result in a network graph that effectively has a 
multi-hop topology even though nodes are within each oth 
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er's transmission range and could reach each other in one hop 
if they were using the same channel. Further, by choosing 
different assignments, a variety of such effective network 
topologies can be formed. 
0018 FIG. 1 illustrates three channel assignments for 
parking lot networks 100. Each of the networks 100 includes 
eight nodes 110 with two transceivers 120, 122 per node. The 
tables 130 132,134 associated with each channel assignments 
show a list of nodes that share an orthogonal channel for the 
transceiver. For example, nodes 1-8 110 use first transceiver 
120 arranged in 4 channels 150, 152, 154, 156. The second 
transceiver 122 of nodes 1-8 112 are arranged in a manner to 
minimize hops to any other node. 
0019 For each transceiver, TX-1 120 and TX-2 122, the 
entries in the tables 130, 132, 134 show the list of nodes that 
share an orthogonal channel on that transceiver. For each 
transceiver (TX-1 and TX-2), the entries in the tables show the 
list of nodes that share an orthogonal channel on that trans 
ceiver. The resulting effective topologies 160, 162, 164 are 
shown on the right. These are only three out of many possible 
channel assignments for network topologies. 
0020. In FIG. 1, the presence of multiple transceivers 130, 
132 adds a “degree of freedom” and expands the network 
design space considerably. The problem of throughput maxi 
mization involves a joint optimization of the channel assign 
ment, routing, and scheduling strategies. This leads to a 
tradeoff, wherein given a fixed number of transceivers per 
node, a channel assignment scheme uses more channels and 
allows for more concurrent transmissions. However, the path 
between any two nodes 110 tends to become longer, leading 
to more relay transmissions and reduced per node throughput. 
To keep the path lengths small, more of the nodes 110 may 
share a channel. However, this reduces throughput as at most 
one of node 110 may transmit per channel at any time because 
spatial reuse of frequency channels is not possible in the 
parking lot model. 
0021. Thus, the number of concurrent transmissions is to 
be maximized while keeping the path lengths Small. How 
ever, this by itself is not sufficient. For example, the first 
transceiver 120 of nodes 110 may be assigned to the same 
channel and form many Small groups using the remaining 
transceivers. With this assignment, nodes are within one hop 
of each other while many concurrent transmissions are pos 
sible. However, the common channel of the first transceiver 
becomes a bottleneck. Sufficient capacity for flows in the 
network is to be provided. 
0022. A network model is based on a channel model, a 

traffic model and a channel assignment model. The channel 
model may include a wireless network of Nnodes, indexed 1. 
2,..., N, where nodes are within the transmission range of 
each other. The network may have a total of F orthogonal 
frequency channels 150-156, each of bandwidth B Hz. Every 
node in the network may have the number. T, transceivers 
120, 122-2. Each transceiver 120, 122 may be assigned at 
most one channel at any time. Transceivers 120, 122 may 
operate in the half-duplex mode wherein the transceivers 120, 
122 may transmit or receive (but not both) on a channel 
150-156 at any time, and a collision model for interference 
allows at most one transceiver 120, 122 transmitting Success 
fully on a channel 150-156 at any time. The link level trans 
mission rate per channel 150-156 may be the same for chan 
nels 150-156 and is given by Rbps. 
0023 For a traffic model, an N source-destination pair 
random unicast model may be used, where every node is the 
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Source of one unicast session destined to another node that is 
chosen uniformly at random. Each Source may generate pack 
ets of size D bits at a rate given by w packets/sec. The source 
destination pairings are not known a priori. If the pairings 
were known, then the channel assignments and routing with 
respect to them may be optimized. This would yield higher 
per node throughput. However, the traffic patterns are not 
known a priori and/or change rapidly. Under these conditions, 
the traffic model is equivalent to the model where each of 
nodes 1-8 140 generates packets at rate W packets/sec and 
each packet is equally likely to be destined to any other node. 
According to an embodiment, the rate, W., that can be Sup 
ported is maximized and this rate may be referred to as the 
uniform per node throughput. 
0024 For a channel assignment model, static channel 
assignment schemes are used, where a particular assignment, 
once assigned, is used for a reasonably long period of time. 
Dynamic channel assignment may be shown to outperform 
static schemes. Indeed, it may be shown to achieve the best 
possible throughput. However, factors such as Switching 
delay, coordination overheads, and hardware constraints 
make dynamic channel assignment challenging to implement 
in practice. 
0025 Given the network model based on the above-de 
scribed channel model, traffic model and channel assignment 
model, the uniform per node throughput may be maximized. 
Since the channel assignments under Such a policy may effec 
tively create a multi-hop topology, the overall policy includes 
the channel assignment, routing and transmission scheduling 
processes. For any given tuple. (N. T. F), this can be formu 
lated as an optimization problem that searches over possible 
channel assignment, routing, and scheduling options and 
yields the maximum throughput. However, given the enor 
mous search space, this approach quickly becomes intrac 
table and does not yield useful insights. 
0026 Instead, a Scaling analysis approach may be used, 
where the scaling behavior of the achievable throughput is 
characterized as a function of the network size N. This 
approach, while being tractable, provides insights into the 
optimal network design and helps derive Scaling laws. In 
analyzing the scaling behavior of the throughput, the number 
of available channels, F. may scale with the number of nodes, 
N, according to a fixed function. For example, F(N) may be 
VN. This approach significantly simplifies the problem and 
allows the development of processes with achievable 
throughput that may be computed exactly in closed form. For 
simplicity, transmission rates are normalized and idealized so 
that 1 packet may be transmitted per channel use. 
0027. An embodiment described herein includes HINT-T 
(Hierarchical Interleaved Channel Assignment with T 
transceivers), which is a class of channel assignment strate 
gies that may achieve 

1 ext) 
per node throughput using 
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channels and T transceivers per node. The process is based on 
forming 

Til 

groups, each of size N', for every transceiver index. Then, 
transceivers 120, 122 are assigned to these groups in Such a 
way that each of nodes 1-8 140 may reach every other node in 
at most Thops. For simplicity of presentation, N' will be an 
integer. However, embodiments described herein may be 
modified to be applicable when N' is not an integer. How 
ever, for brevity, this extension is not described herein. 
0028 FIG. 2 illustrates a channel assignment 200 for a 
network of N=16 nodes using channels f to fs. Nodes in the 
second transceiver group 222, TX-2, may be obtained by 
interleaving nodes from the TX-1 groups 220. As shown 
herein below, the same idea can be applied in a hierarchical 
fashion to obtain assignments for the general T case. Hence, 
this family of schemes may be referred to as HINT-T: Hier 
archical Interleaved Channel Assignment with T transceivers. 
0029. Here, T may be equal to 2 and M=N'. The first 
transceivers may be grouped into M groups 250-256, each 
containing M nodes 260, 262. 264, 266. These may be 
referred to as the TX-1 groups 220 and consecutively num 
bered nodes 260-266 may be assigned to each group. For 
example, the first transceivergroup 220, TX-1, contains nodes 
1,2,..., M., the second transceiver groups 222, TX-2 contain 
nodes M+1, M--2, ..., 2M, etc. 
0030 Each of the transceivergroups 220, 222 thus formed 

is assigned an orthogonal channel. Since there are a total of 
2M groups 250-256, 270-276, the total number of channels 
used is 2M. 
0031. The scheduling and routing strategy that is used 
with this assignment will now be described. For a scheduling 
strategy, every transceiver 220, 222 in a group 250-256, 270 
276, respectively, gets the same fraction of time to transmit on 
that group's channel. Since each group has Mnodes with each 
having M transceivers, every transceiver in the group gets 
1/M of the total transmission capacity of the channel. 
0032 For a routing strategy, if a destination node dis in the 
same TX-1 group 220, 222, for any source nodes, the Source 
node transmits directly to d in one hop on its TX-1 channel. 
Else, S transmits to node r in its TX-2 group which shares its 
TX-1 group with d. Noder then forwards to d using its TX-1 
channel. 
0033 For example, in FIG. 2, the route from node 1 260 to 
node 3 264 follows the path 1-3 on channel f 202. This 
involves transmissions by the first transceiver of node 1. On 
the other hand, the route from node 1 260/280 to node 11268, 
269 follows the path from node 1 280 to node 9 284 on 
channel f. 204 and from node 9271 to node 11268 on channel 
f 206. This involves transmissions by the second transceiver 
222 of node 1 280 and the first transceiver 220 of node 271. It 
can be seen that this routing strategy ensures that every node 
is within 2 hops of any other node. 
0034. The HINT-2 assignment along with the scheduling 
and routing strategy as described above may be used to 
achieve a throughput of 1/M for every node. For N'-M 
(where M is an integer), HINT-2 can achieve a uniform per 
node throughput of 1/N' using 2N' channels. Because of 
the symmetry of the assignment, it is sufficient to focus on the 
total load on each of the two transceivers 220, 222 of node 1 
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260, 280 and show that it can be supported. Considering the 
second transceiver 222 of node 1 280, node 1 280 transmits 
packets generated by itself that are destined for nodes in TX-1 
groups 250-256 other than its own group. There are M-1 such 
groups and each group has Mnodes. Node 1 260, 280 gener 
ates packets at rate 

for each of these nodes. Thus, the total traffic load on the 
second transceiver 222 of node 1 280 is given by 

AM (M - 1) 
N - 1 

This may be less than the total transmission rate 1/M. Solving 
this provides: 

N - 1 M? - 1 1 1 (1) 
ls - - = - = - + - 

M2(M - 1) M2(M - 1) M M2 

0035. From this, it can be seen that v1/M satisfies equa 
tion 1 above. A similar result may be shown for the first 
transceiver 220 of node 1 260. Since HINT-2 uses 2M chan 
nels and M=N'. 

10036) For T>2, let M-N'. Similar to the T-2 case, the 
HINT-T strategy forms M'' groups for every transceiver 
index. To generalize, the groups corresponding to transceiver 
index k are called Tx-k groups where 1sksT. Each Tx-k 
group contains Mnodes and is assigned one orthogonal chan 
nel. Since there are a total of TM'' such groups, the total 
number of channels used under HINT-T is TM''. The node 
assignment to these groups is performed as follows. 
0037 Fix a transceiver index k where 1sksT. Leti and be 
integers such that 1sisM' and 1sjsM''. Then the Tx-k 
group number (i-1)M'+j contains the following nodes: 

0038. This definition ensures that every Tx-kgroup has M 
nodes. Further, the total number of Tx-k groups is X.' * 
X M-11-MT-l 

0039 FIG. 3 shows the HINT-3 assignment 300 for a 
network of N=27 nodes 310 with T=3 transceivers 320, 322, 
324 per node. In general, the HINT-T assignment 300 ensures 
that every node is within Thops of any other node. 
0040. In order to describe the routing strategy, the follow 
ing collection of sets are defined for each transceiver index k 
where 1sksT. For 1sis.M. S. is defined as the set contain 
ing the nodes (i-1)M+1 to iM. For each k, there are M 
such sets, each containing M consecutively numbered nodes. 
These may be referred to as the “level k sets.” FIG. 3 illus 
trates these sets for N=27310. Note that for k=3 320, 322, 
324, there is one such set S 330 and it includes all nodes. 
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0041. The following properties follow directly from the 
definition of the level sets and the HINT-T assignment in 
equation 2. 

0042 
joint. 

0043 Any level set S, where k>1 is a union of M level 
sets from level k-1. 

0044) Under the HINT-T assignment from equation 2, 
for 1sksT-1, no two nodes from any S are in the same 
TX-k+1 group. 

0045. To illustrate the third property in FIG. 3, note that 
nodes 1-3. 310 from the first TX-1 group 320 are in different 
TX-2 groups 322, i.e., S. S. S. Similarly, nodes 3, 6,9342 
from the third TX-2 group 322 are in differentTX-3 groups ss, 
S7, So. This is precisely the interleaving of nodes from lower 
TX groups to form upper Tx groups as seen in HINT-2. 
HINT-T generalizes this interleaving to Thierarchical levels. 
0046) Next, the scheduling and routing strategy that is 
used with HINT-T is described. For a scheduling strategy, 
every transceiver in a group gets 1/M of the total transmission 
capacity of the channel, which is similar to HINT-2 strategy. 
For a routing strategy, k(a,b) is defined, for any two nodes a 
and b, as the smallest k for which there exists a level set S 
such that botha and b are in S. Note that at least one such set 
exists since the set S contains all nodes. Further, k(a,b)sT 
for all a, b. The routing strategy from a source node S to a 
destination noded can be described using these k(a,b) values. 
0047 First, k(s, d) is calculated. Ifk(s, d)=1, then dis in the 
same TX-1 group as s, and S transmits directly to din one hop 
using its first transceiver. If k(s, d)z1, then d is in a different 
TX-1 group than S. If d is in the same Tx-k (S. d) group as S, 
then stransmits directly to d in one hop using its k(s, d)" 
transceiver. 
0.048 Else, S determines the node with the smallest value 
of k(r. d) among its neighbors r in its TX-k(S. d) group. This 
node is denoted by r*. Then s relays the packet to node r 
using its k(s, d)" transceiver. Node r now uses the same 
algorithm as described before to route the packet to d. 
0049 Accordingly, in FIG.3, where node 25 wants to send 

to node 14. A calculation of k(25, 14) is performed. Using 
FIG.3, it can be seen that S330 is the only set that has both 
nodes 25 and 14. Thus, we have that k(25, 14)–3. Next, since 
14 is not a neighbor of node 25350 in node 25's TX-3 group 
356, node 25 calculates k(7,14) and k(16, 14) for its TX-3 
group 324 neighbors 7 352 and 16354. Using FIG. 3, k(7. 
14)=3 and k(16, 14)=2. Therefore, node 25350 forwards the 
packet to node 16354 for relaying to the destination. This 
procedure is now repeated by node 16354, where node 16360 
uses the second transceiver 322 to transmit to node 13362 in 
its TX-2 group 322. From there, node 13 370 uses its first 
transceiver in transmitter group 320 to transmit to node 14 
372 in its TX-1 group 320. 
0050. The HINT-T routing strategy ensures that there are 
at most Thops between any pair of nodes. Given any set S, 
a node a e Sik may reach any other node be S. in at mostk 
hops using the HINT-T routing strategy and the level set S, 
contains all nodes. 
0051. The HINT-T assignment along with the scheduling 
and routing strategy as described above may achieve a 
throughput of 1/M for every node. For N'-M (where Misan 
integer), HINT-Tachieves a uniform per node throughput of 
1/N' using TN, channels. This implies that, if T-log. N 
and if there are N log N/2 channels available, then HINT-T 
can achieve a per node throughput given by 1/N''. Thus, it 

Any two level sets S, and S where izi are dis 
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is possible to get (O(1) per node throughput if each node has 
log N transceivers and there are N log N/2 channels avail 
able. This is in sharp contrast to the case of a single radio 
network, i.e., T=1. Note that the best possible uniform 
throughput for T=1 under static channel assignment is 1/N. 
This is because when T=1, transceivers may share the same 
channel so that the network remains connected. However, 
when T-1, much higher throughput can be achieved. This 
shows that there is a fundamental difference between single 
radio and multi radio networks when static channel assign 
ment is used. 
0052. However, requiring O(log N) transceivers per node 
may be impractical. The availability of O(N log N/2) chan 
nels may also be impractical. 
0053. This raises the question of whether the number of 
transceivers per node and total channels to be used to grow to 
infinity to get 0(1) per node throughput. Further, there is a 
question of whether there a fundamental way to characterize 
the performance of any channel assignment strategy. Specifi 
cally, the relationship between number of transceivers, num 
ber of channels used, network size and per node throughput 
are to be determined. 
0054 FIG. 4 shows channel assignments 400 for a net 
work of N-24-8 log.8 nodes with T-2 according to an 
embodiment. 
0055 According to another embodiment, 

(iv) (log N)? 

throughput per node may be achieved with two transceivers 
per node using 

N (x) logN 

channels using a LOG-2 process. The main idea behind this 
process is to first form two sets of groups, one per transceiver 
index 420, 422. Each set contains 

8 N (x) 
groups 430-444, wherein each group has size 0 (log N) 
nodes. Then, the strategy assigns nodes to these groups in 
Such a way that a node can reach any other node in at most 
0(log N) hops. For simplicity of presentation, N is of the 
form N=M log M where log-MeZ. However, this process 
may be modified to be applicable when this is not the case. 
0056. The channel assignment is performed by first group 
ing the first transceiver of all nodes into M TX-1 groups 
430-444, wherein each contains log M consecutively num 
bered nodes. Thus, the k" TX-1 group contains nodes (k-1) 
log M-1, (k-1) log M--2, . . . . klog M. 
0057 Next, the second transceiver of all nodes is grouped 
into MTX-2 groups 450-464, each containing log2 M nodes. 
Nodes are assigned as follows. For 1sisloga M, the i' node 
from TX-1 group number (G-1+2') modM) is assigned to be 
thei" node of TX-2 group numberj(where 1sjsM). The “mod 



US 2014/0307583 A1 

M’ operation used here and in rest of the paper is defined, for 
any non-negative integers a and b, using use the following 
definition: 

if c = to 
(amodM) A 

x if a = bi + x where 0 < x < M 

0058. Each of the groups thus formed is assigned an 
orthogonal channel. Since there are a total of 2M groups, the 
total number of channels used is 2M. 
0059. To illustrate the working of the algorithm, consider 
Tx-2 group number 7462. For 1sis3, the i' node from TX-1 
group number (7-1+2")mod 8) is assigned to be the node of 
this group. For i=1, this is given by the first node of TX-1 
group (6+1 mod 8)=7, i.e., node 19480. For i=2, this is given 
by the second node of TX-1 group (6+2 mod 8)=8, i.e., node 
23 482. For i=3, this is given by the third node of TX-1 group 
(6+4 mod 8)=2, i.e., node 6484. 
0060. In any TX-2 group number, there is one node from 
each of the TX-1 groups numbered (C-1+2i-1) mod M) 
where 1sis log2 M. This means that the difference between 
the TX-1 group numbers of consecutive nodes in a TX-2 group 
follows the geometric sequence 2'', 2', 2', . . . 2' where 
lsi-log2 M. 
0061 FIG. 5 illustrates the formation of TX-2 groups 
under logarithmic with two transceivers (LOG-2)500 accord 
ing to an embodiment. Nodes in the first TX-2 group under 
LOG-2 assignment for N=64 are placed on a ring 510. It can 
be seen that the neighboring nodes of node 1, i.e., node 6520, 
node 15 522 and node 32 524, are located progressively 
farther away as traversing clockwise on the ring 510. The 
assignment on TX-1 ensures that node 1510 may reach close 
by nodes 2, 3, 4 (not shown) in one hop. Using a combination 
of local neighbors on TX-1 and progressively farther away 
neighbors on TX-2, a node is within 2 log M-1 hops of any 
other node, much like the use of distributed hash tables for 
fast lookups. 
0062. A routing strategy according to an embodiment is 
based on the following collection of sets for each TX-2 group 
j(where 1sjsM). For every i" node in this group. A set u, is 
defined as follows. For 1sislog2 M-1, u, contains 2. TX-1 
group numbers, starting from (G-1+2') mod M and incre 
menting by 1 and using the “mod M operation as defined 
earlier. For i-log M, u, contains (21+1) TX-1 group num 
bers, starting from (G-1+2') modM) and incrementing by 1 
while using the mod M operation. For example, for the net 
work in FIG. 4: 

u17-7, u27-8,1}, us7-2,3,4,5,6} 

0063. There are a total of M log M such sets. These sets 
are used for the following routing strategy. 
I0064.) A node at the i' level of TX-2 group j is responsible 
for relaying to nodes in those TX-1 groups whose index is in 
the set u. Thus, this set lists those TX-1 groups that are 
“covered by this node. Hence, it is called a Cover Set. For 
example, in FIG.4, node 5490 which is at the 2" level in Tx-2 
group 1 450 forwards data for destinations in the set of TX-1 
groups in u. Likewise, node 6484, which is at the 3' level 
in TX-2 group 7462 forwards data for destinations in the TX-1 
groups of us7. For any 3, the sets u, are disjoint and their 
union covers TX-1 groups 420. 
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0065. The scheduling strategy under LOG-2 provides 
every transceiver in a TX-1 group 420 the same fraction of 
time to transmit on that group's channel. However, the first 
node gets the transmission time in a TX-2 group 422. How 
ever, the routing strategy of LOG-2 may use the first node of 
each TX-2 group 422 to transmit on that group's channel. 
0066. The routing strategy under LOG-2 involves a node n 
that has a packet destined for node m. This packet could have 
been generated by node n itself, or it could have been for 
warded to n to be relayed to m. If the TX-1 group number of 
nodes n and m be g(n) and g(m) respectively, then to route a 
packet from n to m, in first checks if m is in its TX-1 group, i.e., 
if g(n) g(m). If yes, then n transmits directly to m in one hop 
using its first transceiver. Else, n transmits the packet to the 
first node in TX-1 group number g(n) for relaying to n. This 
step is not used if n itself is the first node in its TX-1 group. 
0067 Let q be the first node in TX-1 group g(n). Under 
LOG-2, q will also be the first node in TX-2 group g(n). Node 
q checks if m is in its TX-2 group. If yes, it transmits directly 
to m in one hop using its second transceiver. Else, node q 
transmits the packet to that node in its TX-2 group that “cov 
ers' node m. More precisely, q transmits to the i' node in its 
TX-2 group for forwarding to m where 2sis log2 M and g(m) 
eu, This process is repeated until the packet gets delivered. 
0068 FIG. 6 illustrates the routing strategy under LOG-2 
600 according to an embodiment. In FIG. 6, solid arrows 610 
show transmissions in TX-1 groups and dashed arrows 620 
show transmissions in TX-2 groups. FIG. 6 illustrates this 
procedure for the 24 node network 400 of FIG. 4. In FIG. 6, 
when node 3630 wants to send to node 18640, g(3)=1 to node 
1632 and g(18)=6 for node 18 640. Thus, node 3630 trans 
mits the packet to node 1632 in its TX-1 group for relaying to 
node 18 640. Node 1 632 checks if node 18 640 is in its TX-2 
group. Since node 18 640 is not in its TX-2 group, node 1632 
determines the node in its TX-2 group that covers node 18640. 
This node is given by the third node, i.e., node 12636, since 
us={4,5,6,7,8}. Therefore, node 1632 transmits the packet 
to node 12 636 in its TX-2 group. Node 12 636 now repeats 
this procedure. FIG. 6 shows the final outcome of this process, 
wherein the route is given by 3-1-12-10-14-13-17-18. The 
hops alternate between TX-1 and TX-2 group transmissions. 
Further, the first node of a TX-2 group transmits in any TX-2 
group transmission. 
0069. The LOG-2 routing strategy ensures that there are at 
most 2 log N+1 hops between any pair of nodes. This is based 
on the observation that, at each step in a TX-2 transmission, 
the distance between the node holding the packet and the 
destination decreases by at least half. 
0070 The LOG-2 assignment along with the scheduling 
and routing strategy, as described above, may be used to 
achieve a throughput of 1/log. M) for every node. For 
N=Mlog M, where log 2 M eZ+. LOG-2 can achieve a 
uniform per node throughput of 1/(log M)2 using 2M chan 
nels. Because of the symmetry of the assignment, it is suffi 
cient to focus on the total load on the nodes in the first TX-1 
group and the first TX-2 group. Then, a bound on the total 
number of group-to-group traffic flows that involve these 
groups may be calculated. This is used to show that a per node 
input rate of 1/(logM)2 is feasible. 
0071 LOG-2 may thus achieve aper node throughput of at 
least 1/(log(N)) with two transceivers per node. Therefore, 
a throughput close to 0(1) per node may be obtained with 
(O(1) transceivers per node. However, under the parking lot 
model, S2(N) channels are used to get (O(1) per node through 
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put irrespective of the number of transceivers per node. How 
ever, given G2(N) channels, achieving a throughput of 0(1) 
per node throughput using 0(1) transceivers per node under 
static channel assignment may not be possible. 
0072. It is used to denote the set of possible feasible poli 
cies for channel assignment, routing, and scheduling under 
the network model. A simple relation exists between the total 
number of channels used, network size, and maximum per 
node throughput achievable under any policy peP.C., is used 
to denote the number of channels used by the channel assign 
ment underp and L, is used to denote the resulting average 
path length traversed by a packet underp. An average is taken 
over source-destination pairs. The maximum per node input 
rate that can be supported underp is . Then, since the total 
traffic load cannot exceed the total transmission capacity of 
the network: 

NALs C. (3) 

0073. The left hand side of equation (3) denotes the time 
average total number of transmissions to deliverpackets from 
sources to destinations. This cannot exceed C, i.e., the maxi 
mum number of transmissions possible per unit time. Since 
Le1 under any p, it follows from equation (3) that C- (N) 
when -0(1). Equation (3) is a condition for the feasibility of 
any input rate and can be used to establish a lower bound on 
the performance of any policy. 

10074 Then the efficiency of p, m, for any channel assign 
ment, routing, and scheduling policy pet that uses C chan 
nels in a parking lot network of size N., a maximum per node 
input rate of may be supported. Then the efficiency of p.m. 
is defined as: 

A NAp (4) 
17p Cp 

I0075 Since Lis1 under any p, using equation (3) it fol 
lows that mis1 for all peP. This includes the throughput 
maximizing policy obtained by Solving the optimization 
problem for the tuple (N. T. C.) Therefore, the maximum per 
node throughput achievable under a given policy p that uses 
C. channels in a network of size N is within a factorm of the 
maximum per node throughput achievable under any policy 
that uses C channels on the same network. Thus, the effi 
ciency of a policy establishes a lower bound on its perfor 
aCC. 

0076. Using the above results, the efficiency of the 
HINTT and LOG-2 strategies can be calculated. Since 
HINT-T uses 

channels to Support per node rate of 
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HINT-T1S. 

N 1 (5) 
nurst r = T = . N1.TX TNT 

0077. For a fixed T. m. is independent of the network 
size N. Thus, HINT-T is within a constant factor of the opti 
mal solution. Likewise, for N=M log M, LOG-2 uses 2M 
channels to support per node rate of 1/(log2 M), which 
yields: 

= - N - - - - - - (6) "LOG 2 (log. My22M 2log, M 2log.N 

0078 Thus, the LOG-2 scheme is within a logarithmic (in 
network size) factor of the optimal solution. This may suggest 
that HINTT has a better performance than LOG-2. However, 
for any given T, the maximum per node throughput under 
HINT-T is 1/N', while LOG-2 can achieve at least 1/(log, 
N) with T-, which exceeds 1/N' for sufficiently large N. 
0079 Simulation-based results for a parking lot network 
with 4 transceivers per node compares 
0080 HINTT and LOG-2 performance against two rep 
resentative schemes referred to as RING and GRID. 
I0081 FIG. 7 illustrates a channel assignment 700 under 
RING for N=16. The RING assignment scheme first forms 
N/4 TX-1 groups 710-716 for Tx-1702, each of size 4 and 
containing consecutively numbered nodes. The transceiver 
groups 720-726, 730-736, 740-746 for Tx-2 704, TX-3706 
and Tx-4708, respectively, are obtained by shifting node IDs 
of each TX-1 group 710-716 by 2, 3 and 4 with wraparound. 
The resulting topology resembles a ring (similar to Example 
1 in FIG. 1), hence the name. AGRID scheme places nodes in 
a 2-dimensional degree 4 torus grid and assigns a channel to 
each link in the resulting graph. Thus, eachTx group contains 
2 nodes. 
I0082 Under the RING assignment, it is easy to show that 
the average path length over source-destination pairs is O(N). 
Similarly, the total number of channels used is N=O(N). 
Thus, using equation (3), it follows that the maximum per 
node throughput under RING is 0(1/N) and its efficiency is 
my 0(1/N). Under the GRID assignment, the average 
path length over Source-destination pairs can be shown to be 
0(VN) while the total number of channels used is 2N=O(N). 
Thus, using equation (3), it follows that the maximum per 
node throughput under GRID is 0(1/VN). Further, using 
equation (4), its efficiency is mor, 0(1/VN). 
I0083. For the simulation, the input topology is a parking 
lot MC-MR network of size N nodes, where V is varied 
between 16 and 100. These nodes are placed in a 250 mx250 
m in area and use a fixed transmit power Such that nodes are 
within the transmission range of each other. Every node has 4 
identical transceivers, each capable of operating on a channel 
of bandwidth 10 MHz assuming that such channels are avail 
able starting from 900 MHz. Each transceiver independently 
uses 802.11 CSMA for medium access on its assigned fre 
quency channel. The raw MAC level throughput per channel 
is 1.2 Mbps. 
I0084 Under each scheme, the assignments to the different 
transceivers are determined at the start of a simulation run and 
fixed for the duration of that run. In each run, traffic is gen 
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erated using the uniform all-pair unicast model. Specifically, 
every node generates packets according to a Poisson process 
offixed rate and each packet is equally likely to be destined to 
any of the other nodes. Packets are assumed to be fixed size 
user datagram protocol (UDP) packets of length 436 bytes 
that include control headers. Each simulation run has a dura 
tion of 150 seconds, wherein the total number of packets 
delivered successfully to their destinations is then counted. 
Default link state routing protocol available in optical net 
works for routing packets is used. Load balanced routing 
strategies under HINT and LOG, as discussed earlier, are not 
implemented. Thus, the achievable performance of HINT and 
LOG with load balanced routing is expected to outperform 
the results of the simulation. 

0085. The maximum achievable per node throughput 
under each scheme are to be compared. In addition, the results 
from the simulation may be compared against the theoretical 
bounds. Given a network size and an assignment scheme X, 
simulations were run with increasing values of the input rate 
until the total number of delivered packets does not increase 
anymore. This is referred to as the “saturation throughput 
under X for a given N and it is used as a measure of the 
maximum per node achievable throughput under X for N. The 
theoretical bounds for maximum throughput are derived 
under idealized assumptions, such as collision free transmis 
sion scheduling, load balanced routing, no buffer overflows, 
and ignoring any control overheads (such as due to CSMA 
and link state routing updates). This no longer holds in the 
simulations, which are closer to the realistic setting. However, 
these factors affect the schemes being compared and the 
saturation throughput can be thought of as a measure of the 
remaining effective capacity. 
I0086 Table 1 summarizes the theoretical performance 
bounds for RING, GRID, 2xHINT-2, 2xLOG-2, and HINT-4. 
The 2xHINT-2 process implements HINT-2 on transceivers 
1, 2 and repeats it on transceivers 3, 4. Similarly, the 
2xLOG-2 process implements LOG-2 on transceivers 1, 2 
and repeats it on transceivers 3.4. 

TABLE 1. 

Process 

N. 
n = r e C p 

RING (e)(N) e(s) e(s) 
GRID (e)(N) 

Ol- Ol 

2 x HINT2 e(VN) (e)(1) 
Ol (vi) 

2 x LOG-2 N 

e (logN)? e is e is 
HINT 4 e(N') (e)(1) est) 

0087. The different processes are first compared in terms 
of their Saturation throughput. 
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I0088 FIG. 8a illustrates the plots the per node saturation 
throughput (in packets/sec., pps) vs. N 800 according to an 
embodiment. As can be seen, HINT-4810 outperforms the 
RING scheme 820 by 200-300% for high tens of nodes, and 
outperforms its nearest rival GRID 822 by nearly 150% at 
N=100. The behavior of the curves is consistent with the 
theoretical bounds with RING 820 showing the largest drop 
as N increases. The per node throughput under 2xLOG-2824 
scales as 0(1/(log N)) which is the best scaling performance 
among these schemes. However, in the finite range of N 
considered here, HINT-4810 outperforms 2xLOG-2 824. 
Both GRID 822 and 2xHINT-2 826 also outperform 
2xLOG-2 824 up to a crossover point, after which 2xLOG-2 
824 is better. Eventually, 2xLOG-2 824 will outperform 
HINT-4810 as well after a sufficiently large N. 
I0089 GRID 822 generally has a better performance than 
both 2xHINT-2 826 and 2xLOG-2824. However, this plot 
considers the per node Saturation throughput and does not 
capture the total number of channels used. To incorporate 
this, the processes are next compared in terms of their effi 
ciency. 
(0090 FIG. 8b illustrates the plots of the total network 
saturation throughput vs. the number of channels used under 
each process 850 according to an embodiment. Recall that 
efficiency of a process is the ratio between maximum total 
network throughput and the total number of channels used. 
Thus, the slope of the performance curve for a process in FIG. 
8b may be interpreted as its efficiency at that point. It can be 
seen that both 2xHINT-2876 and 2xLOG-2 874 have much 
higher efficiency than GRID 872. Further, this gap increases 
with N. 
(0091 FIG. 8b also agrees quite well with the theoretical 
bounds. The 2xHINT-2876 and HINT-4860 processes both 
have a theoretical efficiency of 0(1), i.e., independent of N 
(see Table 1). Their curves in FIG. 8b have a slope that does 
not decrease with N. On the other hand, RING 870 has an 
efficiency of 0(1/N which goes to 0 as N increases. Its curve 
in FIG.8b flattens to slope 0 quickly. GRID872 has efficiency 
0(1/VN). Its curve also flattens, but more slowly than RING. 
Finally, 2xLOG-2 874 has efficiency 0(1/log N) and its 
slope is even slower to flatten. 
0092. In terms of both per node throughput and efficiency, 
RING 870 has the worst performance. Intuitively, this is 
because under RING 870, packets may traverse O(N) hops on 
average, resulting in a vast majority of traffic being relay 
traffic. GRID 872 improves upon RING 870 because the 
average distance between nodes is now0(VN). It has similar 
scaling as HINT-2876 in terms of throughput but uses a lot 
more channels. Thus, it has poor efficiency. The HINT-T 
schemes have the best performance in terms of their effi 
ciency, which does not depend on N. However, in terms of 
throughput, T may be large to remain close to O(1) as N 
increases. LOG-287.4 may achieve this with just 2 transceiv 
ers. However, its efficiency is not as good as HINT-T. Thus, 
both HINT and LOG are order optimal or close to order 
optimal along one of the dimensions (throughput or effi 
ciency). 
0093 Scaling laws imply that in a random adhoc network, 
if individual transceivers may operate over channels of fixed 
bandwidth (that does not increase with N), then the best 
possible scaling is 0(VN) even if the network has a large 
number of channels available and each node has multiple (but 
finite) transceivers. Previous strategies have suggested keep 
ing the transmit power Sufficiently low, just enough to ensure 
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connectivity, and then using multi-hop routing. The motiva 
tion behind reducing the transmit power is to maximize spa 
tial reuse of the finite network bandwidth. 

0094. In contrast, according to embodiments described 
herein, the parking lot model provides significantly higher 
throughput when nodes have multiple transceivers and the 
number of available channels scales with the network size. 
Further, reducing power to maximize spatial reuse of fre 
quency does not help. Rather, it is better to preserve the 
parking lot structure and use the available channels while 
keeping inter-node distance Small in the resulting effective 
topology by careful channel assignment. 
0095 FIG. 9 illustrates a block diagram of an example 
machine 900 for providing efficient wideband inverse chan 
nelization for direct digital synthesizer based jamming tech 
niques according to an embodiment upon which any one or 
more of the techniques (e.g., methodologies) discussed 
herein may perform. In alternative embodiments, the machine 
900 may operate as a standalone device or may be connected 
(e.g., networked) to other machines. In a networked deploy 
ment, the machine 900 may operate in the capacity of a server 
machine and/or a client machine in server-client network 
environments. In an example, the machine 900 may act as a 
peer machine in peer-to-peer (P2P) (or other distributed) net 
work environment. The machine 900 may be a personal com 
puter (PC), a tablet PC, a set-top box (STB), a Personal 
Digital Assistant (PDA), a mobile telephone, a web appli 
ance, a network router, Switch or bridge, or any machine 
capable of executing instructions (sequential or otherwise) 
that specify actions to be taken by that machine. Further, 
while a single machine is illustrated, the term “machine' shall 
also be taken to include any collection of machines that indi 
vidually or jointly execute a set (or multiple sets) of instruc 
tions to perform any one or more of the methodologies dis 
cussed herein, such as cloud computing, Software as a service 
(SaaS), other computer cluster configurations. 
0096. Examples, as described herein, may include, or may 
operate on, logic or a number of components, modules, or 
mechanisms. Modules are tangible entities (e.g., hardware) 
capable of performing specified operations and may be con 
figured or arranged in a certain manner. In an example, cir 
cuits may be arranged (e.g., internally or with respect to 
external entities Such as other circuits) in a specified manner 
as a module. In an example, at least a part of one or more 
computer systems (e.g., a standalone, client or server com 
puter system) or one or more hardware processors 902 may be 
configured by firmware or software (e.g., instructions, an 
application portion, or an application) as a module that oper 
ates to perform specified operations. In an example, the Soft 
ware may reside on at least one machine readable medium. In 
an example, the Software, when executed by the underlying 
hardware of the module, causes the hardware to perform the 
specified operations. 
0097. Accordingly, the term “module” is understood to 
encompassatangible entity, be that an entity that is physically 
constructed, specifically configured (e.g., hardwired), or tem 
porarily (e.g., transitorily) configured (e.g., programmed) to 
operate in a specified manner or to perform at least part of any 
operation described herein. Considering examples in which 
modules are temporarily configured, a module need not be 
instantiated at any one moment in time. For example, where 
the modules comprise a general-purpose hardware processor 
902 configured using Software; the general-purpose hardware 
processor may be configured as respective different modules 
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at different times. Software may accordingly configure a 
hardware processor, for example, to constitute a particular 
module at one instance of time and to constitute a different 
moduleata different instance of time. The term “application.” 
or variants thereof, is used expansively herein to include 
routines, program modules, programs, components, and the 
like, and may be implemented on various system configura 
tions, including single-processor or multiprocessor Systems, 
microprocessor-based electronics, single-core or multi-core 
systems, combinations thereof, and the like. Thus, the term 
application may be used to refer to an embodiment of Soft 
ware or to hardware arranged to perform at least part of any 
operation described herein. 
0098. Machine (e.g., computer system) 900 may include a 
hardware processor 902 (e.g., a central processing unit 
(CPU), a graphics processing unit (GPU), a hardware proces 
sor core, or any combination thereof), a main memory 904 
and a static memory 906, at least some of which may com 
municate with others via an interlink (e.g., bus) 908. The 
machine 900 may further include a display unit 910, an alpha 
numeric input device 912 (e.g., a keyboard), and a user inter 
face (UI) navigation device 914 (e.g., a mouse). In an 
example, the display unit 910, input device 912 and UI navi 
gation device 914 may be a touchscreen display. The machine 
900 may additionally include a storage device (e.g., drive 
unit) 916, a signal generation device 918 (e.g., a speaker), a 
network interface device 920, and one or more sensors 921, 
Such as a global positioning system (GPS) sensor, compass, 
accelerometer, or other sensor. The machine 900 may include 
an output controller928, Such as a serial (e.g., universal serial 
bus (USB), parallel, or other wired or wireless (e.g., infrared 
(IR)) connection to communicate or control one or more 
peripheral devices (e.g., a printer, card reader, etc.). 
0099. The storage device 916 may include at least one 
machine readable medium.922 on which is stored one or more 
sets of data structures or instructions 924 (e.g., software) 
embodying or utilized by any one or more of the techniques or 
functions described herein. The instructions 924 may also 
reside, at least partially, additional machine readable memo 
ries such as main memory 904, static memory 906, or within 
the hardware processor 902 during execution thereof by the 
machine 900. In an example, one or any combination of the 
hardware processor 902, the main memory 904, the static 
memory 906, or the storage device 916 may constitute 
machine readable media. 

01.00 While the machine readable medium 922 is illus 
trated as a single medium, the term “machine readable 
medium may include a single medium or multiple media 
(e.g., a centralized or distributed database, and/or associated 
caches and servers) that configured to store the one or more 
instructions 924. 

0101 The term “machine readable medium may include 
any medium that is capable of storing, encoding, or carrying 
instructions for execution by the machine 900 and that cause 
the machine 900 to performany one or more of the techniques 
of the present disclosure, or that is capable of storing, encod 
ing or carrying data structures used by or associated with Such 
instructions. Non-limiting machine readable medium 
examples may include Solid-state memories, and optical and 
magnetic media. Specific examples of machine readable 
media may include: non-volatile memory, such as semicon 
ductor memory devices (e.g., Electrically Programmable 
Read-Only Memory (EPROM), Electrically Erasable Pro 
grammable Read-Only Memory (EEPROM)) and flash 
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memory devices; magnetic disks, such as internal hard disks 
and removable disks; magneto-optical disks; and compact 
disk-read only memory (CD-ROM) and digital video disk 
read only memory (DVD-ROM) disks. 
0102 The instructions 924 may further be transmitted or 
received over a communications network 926 using a trans 
mission medium via the network interface device 920 utiliz 
ing any one of a number of transfer protocols (e.g., frame 
relay, internet protocol (IP), transmission control protocol 
(TCP), user datagram protocol (UDP), hypertext transfer pro 
tocol (HTTP), etc.). Example communication networks may 
include a local area network (LAN), a wide area network 
(WAN), a packet data network (e.g., the Internet), mobile 
telephone networks (e.g., channel access methods including 
Code Division Multiple Access (CDMA), Time-division 
multiple access (TDMA), Frequency-division multiple 
access (FDMA), and Orthogonal Frequency Division Mul 
tiple Access (OFDMA) and cellular networks such as Global 
System for Mobile Communications (GSM), Universal 
Mobile Telecommunications System (UMTS), CDMA2000 
1x standards and Long Term Evolution (LTE)), Plain Old 
Telephone (POTS) networks, and wireless data networks 
(e.g., Institute of Electrical and Electronics Engineers (IEEE) 
802 family of standards including IEEE 802.11 standards 
(WiFi), IEEE 802.16 standards (WiMax(R) and others), peer 
to-peer (P2P) networks, or other protocols now known or later 
developed. 
0103 For example, the network interface device 920 may 
include one or more physical jacks (e.g., Ethernet, coaxial, or 
phone jacks) or one or more antennas to connect to the com 
munications network 926. In an example, the network inter 
face device 920 may include a plurality of antennas to wire 
lessly communicate using at least one of single-input 
multiple-output (SIMO), multiple-input multiple-output 
(MIMO), or multiple-input single-output (MISO) tech 
niques. The term “transmission medium’ shall be taken to 
include any intangible medium that is capable of storing, 
encoding or carrying instructions for execution by the 
machine 900, and includes digital or analog communications 
signals or other intangible medium to facilitate communica 
tion of such software. 

0104. The above detailed description includes references 
to the accompanying drawings, which form a part of the 
detailed description. The drawings show, by way of illustra 
tion, specific embodiments that may be practiced. These 
embodiments are also referred to herein as “examples. Such 
examples may include elements in addition to those shown or 
described. However, also contemplated are examples that 
include the elements shown or described. Moreover, also 
contemplate are examples using any combination or permu 
tation of those elements shown or described (or one or more 
aspects thereof), either with respect to a particular example 
(or one or more aspects thereof), or with respect to other 
examples (or one or more aspects thereof) shown or described 
herein. 

0105 Publications, patents, and patent documents 
referred to in this document are incorporated by reference 
herein in their entirety, as though individually incorporated 
by reference. In the event of inconsistent usages between this 
document and those documents so incorporated by reference, 
the usage in the incorporated reference(s) are Supplementary 
to that of this document; for irreconcilable inconsistencies, 
the usage in this document controls. 
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0106. In this document, the terms “a” or “an are used, as 
is common in patent documents, to include one or more than 
one, independent of any other instances or usages of “at least 
one' or “one or more.” In this document, the term 'or' is used 
to refer to a nonexclusive or, such that “A or B' includes “A 
but not B. “B but not A and “A and B, unless otherwise 
indicated. In the appended claims, the terms “including and 
“in which are used as the plain-English equivalents of the 
respective terms “comprising and “wherein.” Also, in the 
following claims, the terms “including and “comprising are 
open-ended, that is, a system, device, article, or process that 
includes elements in addition to those listed after such a term 
in a claim are still deemed to fall within the scope of that 
claim. Moreover, in the following claims, the terms “first.” 
“second, and “third,' etc. are used merely as labels, and are 
not intended to Suggest a numerical order for their objects. 
0107 The above description is intended to be illustrative, 
and not restrictive. For example, the above-described 
examples (or one or more aspects thereof) may be used in 
combination with others. Other embodiments may be used, 
Such as by one of ordinary skill in the art upon reviewing the 
above description. The Abstract is to allow the reader to 
quickly ascertain the nature of the technical disclosure, for 
example, to comply with 37 C.F.R. S1.72(b) in the United 
States of America. It is submitted with the understanding that 
it will not be used to interpret or limit the scope or meaning of 
the claims. Also, in the above Detailed Description, various 
features may be grouped together to streamline the disclo 
sure. However, the claims may not set forth features disclosed 
herein because embodiments may include a Subset of said 
features. Further, embodiments may include fewer features 
than those disclosed in a particular example. Thus, the fol 
lowing claims are hereby incorporated into the Detailed 
Description, with a claim standing on its own as a separate 
embodiment. The scope of the embodiments disclosed herein 
is to be determined with reference to the appended claims, 
along with the full scope of equivalents to which Such claims 
are entitled. 

What is claimed is: 
1. A network, comprising: 
N nodes in the network, each of the N nodes comprising T 

transceivers; 
T transceiver node groups, each of the T transceiver node 

groups comprising a first number of groups of nodes 
(N',N/log N), wherein the first number of groups of 
nodes for a first of the T transceiver node groups having 
the N nodes assigned consecutively with a second num 
ber of nodes per each of the groups of nodes being a 
function of N (N', log N), wherein the first number of 
group ofnodes for a remaining number of the transceiver 
node groups comprises N nodes with transceivers 
arranged to provide access to any node within a prede 
termined number of hops (N', log N); 

wherein an arrangement of the second number of nodes per 
each of the groups of nodes in the T transceiver node 
groups provides an optimized throughput per node. 

2. The network of claim 1, wherein the first number of 
group of nodes is N''. 

3. The network of claim 1, wherein the first number of 
group of nodes is N/log N. 

4. The network of claim 1, wherein the function of N for the 
second number of nodes per each of the groups of nodes is 
NI/T. 
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5. The network of claim 1, wherein the function of N for the 
second number of nodes per each of the groups of nodes is 
log N. 

6. The network of claim 1, wherein the optimized through 
put per node is given by 

1 dwr). 
7. The network of claim 1, wherein the optimized through 

put per node is given by 

8. The network of claim 1, wherein T is equal to 2, and the 
first transceiver node groups is grouped into N'-' channels, 
each channel comprising containing N' nodes, consecu 
tively numbered nodes being assigned to each channel, and 
wherein a second transceiver of all nodes is grouped into 
N'-' channels, each channel comprising containing N' 
nodes, the N'-' channels for the first transceiver node group 
including a first transceiver of the N nodes of each channel 
and the N'-' channels for the second transceiver node group 
including a second transceiver of the Nnodes of each channel. 

9. The network of claim 8, wherein the first and second 
transceivers for the N nodes are arranged to use orthogonal 
frequencies. 

10. The network of claim 1, wherein the arrangement of the 
second number of nodes per each of the groups of nodes in the 
T transceiver node groups comprises a network model based 
on a channel model, a traffic model and a channel assignment 
model, and a scaling behavior of the throughput is character 
ized as a function of the N nodes. 

11. The network of claim 10, wherein the channel model 
include a wireless network of N nodes, where all nodes are 
within a transmission range of each other. 

12. The network of claim 10, wherein the traffic model 
comprises an N source-destination pair random unicast 
model, wherein every node is a Source of one unicast session 
destined to another node of the N nodes chosen uniformly at 
random. 

13. The network of claim 10, wherein the channel assign 
ment model comprises a static channel assignment where a 
particular assignment, once assigned, is used for a predeter 
mined period of time. 

14. The network of claim 1, wherein a scheduling strategy 
is used for setting transmission times for each of the trans 
ceivers in the T transceiver node groups, the scheduling strat 
egy providing a same fraction of time to transmit on a channel 
associated with the group. 

15. The network of claim 1, wherein a routing strategy is 
used for controlling transmission form a source node, S, to a 
destination node, d, wherein the routing strategy comprises 
the source node, S, transmitting directly to the destination 
node, d, in one hop on a channel associated with the Source 
node when the destination node is in the group of the Source 
node. 

16. The network of claim 1, wherein a routing strategy is 
used for controlling transmission form a source node, S, to a 
destination node, d, wherein the routing strategy comprises a 
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Source node, S, transmitting directly to a related node, r, 
disposed in a group of the Source node and sharing a group of 
the destination node. 

17. The network of claim 1, wherein a node generates 
packets at a rate 

packets per second, and wherein a total traffic load on a 
second transceiver of a node is given by 

AM (M - 1) 
N - 1 

18. A method for providing channel assignment processes 
for high density multi-channel multi-radio (MC-MR) net 
works wireless networks, comprising: 

providing N nodes in a network, each of the N nodes 
comprising T transceivers; 

providing T transceiver node groups, each of the T trans 
ceiver node groups comprising a first number of groups 
of nodes; 

assigning the N nodes consecutively for the first number of 
groups of nodes for a first of the T transceiver node 
groups having the N nodes; 

arranging a second number of nodes per each of the groups 
of nodes as a function of N: providing the first number of 
group of nodes for a remaining number of a transceiver 
node groups of N nodes with transceivers arranged to 
provide access to any node within a predetermined num 
ber of hops; and 

using an arrangement of the second number of nodes per 
each of the groups of nodes in the T transceiver node 
groups to provide an optimized throughput per node. 

19. The method of claim 18, wherein the providing the first 
number of group of nodes comprises providing N'' group 
of nodes. 

20. The method of claim 18, wherein the providing the first 
number of group of nodes comprises providing N/log N 
group of nodes. 

21. The method of claim 18, wherein the arranging a sec 
ond number of nodes per each of the groups of nodes as a 
function of N comprises arranging a second number of nodes 
per each of the groups of nodes as a function of N'. 

22. The method of claim 18, wherein the arranging a sec 
ond number of nodes per each of the groups of nodes as a 
function of N comprises arranging a second number of nodes 
per each of the groups of nodes as a function of log N. 

23. The method of claim 18, wherein the using an arrange 
ment of the second number of nodes per each of the groups of 
nodes in the T transceiver node groups to provide an opti 
mized throughput per node of 

1 dwin). 
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24. The method of claim 18, wherein the using an arrange 
ment of the second number of nodes per each of the groups of 
nodes in the T transceiver node groups to provide an opti 
mized throughput per node of 


