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SYSTEM FOR PROCESSING VOICE 
RESPONSES USING A NATURAL 
LANGUAGE PROCESSING ENGINE 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application is a continuation of U.S. patent 
application Ser . No. 16 / 679,954 filed Nov. 11 , 2019 , by Kyle 
A. Tobin et al . , and entitled “ A SYSTEM FOR PROCESS 
ING VOICE RESPONSES USING A NATURAL LAN 
GUAGE PROCESSING ENGINE , ” which is a continuation 
of U.S. patent application Ser . No. 16 / 035,266 filed Jul . 13 , 
2018 , by Kyle A. Tobin et al . , and entitled “ SYSTEM FOR 
PROCESSING VOICE RESPONSES USING A NATU 
RAL LANGUAGE PROCESSING ENGINE , ” which are 
incorporated herein by reference . 

TECHNICAL FIELD 

[ 0002 ] This disclosure relates generally to processing 
voice responses , and more particularly to a system for 
processing voice responses using a natural language pro 
cessing engine . 

BACKGROUND 

[ 0003 ] Call centers may receive a significant number of 
calls for requesting various services on a daily basis . For 
example , the calls may include various service requests 
comprising voice requests and responses . Conventional sys 
tems have proven inefficient in processing these service 
requests . For example , call centers try to use interactive 
voice response ( IVR ) to handle a large volume of calls . The 
large volume of calls puts a significant strain on the com 
puting and network resources of the call center . Traditional 
IVR systems cannot handle / process words and phrases that 
do not match predetermined responses . This causes the call 
center to expend significantly more computing / networking 
resources to process the call . This creates bottlenecks and 
inefficiencies in the use of computing / networking resources . 
As another example , traditional IVR systems may misroute 
calls to wrong recipients , which causes significant comput 
ing / networking resources to be wasted on transmitting and 
processing the misrouted calls . 

does not match any one of the pre - defined responses , for 
example if the user says “ I want to check my account 
balance , ” the call center employing conventional systems 
may not understand and say “ Sorry , I don't understand . 
Please say repeat or press one , new search or press two , main 
menu or press three . ” Then , the user responds with another 
utterance that matches one of the pre - defined responses in 
order to proceed with the conversation with the call center . 
However , such a conversation between the user and the call 
center uses extra network resources ( e.g. , network band 
width ) for the call center to request the user to provide one 
of the pre - defined responses and for the user to respond with 
another utterance that matches one of the pre - defined 
responses . This may create a strain in the network and 
further result in a network bottleneck . 
[ 0005 ] The present disclosure presents a system and a 
method that process / analyze the voice response from the 
users even when the voice response does not match any one 
of the pre - defined responses . In this way , significant com 
puting / networking resources will be saved from requesting 
the user to send a voice response that matches a pre - defined 
response . Furthermore , the system and method disclosed in 
the present closure is able to process / handle words and 
phrases that traditional systems cannot handle . In this way , 
calls received will be better understood and routed to the 
right recipient or provided with a proper action / service 
accordingly . This will save the computing / networking 
resources that would otherwise be used for processing 
misrouted calls . 
[ 0006 ] The present disclosure presents a system that 
solves the above - described network issue with the conven 
tional systems . In some embodiments , the system pre - stores 
a correlation table that includes a set of self - service routines , 
a set of service tags , and a set of corresponding actions . A 
self - service routine is generally used as a descriptor to 
identify what a call from a user is for or what a self - service 
request in the call is . A service tag is generally a descriptor 
to describe a service requested in an utterance that is 
provided by the user in response to a query from the system . 
Each action corresponds to a pair of a service routine and a 
service tag . The system also stores a set of pre - defined 
responses associated with the set of self - service routines . 
Each self - service routine is associated with a subset of the 
pre - defined responses . 
[ 0007 ] At some point the system receives a call from a 
user . The call may identify a self - service request associated 
with a self - service routine . The system then associates the 
call with the self - service routine . In response to the call 
associated with the self - service routine , the system sends a 
query to the user to request further instructions . In response 
to the query , the user sends an utterance to system . The 
system receives the utterance and compares it to a set of 
pre - defined responses to see if there is a match . If the 
utterance does not match any one of the pre - defined 
responses , the system determines an occurrence of a failure 
state and proceeds to determine a meaning of the utterance 
using a natural language processing technique . Specifically , 
for example , the system analyzes the utterance with a 
pre - defined statistical language model . Using the pre - de 
fined language model , the system analyzes the language 
structure of the utterance and identifies one or more key 
words of the utterance . After identifying keywords , the 
system generates a service tag for the utterance based on the 
keywords . A service tag is generally a descriptor to describe 

SUMMARY 
[ 0004 ] Call centers may receive a significant number of 
calls for requesting various services on a daily basis . For 
example , the calls may include various service requests 
comprising voice requests and responses . Typically , a call 
center may receive a call from a user to request a service , 
such as for example , checking recent activity for an account . 
In response to the call , the call center may play ( e.g. , speak ) 
the most recent account activities to the user . The call center 
may further send a query asking the user for subsequent 
instructions , such as for example , “ what would you like to 
do next ? ” The call center may also provide a few pre - defined 
responses to the user , such as for example , " you can say 1 . 
repeat , 2. new search , or 3. main menu . ” The user may 
respond to the query with an utterance ( e.g. , a sentence ) . If 
the user says something that matches any one of the pre 
defined responses , the call center will perform an action 
corresponding to the matching response . For example , if the 
user says “ repeat , ” the call center will replay the most recent 
account activities to the user . If the user says something that 
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DETAILED DESCRIPTION a service requested in the utterance . The system further 
associates the utterance with the service tag . 
[ 0008 ] Note that the system previously associated the call 
with the self - service routine . Since the utterance occurs 
within a context of the call , the system also associates the 
utterance with the self - service routine . Therefore , now , the 
utterance is associated with both the self - service routine and 
the service tag . The system then uses this association 
between the utterance , the self - service routine , and the 
service tag to identify a corresponding action in response to 
the utterance . Specifically , the system uses the pre - stored 
correlation table to identify an action corresponding to the 
self - service routine and the service tag associated with the 
utterance . Within the correlation table , the system identifies 
a self - service routine and a service tag that are associated 
with the utterance and then identifies an action that corre 
sponds to the self - service routine and the service tag . 
[ 0009 ] The system provides a technical solution to 
addressing the network problem as noted before . For 
example , when encountering a no - match situation for the 
pre - defined responses , instead of asking the user to provide 
another utterance or response that matches one of the 
pre - defined responses , the system as disclosed in the present 
disclosure takes the user's response ( e.g. , the utterance ) and 
analyzes it using a pre - defined statistical language model . 
With the statistical language model , the disclosed system 
can analyze the language structure and grammar of the 
user's response to extract a few keywords . Based on the 
keywords , the system can understand what the user wants to 
do and identify an action ( e.g. , an operation , a service ) in 
response to the user's response . In this way , the disclosed 
system provides an efficient way to interpreting a users ’ 
responses and providing an action accordingly as opposed to 
repeatedly asking the users to provide a response that must 
match a pre - defined response . This helps conserve extra 
network resources ( e.g. , network bandwidth ) that would 
otherwise be used for the system to request the user to 
provide one of the pre - defined responses and for the user to 
respond with something that matches one of the pre - defined 
responses . Therefore , the disclosed system facilitates reduc 
ing the strain in the network and removing the network 
bottleneck . 
[ 0010 ] Other technical advantages of the present disclo 
sure will be readily apparent to one skilled in the art from the 
following figures , descriptions , and claims . Moreover , while 
specific advantages have been enumerated above , various 
embodiments may include all , some , or none of the enu 
merated advantages . 

[ 0015 ] FIG . 1 illustrates an exemplary embodiment of a 
system 100 for processing voice responses , according to 
certain embodiments of the present disclosure . System 100 
includes one or more user devices 120 , a network 130 , a data 
store 140 , an interactive voice response ( IVR ) engine 150 , 
and a natural language processing ( NLP ) engine 160 . 
[ 0016 ] In general , system 100 receives a call 101 for 
requesting a self - service and processes the call 101 to 
determine an action 146 in response to the call 101. For 
example , IVR engine 150 of system 100 may receive a call 
101 from a user 110 operating on a user device 120. The call 
101 may include a self - service request associated with a 
self - service routine 144 , such as for example , for requesting 
recent activities for an account associated with the user 110 . 
System 100 then associates the call 101 with the self - service 
routine 144 , such as for example , " recent activity . ” Self 
service routine 144 is generally used as a descriptor to 
identify what the call 101 is for or what the self - service 
request of the call 101 is . In response to the call 101 
associated with the self - service routine 144 “ recent activity , ” 
system 100 may play ( e.g. , show or speak ) the most recent 
five transactions associated with the account to the user 110 . 
[ 0017 ] System 100 further sends a query prompt 103 to 
user 110 to request subsequent instructions . For example , 
IVR engine 150 of system 100 may send a query 103 to user 
110 asking “ What do you want to do next ? ” In response to 
the query 103 , user 110 may send an utterance 102 to system 
100. In one example , the utterance 102 may include a 
sentence saying “ repeat ” indicating that the user 110 wants 
to hear the recent activities again . As another example , the 
utterance 102 may include a sentence saying , “ I want to 
check my account balance . ” Then , IVR engine 150 com 
pares the utterance 102 to a set of pre - defined responses 142 
to see if there is a match . For example , the set of pre - defined 
responses 142 may include the following options : “ 1 . 
repeat , ” “ 2. new search , ” and “ 3. main menu . ” If the 
utterance 102 matches one of the pre - defined responses 142 , 
system 100 performs an action corresponding to the match 
ing pre - defined response 142. For example , if the utterance 
102 is “ repeat ” and system 100 determines that it matches 
one of the pre - defined responses 142 , system 100 plays the 
most recent five transaction again to user 110. If the utter 
ance 102 does not match any one of the pre - defined 
responses 142 , system 100 determines an occurrence of a 
failure state and proceeds to determine a meaning of the 
utterance 102. For example , if the utterance 102 is “ I want 
to check my account balance ” and system 100 determines 
that it does not match any one of the pre - defined responses 
142 , system 100 then uses the NLP engine 160 to analyze the 
utterance 102 . 
[ 0018 ] Traditional systems cannot handle / process words 
and phrases that do not match pre - defined responses . Tra 
ditional system may not know or misunderstand the meaning 
of the voice response from the user . Therefore , traditional 
systems may misroute calls to wrong recipients or perform 
wrong actions or provide wrong services , which causes 
significant computing / networking resources to be wasted on 
transmitting and processing the misrouted calls . This causes 
the call center to expend significantly more computing 
networking resources to process the calls , thereby creating 
bottlenecks and inefficiencies in the use of computing 
networking resources . NLP engine 160 of system 100 ana 
lyzes the utterance 102 with a pre - defined statistical lan 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0011 ] For a more complete understanding of the present 
disclosure and for further features and advantages thereof , 
reference is now made to the following description taken in 
conjunction with the accompanying drawings , in which : 
[ 0012 ] FIG . 1 illustrates an exemplary embodiment of a 
system for processing voice responses , according to the 
present disclosure ; 
[ 0013 ] FIG . 2 illustrates an exemplary embodiment of a 
correlation table , according to the present disclosure ; and 
[ 0014 ] FIG . 3 illustrates a flow chart illustrating an exem 
plary embodiment of a method of processing voice 
responses , according to the present disclosure . 
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guage model 143. Using the pre - defined statistical language 
model 143 , system 100 may analyze the language structure 
of the utterance 102 and identify one or more keywords 162 
of the utterance 102. For example , for the utterance 102 “ I 
want to check my account balance , ” NLP engine 160 may 
identify keywords 162 including a verb and infinitive com 
bination of " want ” and “ to check ” and an object “ account 
balance . ” After identifying keywords 162 , system 100 gen 
erates a service tag 145 for the utterance 102 based on the 
keywords 162. Service tag 145 is generally a descriptor to 
describe a service requested in utterance 102. Continuing 
with the above example , for the utterance 102 “ I want to 
check my account balance , " system 100 identifies keywords 
162 “ want , ” “ to check , ” and “ account balance ” and gener 
ates a service tag 145 “ balance ” for utterance 102 based on 
the keywords 162. System 100 further associates the utter 
ance 102 with the service tag 145 “ balance . ” 
[ 0019 ] As noted before , system 100 previously associated 
the call 101 with a self - service routine 144 , such as for 
example , “ recent activity . ” Since utterance 102 is commu 
nicated within a context of the call 101 , system 100 also 
associates the utterance 102 with the self - service routine 144 
“ recent activity . ” Now , the utterance 102 is associated with 
both the self - service routine 144 “ recent activity ” and the 
service tag 145 “ balance . ” System 100 then uses such 
association between the utterance 102 , the self - service rou 
tine 144 , and the service tag 145 to identify a corresponding 
action 146 in response to the utterance 102 . 
[ 0020 ] In order to identify an action 146 in response to the 
utterance 102 , system 100 uses a correlation table 141 that 
is pre - stored in data store 140. Correlation table 142 is 
generally configured to store a correlation between a set of 
self - service routines 144 , and a set of service tags 145 , and 
a set of corresponding actions 146. For example , each action 
146 corresponds to a pair of a self - service routine 144 and 
a service tag 145. Note that a service tag 145 may lead to 
different actions 146 when correlating with different service 
routines 144. For example , a service tag 145 correlating with 
a first self - service routine 144 may lead to a first action 146 , 
while the service tag 145 correlating with a second self 
service routine 144 may lead to a second action 146 that is 
different from the first action 146. This means that system 
100 may identify different actions 146 in response to an 
utterance 102 having a service tag 145 within calls 101 
associated with different self - service routines 144. For 
example , an utterance 102 “ I want to check my account 
balance ” having the service tag 145 “ balance ” occurring 
within a first call 101 associated with a first self - service 
routine 144 “ recent activity ” may lead to an action 146 , such 
as for example , playing an account balance to user 110 . 
However , the same utterance 102 “ I want to check my 
account balance ” having the service tag 145 “ balance ” 
occurring within a second call 101 associated with a second 
self - service routine 144 “ loan payment ” may lead to a 
different action 146 , such as for example , directing the user 
110 to speaking with a representative . 
[ 0021 ] As such , within the correlation table 141 , system 
100 identifies a self - service routine 144 and a service tag 145 
that are associated with the utterance 102. Then , system 100 
identifies an action 146 that correlates to the self - service 
routine 144 and the service tag 145. For example , system 
100 may determine the self - service routine 144 " recent 
activity ” and the service tag 145 " balance ” that are associ 
ated with the utterance 102 “ I want to check my account 

balance , ” and identify the corresponding action 146 in the 
correlation table 141 that will show or speak an account 
balance to user 110 . 
[ 0022 ] Users 110 comprise any suitable users including 
businesses or other commercial organizations , government 
agencies , and / or individuals . Users 110 may operate on one 
or more user devices 120 to access system 100 . 
[ 0023 ] User devices 120 comprise any suitable devices or 
machines configured to communicate with other network 
devices in the system 100. Typically , user device 120 is a 
data processing system comprising hardware and software 
that communicates with the other network elements over a 
network , such as the Internet , an intranet , an extranet , a 
private network , or any other medium or link . These data 
processing systems typically include one or more proces 
sors , an operating system , one or more applications , and one 
or more utilities . Applications running on the data process 
ing systems provide native support for web protocols includ 
ing , but not limited to , support for Hypertext Transfer 
Protocol ( HTTP ) , Hypertext Markup Language ( HTML ) , 
and Extensible Markup Language ( XML ) , among others . 
Examples of user devices 120 include , but are not limited to , 
desktop computers , mobile phones , tablet computers , and 
laptop computers . 
[ 0024 ] Network 130 includes any suitable networks oper 
able to support communication between components of 
system 100. Network 130 may include any type of wired or 
wireless communication channel capable of coupling 
together computing nodes . Network 130 may include any 
interconnecting system capable of transmitting audio , video , 
electrical signals , optical signals , data , messages , or any 
combination of the preceding . Network 130 may include all 
or a portion of a public switched telephone network ( PSTN ) , 
a public or private data network , a local area network 
( LAN ) , a metropolitan area network ( MAN ) , a wide area 
network ( WAN ) , a local , regional , or global communication 
or computer network , such as the Internet , a wireline or 
wireless network , an enterprise intranet , or any other suit 
able communication link , including combinations thereof , 
operable to facilitate communication between the compo 
nents of system 100. Network 130 may be configured to 
support any communication protocols as would be appreci 
ated by one of ordinary skill in the art upon viewing this 
disclosure . 
[ 0025 ] Data store 140 of system 100 is generally config 
ured to store correlation table 141 , pre - defined responses 
142 , and pre - defined statistical language model 143 , accord 
ing to some embodiments of the present disclosure . Data 
store 140 includes any suitable storage scheme including 
any oftware , hardware , firmware , and / or combination 
thereof capable of storing information . Exemplary data store 
140 includes individual data storage devices ( e.g. , memory , 
disks , solid - state drives ) , which may be part of individual 
storage engines and / or may be separate entities coupled to 
storage engines . Data store 140 may store third - party data 
bases , database management systems , a file system , and / or 
other entities that include or that manage data repositories . 
Data store 140 may be locally located or remotely located to 
other components of system 100 . 
[ 0026 ] Referring to FIG . 2 , in some embodiments , corre 
lation table 141 stored in data store 140 is configured with 
a set of self - service routines 144 , a set of service tags 145 , 
and a set of corresponding actions 146. Correlation table 142 
is generally configured to store a correlation between the set 
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of self - service routines 144 , the set of service tags 145 , and 
the set of corresponding actions 146. For example , each 
action 146 corresponds to a pair of a self - service routine 144 
and a service tag 145. A self - service routine 144 is generally 
used as a descriptor to identify what the call 101 is for . 
Example self - service routines 144 include “ recent activity ” 
routine , “ fraud claim ” routine , “ loan payment ” routine , 
“ fund transfer ” routine , or " order access ” routine . A service 
tag 145 is generally a descriptor to describe a service 
requested in utterance 102. Example service tags 145 
include “ balance , " " bill , ” “ claim , ” “ new account , ” or “ trans 
fer . ” An action 146 comprises a service , an operation , or a 
process that system 100 conducts in response to an utterance 
102 from a user 110. Example actions 146 include checking 
an account balance for user 110 , performing a fund trans 
action for user 110 , directing user 110 to a representative , or 
sending another query 103 to user 110. As noted before , each 
action 146 corresponds to a pair of a self - service routine 144 
and a service tag 145. For example , as illustrated in FIG . 2 , 
the action 146 “ action 1 ” corresponds to the service tag 145 
" service tag 1 " and the self - service routine 144 “ SS routine 
1 , " and the action “ action 2 ” corresponds to the service tag 
145 “ service tag 1 ” and the self - service routine 144 " SS 
routine 2. ” Note that , here , a service tag 145 leads to 
different actions 146 when correlating with different service 
routines 144. For example , the service tag 145 “ service tag 
1 , " when correlating with different self - service routines 144 
“ SS routine 1 ” and “ SS routine 2 , " corresponds to different 
actions 146 “ action 1 ” and “ action 2. ” 
[ 0027 ] This means that an utterance 102 having a service 
tag 145 , when occurring within calls 101 associated with 
different self - service routines 144 , may correspond to dif 
ferent actions 146. For example , an utterance 102 “ I want to 
check my account balance ” having the service tag 145 
“ balance ” occurring within a first call 101 associated with a 
first self - service routine 144 “ recent activity ” may lead to an 
action 146 , such as for example , playing an account balance 
to user 110. However , the same utterance 102 “ I want to 
check my account balance ” having the service tag 145 
“ balance ” occurring within a second call 101 associated with 
a second self - service routine 144 “ loan payment ” may lead 
to a different action 146 , such as for example , directing the 
user 110 to speaking with a representative . 
[ 0028 ] Pre - defined response 142 stored in data store 140 
comprises any set of pre - defined responses 142 associated 
with self - service routines 144. For calls 102 associated with 
different self - service routines 144 , system 100 may identify 
different sets of pre - defined responses 142. For example , for 
a first call 101 associated with the self - service routine 144 
“ recent activity , " system 100 may identify a first set of 
pre - defined responses 142 including the following options : 
“ 1. repeat , ” “ 2. new search , ” and “ 3. main menu . ” As 
another example , for a second call 101 associated with the 
self - service routine 144 " fraud claim , ” system 100 may 
identify a second set of pre - defined responses 142 including 
the following options : “ 1. dispute , " " 2. representative , " and 
“ 3. main menu . " 
[ 0029 ] Statistical language model 143 includes any suit 
able statistical language models for performing natural lan 
guage processing on utterance 102. Example statistical lan 
guage models 143 include unigram model , n - gram model , 
exponential language model , or neural language model . 
[ 0030 ] IVR engine 150 of system 100 is a special purpose 
computer to implement the algorithm discussed herein . 

Specifically , IVR engine 150 is configured to process calls 
101 and utterances 102 that are sent from users 110 via 
network 130 using a special voice response processing 
technique . For example , IVR engine 150 may receive a call 
101 from a user 110 operating on a user device 120. The call 
101 may include a self - service request associated with a 
self - service routine 144 , such as for example , for requesting 
recent activities for an account associated with the user 110 . 
IVR engine 150 may associate the call 101 with the self 
service routine 144 , such as for example , “ recent activity . ” 
In response to the call 101 associated with the self - service 
routine 144 " recent activity , ” IVR engine 150 may play the 
most recent five transactions associated with the account to 
the user 110. IVR engine 150 may further send a query 103 
to user 110 to request subsequent instructions . For example , 
IVR engine 150 may send a query 103 to user 110 asking 
“ What do you want to do next ? ” In response to the query 
103 , user 110 may send an utterance 102 to system 100. In 
one example , the utterance 102 may include a sentence 
saying “ repeat ” indicating that the user 110 wants to hear the 
recent activities again . As another example , the utterance 
102 may include a sentence saying , “ I want to check my 
account balance . ” Then , IVR engine 150 may compare the 
utterance 102 to a set of pre - defined responses 142 to see if 
there is a match . For example , the set of pre - defined 
responses 142 may include the following options : “ 1 . 
repeat , ” “ 2. new search , ” and “ 3. main menu . ” If the 
utterance 102 matches one of the pre - defined responses 142 , 
IVR engine 150 performs an action corresponding to the 
matching response 142. For example , if the utterance 102 is 
“ repeat ” and IVR engine 150 determines that it matches one 
of the pre - defined responses 142 , IVR engine 150 plays 
( e.g. , displays or speaks ) the most recent five transaction 
again to user 110. If the utterance 102 does not match any 
one of the pre - defined responses 142 , IVR engine 150 
determines an occurrence of a failure state and proceeds to 
determine a meaning of the utterance 102. For example , if 
the utterance 102 is “ I want to check my account balance ” 
and IVR engine 150 determines that it does not match any 
one of the pre - defined responses 142 , IVR engine 150 
forwards the utterance 102 to NLP engine 160 for further 
analysis . 
[ 0031 ] NLP engine 160 of system 100 is a special purpose 
computer to implement the algorithm discussed herein . 
Specifically , NLP engine 160 is configured to analyze utter 
ances 102 using a special natural language processing tech 
nique . For example , NLP engine 160 may receive an utter 
ance 102 from IVR engine 150 and analyze the utterance 
102 with a pre - defined statistical language model 143 . 
Statistical language model 143 includes any suitable statistic 
al language models for performing natural language pro 
cessing on utterance 102. Example statistical language mod 
els 143 include unigram model , n - gram model , exponential 
language model , or neural language model . NLP engine 160 
may use the statistical language model 143 to analyze the 
language structure of the utterance 102 to identify keywords 
162 of the utterance 102. For example , for the utterance 102 
“ I want to check my account balance ” from user 110 , NLP 
engine 160 may use statistical language model 143 to 
identify keywords 162 including a verb and infinitive com 
bination of " want ” and “ to check ” and an object “ account 
balance . ” Based on the determined keywords 162 , NLP 
engine 160 may then determine that user 110 wants to check 
account balance . 

22 
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[ 0032 ] After identifying keywords 162 , NLP engine 160 
may generate a service tag 145 for the utterance 102 based 
on the keywords 162. Continuing with the above example , 
for the utterance 102 “ I want to check my account balance , " 
NLP engine 160 identifies keywords 162 “ want , ” “ to check , " 
and “ account balance ” and generates a service tag 145 
“ balance ” for utterance 102 based on the keywords 162 . 
NLP engine 160 may further associate the utterance 102 
with the service tag 145 “ balance . ” 
[ 0033 ] As noted before , IVR engine 150 previously asso 
ciated the call 101 with a self - service routine 144 , such as for 
example , " recent activity . ” Since utterance 102 is commu 
nicated within a context of the call 101 , NLP engine 160 
may further associate the utterance 102 with the self - service 
routine 144 “ recent activity . ” Now , the utterance 102 is 
associated with both the self - service routine 144 " recent 
activity ” and the service tag 145 “ balance . ” 
[ 0034 ] By associating the utterance 102 with the self 
service routine 144 and the service tag 145 , NLP engine 160 
takes into account the context within which the call 101 and 
the utterance 102 occur . This allows system 100 to make a 
better decision on routing the call 101 or choosing a proper 
service or action 146 for the call 101 and the utterance 102 . 
This can lead to fewer misrouted calls 101 and alleviate the 
bottleneck of the network 130 . 
[ 0035 ] NLP engine 160 then uses such association 
between the utterance 102 , the self - service routine 144 , and 
the service tag 145 to identify a corresponding action 146 in 
response to the utterance 102. Specifically , NLP engine 160 
may use correlation table 141 to identify an action 146 in 
response to the utterance 102. Within the correlation table 
141 , NLP engine 160 identifies a self - service routine 144 
and a service tag 145 that are associated with the utterance 
102 and then identifies an action 146 that corresponds to the 
self - service routine 144 and the service tag 145. For 
example , NLP engine 160 may identify the self - service 
routine 144 “ recent activity ” and the service tag 145 “ bal 
ance " in correlation table 141 that are associated with the 
utterance 102 “ I want to check my account balance , " and 
identify the corresponding action 146 in the correlation table 
141 that will play an account balance to user 110 . 
[ 0036 ] An engine described in the present disclosure , such 
as querying engine 150 , parsing engine 160 , and authenti 
cation engine 170 , may include hardware , software , or other 
engine ( s ) . An engine may execute any suitable operating 
system such as , for example , IBM's zSeries / Operating Sys 
tem ( z / OS ) , MS - DOS , PC - DOS , MAC - OS , WINDOWS , a 
.NET environment , UNIX , OpenVMS , or any other appro 
priate operating system , including future operating systems . 
The functions of an engine may be performed by any 
suitable combination of one or more engines or other 
elements at one or more locations . 
[ 0037 ] A processor described in the present disclosure 
may comprise any electronic circuitry including , but not 
limited to , state machines , one or more central processing 
unit ( CPU ) chips , logic units , cores ( e.g. , a multi - core 
processor ) , field - programmable gate array ( FPGAs ) , appli 
cation specific integrated circuits ( ASICs ) , or digital signal 
processors ( DSPs ) . The processor may be a programmable 
logic device , a microcontroller , a microprocessor , or any 
suitable combination of the preceding . The processor may 
include an arithmetic logic unit ( ALU ) for performing 
arithmetic and logic operations , processor registers that 
supply operands to the ALU and store the results of ALU 

operations , and a control unit that fetches instructions from 
memory and executes them by directing the coordinated 
operations of the ALU , registers and other components . 
[ 0038 ] A memory described in the present disclosure , may 
comprise any device operable to store , either permanently or 
temporarily , data , operational software , or other information 
for a processor . In some embodiments , the memory com 
prises one or more disks , tape drives , or solid - state drives , 
and may be used as an over - flow data storage device , to store 
programs when such programs are selected for execution , 
and to store instructions and data that are read during 
program execution . The memory may comprise any one or 
a combination of volatile or non - volatile local or remote 
devices suitable for storing information . For example , the 
memory may comprise random access memory ( RAM ) , read 
only memory ( ROM ) , magnetic storage devices , optical 
storage devices , semiconductor storage devices , or any other 
suitable information storage device or a combination of 
these devices . 
[ 0039 ] FIG . 3 presents a flow chart illustrating an exem 
plary embodiment of a method 300 of processing voice 
responses . The following is a non - limiting example that 
illustrates how system 100 implements method 300 . 
[ 0040 ] Upon starting the process , method 300 stores a 
correlation table 141 in data store 140 ( step 302 ) . Correla 
tion table 141 is generally configured to store a correlation 
between a set of self - service routines 144 , a set of service 
tags 145 , and a set of corresponding actions 146. For 
example , each action 146 corresponds to a pair of a self 
service routine 144 and a service tag 145. A self - service 
routine 144 is generally used as a descriptor to identify what 
the call 101 is for . A service tag 145 is generally a descriptor 
to describe a service requested in utterance 102. Note that a 
service tag 145 , when correlating with different self - service 
routines 144 , may correspond to different actions 146. For 
example , a service tag 145 correlating with a first self 
service routine 144 may lead to a first action 146 , while the 
service tag 145 correlating with a second self - service routine 
144 may lead to a second action 146 that is different from the 
first action 146. This means that , an utterance 102 having a 
service tag 145 , when occurring within calls 101 associated 
with different self - service routines 144 , may lead to different 
actions 146. For example , an utterance 102 “ I want to check 
my account balance ” having the service tag 145 “ balance ” 
occurring within a first call 101 associated with a first 
self - service routine 144 “ recent activity ” may lead to an 
action 146 , such as for example , playing ( e.g. , displaying or 
speaking ) an account balance to user 110. However , the 
same utterance 102 “ I want to check my account balance ” 
having the service tag 145 “ balance ” occurring within a 
second call 101 associated with a second self - service routine 
144 “ loan payment ” may lead to a different action 146 , such 
as for example , directing the user 110 to speaking with a 
representative . 
[ 0041 ] At step 304 , method 300 receives a call 101 from 
user 110. Call 101 may include a self - service request asso 
ciated with a self - service routine 144 , such as for example , 
for requesting recent activities for an account associated 
with the user 110. System 100 may use a natural language 
processing technique to determine a few keywords 162 of 
the call 101. For example , system 100 may identify a 
keyword 162 “ recent activity ” and determines that the 
keyword 162 " recent activity ” matches one of a set of 
self - service routines 144 stored in the system 100 , such as 



US 2020/0204679 A1 Jun . 25 , 2020 
6 

for example , self - service routine 144 “ recent activity . ” Sys 
tem 100 may associate the call 101 with the self - service 
routine 144 “ recent activity . ” In response to the call 101 
associated with the self - service routine 144 “ recent activity , " 
system 100 plays the most recent five transactions associated 
with the account to the user 110. System 100 may further 
expect subsequent instructions from user 110. For example , 
system 100 may want to know what user 110 wants to do 
next . 
[ 0042 ] At step 306 , method 300 sends a query 306 to user 
110 for requesting subsequent instructions from user 110 . 
For example , system 100 may send a query 103 to user 110 
asking " What do you want to do next ? ” In response to the 
query 103 , user 110 may return an utterance 102 to system 
100 . 
[ 0043 ] At step 308 , method 300 receives the utterance 102 
from user 110. In one example , the utterance 102 may 
include a sentence saying " repeat ” indicating that the user 
110 wants to hear the recent activities again . As another 
example , the utterance 102 may include a sentence saying , 
“ I want to check my account balance . ” System 100 may 
want to determine what the utterance 102 means . For 
example , system 100 may want to see whether the utterance 
102 matches any of the pre - defined responses 142 . 
[ 0044 ] Execution proceeds to step 310 where method 300 
identifies a set of pre - defined responses 142. In some 
embodiments , system 100 may identify a set of pre - defined 
responses specifically associated with the self - service rou 
tine 144 associated with the call 101. For example , a set of 
pre - defined responses 142 may include the following 
options : “ 1. repeat , ” “ 2. new search , ” and “ 3. main menu . 
Note that each self - service routine 144 may be associated 
with a corresponding set of pre - defined responses 142 that 
are the same as or different from each other . After identifying 
a set of pre - defined responses 142 specifically associated 
with the self - service routine 144 associated with the call 
101 , method 300 proceeds to step 312 . 
[ 0045 ] At step 312 , method 300 compares the utterance 
102 to the set of pre - defined responses 142 as determined in 
step 310. For example , system 100 may use speech recog 
nition techniques such as speech - to - text processing to con 
vert the utterance 102 to a text form and use natural language 
processing and / or computational linguistics to systemati 
cally identify , extract , quantify , and study affective states 
and subjective information of the language in utterance 102 . 
System 100 may extract keywords 162 of the utterance and 
compare the keywords 162 to each of the set of pre - defined 
responses 142 to see if there is a match . 
[ 0046 ] At step 314 , method 300 determines whether the 
utterance 102 matches any one of the set of pre - defined 
responses 142 as determined in step 310. If the utterance 102 
matches one of the set of pre - defined responses 142 , method 
300 proceeds to step 316. If the utterance 102 does not match 
any one of the set of pre - defined responses 142 , method 300 
proceeds to step 318 . 
[ 0047 ] At step 316 , method 300 performs an action cor 
responding the matching pre - defined response 142 in 
response to determining that the utterance 102 matches one 
of the set of pre - defined responses 142. For example , if the 
utterance 102 is “ repeat ” and system 100 determines that the 
it matches one of the pre - defined responses 142 , system 100 
plays the most recent five transaction again to user 110 . 
[ 0048 ] At step 318 , method 300 analyzes the utterance 102 
with a pre - defined statistical language model 143 in 

response to determining that the utterance 102 does not 
match any one of the set of pre - defined responses 142 . 
System 100 may use the statistical language model 143 to 
analyze the language structure of the utterance 102. For 
example , for the utterance 102 “ I want to check my account 
balance ” from user 110 , system 100 may use statistical 
language model 143 to identify a verb and infinitive com 
bination of " want ” and “ to check ” and an object “ account 
balance . ” 
[ 0049 ] At step 320 , method 300 identifies one or more 
keywords 162 of the utterance 102. Continuing with the 
above example , for the utterance 102 “ I want to check my 
account balance , ” system 100 identifies keywords 162 
" want , " " to check , ” and “ account balance . " 
[ 0050 ] At step 322 , method 300 determines a service tag 
145 for the utterance 102 based on the keywords 162 as 
identified in step 320. For example , after identifying the 
keywords 162 “ want , ” “ to check , ” and “ account balance , ” 
system 100 may generate a service tag 145 “ balance " for 
utterance 102 based on the keywords 162 . 
[ 0051 ] At step 324 , method 300 associates the utterance 
102 with the service tag 145 as determined in step 322 . 
Method 300 may further associate the utterance 102 with the 
self - service routine 144 associated with the call 101 as 
determined in step 304. For example , for an utterance 102 
with a service tag 145 “ balance ” that occurs within a call 101 
associated with the self - service routine 144 “ recent activity , " 
system 100 may associate the utterance 102 with both the 
service tag 145 “ balance ” and the self - service routine 144 
“ recent activity . ” 
[ 0052 ] At step 326 , method 300 identifies an action 146 in 
the correlation table 141 that corresponds to the service tag 
145 and the self - service routine 144 that are associated with 
the utterance 102. For example , system 100 may determine 
that the utterance 102 is associated with the service tag 145 
" balance ” and the self - service routine 144 " recent activity ” 
and identify the service tag 145 “ balance ” and the self 
service routine 144 " recent activity ” in correlation table 141 . 
System 100 then identify an action 146 in the correlation 
table 141 that correspo to the service tag 145 “ balance ” 
and the self - service routine 144 “ recent activity . ” For 
example , the action 146 may including playing an account 
balance to user 110 . 
[ 0053 ] Method 300 presents a process to effectively pro 
cessing voice responses from users 110. For example , when 
encountering a no - match situation for the pre - defined 
responses 142 , instead of asking the user 110 to provide 
another utterance 102 or response that matches one of the 
pre - defined responses 142 , method 300 as disclosed in the 
present disclosure takes the user's response ( e.g. , the utter 
ance 102 ) and analyzes it using a pre - defined statistical 
language model 143. With the statistical language model 
143 , the disclosed method 300 analyzes the language struc 
ture and grammar of the user's response to extract a few 
keywords 162. Based on the keywords 162 , the method 300 
understands what the user 110 wants to do and identify an 
action 146 ( e.g. , an operation , a service ) in response to the 
user's response . In this way , the disclosed method 300 
provides an efficient way to interpreting users ' response 
utterance 102 and providing an action 146 accordingly as 
opposed to repeatedly asking the users 110 to provide a 
response that must match a pre - defined response 142. This 
helps conserve extra network resources ( e.g. , network band 
width ) that would otherwise be used for the system 100 to 



US 2020/0204679 A1 Jun . 25 , 2020 
7 

request user 110 provide one of the pre - defined response 142 
and for the user 110 to respond with something that matches 
one of the pre - defined response 142. Therefore , the dis 
closed method 300 and system 100 facilitates reducing the 
strain in the network and removing the network bottleneck . 
[ 0054 ] While several embodiments have been provided in 
the present disclosure , it should be understood that the 
disclosed systems and methods might be embodied in many 
other specific forms without departing from the spirit or 
scope of the present disclosure . The present examples are to 
be considered as illustrative and not restrictive , and the 
intention is not to be limited to the details given herein . For 
example , the various elements or components may be com 
bined or integrated in another system or certain features may 
be omitted , or not implemented . 
[ 0055 ] In addition , techniques , systems , subsystems , and 
methods described and illustrated in the various embodi 
ments as discrete or separate may be combined or integrated 
with other systems , modules , techniques , or methods with 
out departing from the scope of the present disclosure . Other 
items shown or discussed as coupled or directly coupled or 
communicating with each other may be indirectly coupled or 
communicating through some interface , device , or interme 
diate component whether electrically , mechanically , or oth 
erwise . Other examples of changes , substitutions , and altera 
tions are ascertainable by one skill in the art and could be 
made without departing from the spirit and scope disclosed 
herein . 
[ 0056 ] To aid the Patent Office , and any readers of any 
patent issued on this application in interpreting the claims 
appended hereto , applicants note that they do not intend any 
of the appended claims to invoke 35 U.S.C. § 112 ( f ) as it 
exists on the date of filing hereof unless the words “ means 
for ” or “ step for ” are explicitly used in the particular claim . 
What is claimed is : 
1. A system for processing voice responses , comprising : 
a memory configured to store : 

a plurality of self - service routines , a plurality of service 
tags , and a plurality of actions , each action correlat 
ing to at least one self - service routine and at least one 
service tag ; and 

a plurality of pre - defined responses associated with the 
plurality of self - service routines , each self - service 
routine associated with a subset of the plurality of 
pre - defined responses ; 

an interactive voice response engine communicatively 
coupled to the memory and configured to receive a first 
utterance ; 

and 
a natural language processing engine configured to : 

analyze the first utterance with a statistical language 
model ; 

identify one or more keywords of the first utterance 
based on the analysis ; 

determine a service tag of the first utterance based on 
the one or more keywords ; 

compare the service tag of the first utterance with each 
of the plurality of service tags ; 

in response to determining that the service tag of the 
first utterance matches a first service tag , associate 
the first utterance with the first service tag and the 
first self - service routine ; and 

identify a first action for the first utterance that corre 
lates to the first service tag and the first self - service 
routine . 

2. The system of claim 1 , wherein the first utterance is 
received in response to a query that comprises a first subset 
of the predefined responses . 

3. The system of claim 1 , wherein the interactive voice 
response engine is further configured to : 

identify a first subset of the pre - defined responses ; 
compare the first utterance with each of the first subset of 

the pre - defined responses ; and 
in response to determining that the first utterance matches 

one of the first subset of the pre - defined responses , 
perform an action corresponding to the matching pre 
defined response . 

4. The system of claim 1 , wherein the natural language 
processing engine is further configured to : 

in response to receiving a second utterance , correlate the 
second utterance to the statistical language model ; 

identify one or more keywords of the second utterance 
based on the correlating ; 

determine a service tag of the second utterance based on 
the one or more keywords of the second utterance ; 

compare the service tag of the second utterance with each 
of the plurality of service tags ; 

in response to determining that the service tag of the 
second utterance also matches the first service tag , 
associate the second utterance with the first service tag 
and the second self - service ro and 

identify a second action for the first utterance that corre 
lates to the first service tag and the second self - service 
routine . 

5. The system of claim 1 , wherein each of the plurality of 
self - service routines comprises one of the following : 

a recent activity routine ; 
a fraud claim routine ; 
a loan payment routine ; 
a fund transfer routine ; or 
an order access routine . 
6. The system of claim 1 , wherein each of the plurality of 

service tags comprises one of the following : 
balance ; 
bill ; 
claim ; 
new account ; or 
transfer . 
7. The system of claim 1 , wherein the statistical language 

model comprises at least one of the following : 
a unigram model ; 
an n - gram model ; 
an exponential language model ; or 
a neural language model . 
8. A non - transitory computer - readable medium compris 

ing a logic for processing voice responses , the logic , when 
executed by one or more processors , instructing the one or 
more processors to : 

store a plurality of self - service routines , a plurality of 
service tags , and a plurality of actions , each action 
correlating to at least one self - service routine and at 
least one service tag ; 
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store a plurality of pre - defined responses associated with 
the plurality of self - service routines , each self - service 
routine associated with a subset of the plurality of 
pre - defined responses ; 

receive a first utterance ; 
analyze the first utterance with a statistical language 
model ; 

identify one or more keywords of the first utterance based 
on the analysis ; 

determine a service tag of the first utterance based on the 
one or more keywords ; 

compare the service tag of the first utterance with each of 
the plurality of service tags ; 

in response to determining that the service tag of the first 
utterance matches a first service tag , associate the first 
utterance with the first service tag and the first self 
service routine ; and 

identify a first action for the first utterance that correlates 
to the first service tag and the first self - service routine . 

9. The non - transitory computer - readable medium of claim 
8 , wherein the utterance is received in response to a query 
that comprises a first subset of the predefined responses . 

10. The non - transitory computer - readable medium of 
claim 8 , wherein the logic , when executed by the one or 
more processors , further instructs the one or more processors 
to : 

in response to determining that the first utterance matches 
one of the first subset of the pre - defined responses , 
perform an action corresponding to the matching pre 
defined response . 

11. The non - transitory computer - readable medium of 
claim 8 , wherein the logic , when executed by the one or 
more processors , further instructs the one or more processors 

14. A method for processing voice responses , comprising : 
storing a plurality of self - service routines , a plurality of 

service tags , and a plurality of actions , each action 
correlating to at least one self - service routine and at 
least one service tag ; 

storing a plurality of pre - defined responses associated 
with the plurality of self - service routines , each self 
service routine associated with a subset of the plurality 
of pre - defined responses ; 

receiving a first utterance ; 
analyzing the first utterance with a statistical language 
model ; 

identifying one or more keywords of the first utterance 
based on the analysis ; 

determining a service tag of the first utterance based on 
the one or more keywords ; 

comparing the service tag of the first utterance with each 
of the plurality of service tags ; 

in response to determining that the service tag of the first 
utterance matches a first service tag , associating the 
first utterance with the first service tag and the first 
self - service routine ; and 

identifying a first action for the first utterance that corre 
lates to the first service tag and the first self - service 
routine . 

15. The method of claim 14 , wherein the utterance is 
received in response to a query that comprises a first subset 
of the predefined responses . 

16. The method of claim 14 , wherein the method further 
comprises : 

in response to determining that the first utterance matches 
one of the first subset of the pre - defined responses , 
performing an action corresponding to the matching 
pre - defined response . 

17. The method of claim 14 , wherein the method further 
comprises : 

in response to receiving the second utterance , correlating 
the second utterance to the statistical language model ; 

identifying one or more keywords of the second utterance 
based on the correlating ; 

determining a service tag of the second utterance based on 
the one or more keywords of the second utterance ; 

comparing the service tag of the second utterance with 
each of the plurality of service tags ; 

in response to determining that the service tag of the 
second utterance also matches the first service tag , 
associating the second utterance with the first service 
tag and the second self - service routine ; and 

identifying a second action for the first utterance that 
correlates to the first service tag and the second self 
service routine . 

18. The method of claim 14 , wherein the statistical 
language model comprises at least one of the following : 

a unigram model ; 
an n - gram model ; 
an exponential language model ; or 
a neural language model . 
19. The method of claim 14 , wherein each of the plurality 

of self - service routines comprises one of the following : 
a recent activity routine ; 
a fraud claim routine ; 
a loan payment routine ; 
a fund transfer routine ; or 
an order access routine . 

to : 
in response to receiving a second utterance , correlate the 

second utterance to the statistical language model ; 
identify one or more keywords of the second utterance 

based on the correlating ; 
determine a service tag of the second utterance based on 

the one or more keywords of the second utterance ; 
compare the service tag of the second utterance with each 

of the plurality of service tags ; 
in response to determining that the service tag of the 

second utterance also matches the first service tag , 
associate the second utterance with the first service tag 
and the second self - service routine ; and 

identify a second action for the first utterance that corre 
lates to the first service tag and the second self - service 
routine . 

12. The non - transitory computer - readable medium of 
claim 8 , wherein the statistical language model comprises at 
least one of the following : 

a unigram model ; 
an n - gram model ; 
an exponential language model ; or 
a neural language model . 
13. The non - transitory computer - readable medium of 

claim 8 , wherein each of the plurality of self - service routines 
comprises one of the following : 

a recent activity routine ; 
a fraud claim routine ; 
a loan payment routine ; 
a fund transfer routine ; or 
an order access routine . 
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20. The method of claim 14 , wherein each of the plurality 
of service tags comprises one of the following : 

balance ; 
bill ; 
claim ; 
new account ; or 
transfer . 


