US 20150234747A1

a9 United States

a2y Patent Application Publication o) Pub. No.: US 2015/0234747 A1l

Tanaka et al.

43) Pub. Date: Aug. 20, 2015

(54) CACHE MEMORY CONTROLLER AND Publication Classification
CACHE MEMORY CONTROL METHOD
(51) Imt.CL
(71)  Applicant: MITSUBISHI ELECTRIC GO6F 12/08 (2006.01)
CORPORATION, Tokyo (IP) (52) US.CL
CPC .... GOGF 12/0875 (2013.01); GOGF 2212/1024
(72) Inventors: Saori Tanaka, Tokyo (JP); Junko (2013.01); GO6F 2212/452 (2013.01)
Kijima, Tokyo (JP); Masahiro Naito, (57) ABSTRACT
Tokyo (JP) A cache memory controller (100) connected to a main
memory (10) having an instruction area storing a first pro-
) gram and a data area storing data used by a specific instruction
(73)  Assignee: MITSUBISHI ELECTRIC included in the first program, and to an access master (1) for
CORPORATION, Tokyo (IP) executing instructions included in the first program. The
cache memory controller is provided with a cache memory
(21) Appl. No.: 14/411,709 (110) for storing a portion of the data in the main memory
) (10), and a data processing unit (140) that, prior to execution
(22) PCT Filed: Apr. 16, 2013 of the specific instruction by the access master (1), and in
accordance with transfer scheduling information including
(86) PCT No.: PCT/JP2013/061244 the starting address of the specific instruction, calculates an
§371 (c)(1), access interval on a basis of the number of instruction steps
(2) Date: May 4, 2015 remaining from the address of the instruction currently being
executed by the access master (1) to the starting address of the
(30) Foreign Application Priority Data specific instruction, and transfers data used by the specific
instruction from the main memory (10) to the cache memory
Aug. 22,2012 (JP) oo 2012-183338 (110) at this access interval.
100
~/
CACHE MEMORY CONTROLLER 120 110
7
130 HIT MEMORY
~~ DETECTION MANAGEMENT CACHE
UNIT UNIT 7] MEMORY
140 )
\ny 121
DATE R2 Aﬂ 44 145
PROCESSING RELEASE
UNIT PROCESSING &—>2
S2
UNIT ST
[ hA44als
141
1 N, 143\/\ /|\ %
A~ A4 SCHEDULE &1
C3 PROCESSING
PROCESS T+ A3 > UNIT e Ve
C1 SWITCHING [T~ = S5
UNIT 146 10
R1
aig$§§ Al 141a | |az REQUEST | \%
EI/ c2 PROCESSING st MAIN
A2 UNIT ) MEMORY
D1 b
| 142




—
=z
r~
-
S
« rAd!
S N la
" o)
3 AMOWIW /j TS 1INN v \ﬂ_
A NIVIN 55 DNISSIOONd 20
- \_V —l—> 1S3no3d v Byl LY Mwwwwa
g
w o1 o cs . oz__h.__w_m;w < )
™~ L~
5 >IN 8V T | ssaooud
- DNISSIO0Ud |~ €9
3 |— TINQ3HOS vY ~
= L
A 7~
" " evl ¥l
> epp ]
Q 1S
<5 -o 1INN
& =5—>{ONISSI00Ud 1INN
g ISvI Y DONISSID0Hd
< Gl b _\c [4<] 31va
Al M
£ \ ovl
g >mo§\ C 1 mn 1INN
= JHOVD ININIDOVNVYIW NOLLO313d f~
£ AHONAW 1IH el
= 7~
.m oLl ocl 43I TI0MINOD AMOWIN IHOVO
= 7~
(=9
< 00l .
= I 'OId
2
~
=W



Patent Application Publication

Aug. 20,2015 Sheet 2 of 25

US 2015/0234747 Al

FIG. 2 160
cache_reserve( MM_ADDR, H*V, PROC);
FIG. 3 170
~/
cache_reserve( MM_ADDRI1, H1%V1, PROC1 ); <— 171
cache_reserve( MM_ADDR2, H2%V2, PROC?2 ) < 172
PROCH () )
for(j=0; iKV1; j++ X
for( i=0; iKH1; i++ )
accum += *(MM_ADDR1++); 173
}
}
}
--------------------- 7
..................... .
PROC2()(
for( j=0; j<V2; j++ )
for( i=0; iKH2; i++ )
multi %= #(MM_ADDR2++); 174
}
}
} )
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FIG. 8
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FIG. 10
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FIG. 14
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FIG. 15

270

PROC10
for( j=0; j<V1; j++ )
for( i=0; i<H1; i++ )
accum += *(MM_ADDR1++);

.....................

PROC2()(
for( j=0; j<V2; j++ X
for( i=0; iKH2; i++ )
multi *= *(MM_ADDR2++);
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CACHE MEMORY CONTROLLER AND
CACHE MEMORY CONTROL METHOD

TECHNICAL FIELD

[0001] The present invention relates to a cache memory
controller and a cache memory control method.

BACKGROUND ART

[0002] The amounts of data in the computer programs,
images, and so on that devices deal with has been increasing
over recent years, and the capacities of the hard disks and
main memories installed in the devices have been increasing
as well. A main memory is divided into an instruction area and
a data area. Program instructions and other instructions are
stored in the instruction area; image data and other data used
in processing by the instructions are stored in the data area.
Since the main memory operates at a lower cycle speed than
the CPU or other access master, a cache memory that can be
accessed at high speed is generally employed. By accessing
the cache memory, the access master can read and write data
faster.

[0003] Cache memories, however, are expensive and have a
low capacity per unit area, so in most cases it would be
difficult to replace the entire main memory with a cache
memory. The method therefore adopted is to transfer part of
the main memory data into the cache memory. Transfers from
main memory to cache memory are carried out in units of
cache lines, which are the units in which the cache memory is
managed. The access master can read and write data at high
speed in cases in which the necessary data are stored in the
cache memory and are reliably accessible. Such cases are
called cache hits.

[0004] Conversely, a case in which the access master
requests access but the data at the requested address are not
stored in the cache memory is called a cache miss. In such
cases, the data to which access is requested must be trans-
ferred from main memory to the cache memory. This results
in lower speed, due to program waiting time, and in increased
power consumption. It would therefore be desirable to boost
the probability that the data required by the access master can
be reliably accessed (boost the cache hit ratio) by prereading
the data from the main memory and transferring the data to
the cache memory.

[0005] As a prereading method, Patent Reference 1
describes an information processor that stores instructions
from the access master in a buffer, prereads data on the basis
of'a past interrupt instruction history, and stores the data in the
cache memory. As a result, when the access master re-ex-
ecutes an interrupt instruction that it had executed before, a
cache hit occurs, the branch to the interrupt routine can be
made quickly, and the return from the interrupt routine or
subroutine can also be carried out quickly.

PRIOR ART REFERENCES
Patent Reference
Patent Reference 1: Japanese Patent No. 4739380
SUMMARY OF THE INVENTION

Problem to be Solved by the Invention

[0006] The only data that can be preread by the information
processor described in Patent Reference 1, however, are inter-

Aug. 20, 2015

rupt instructions with a history of previous execution. There-
fore, the access master cannot preread interrupt instructions
that have not been executed yet, and data at branch destina-
tions differing from past execution. Cache misses therefore
occur, causing problems.

[0007] An object ofthe present invention is to enable cache
hits to be reliably obtained even for instructions and data that
the access master has not accessed.

Means of Solving the Problem

[0008] A cache memory controller according to an aspect
of the invention is connected to a main memory having an
instruction area storing a first program and a data area storing
data used by a specific instruction included in the first pro-
gram, and to an access master for executing instructions
included in the first program. The cache memory controller
includes a cache memory for storing a portion of the data in
the main memory, and a data processing unit that, prior to
execution of the specific instruction by the access master, and
in accordance with transfer scheduling information including
the starting address of the specific instruction, calculates an
access interval on a basis of a number of instruction steps
remaining from an address of the instruction currently being
executed by the access master to the starting address of the
specific instruction, and transfers data used by the specific
instruction from the main memory to the cache memory at
this access interval.

[0009] A cache memory control method according to
another aspect of the invention uses a cache memory to pro-
vide an access master that executes instructions included in a
first program with data used by a specific instruction in the
first program from a main memory having an instruction area
for storing the first program and a data area for storing the data
used by the specific instruction. The cache memory control
method includes: a transfer step for, prior to execution of the
specific instruction by the access master, and in accordance
with transfer scheduling information including a starting
address of the specific instruction, calculating an access inter-
val on a basis of a number of instruction steps remaining from
an address of an instruction currently being executed by the
access master to the starting address of the specific instruc-
tion, and transferring the data used by the specific instruction
from the main memory to the cache memory at this access
interval; and a providing step for providing the data used by
the specific instruction from the cache memory to the access
master when the access master executes the specific instruc-
tion.

Effect of the Invention

[0010] These aspects of the present invention enable cache
hits to be reliably obtained even for instructions and data that
the access master has not accessed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1isablock diagram schematically showing the
configuration of a cache memory controller according to a
first embodiment.

[0012] FIG. 2 is a schematic diagram showing a transfer
scheduling function for operating the cache memory control-
ler according to the first embodiment.

[0013] FIG. 3 is a schematic diagram showing an exem-
plary application of the transfer scheduling function to a
second program in the first embodiment.
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[0014] FIG. 4 is a flowchart illustrating the process of com-
piling the second program into the first program in the first
embodiment.

[0015] FIG. 5 is a schematic diagram showing the relation
between compilation input and output in the first embodi-
ment.

[0016] FIG. 6 is a schematic diagram showing an exem-
plary first program generated when the compiler compiles the
second program in the first embodiment.

[0017] FIG. 7 is a schematic diagram showing an example
of' the disposition of the first program in main memory in the
first embodiment.

[0018] FIG. 8 is a flowchart illustrating the process per-
formed by the process switching unit in the data processing
unit in the first embodiment.

[0019] FIG. 9 is a schematic diagram showing an exem-
plary timing diagram of the process performed by the process
switching unit in the first embodiment.

[0020] FIG. 10 is a flowchart illustrating the process per-
formed by the request processing unit in the data processing
unit in the first embodiment.

[0021] FIG. 11 is a flowchart illustrating the process per-
formed by the schedule processing unit in the data processing
unit in the first embodiment.

[0022] FIGS. 12(a) to 12(c) are schematic diagrams illus-
trating the progress of a data transfer by the schedule process-
ing unit in the first embodiment.

[0023] FIG. 13 is a schematic diagram showing an exem-
plary timing diagram of the process performed by the sched-
ule processing unit in the first embodiment.

[0024] FIG. 14 is a flowchart illustrating the process per-
formed by the release processing unit in the data processing
unit in the first embodiment.

[0025] FIG. 15 is a schematic diagram showing an exem-
plary variation of the second program in the first embodiment.
[0026] FIG. 16 is a block diagram schematically showing
the configuration of a cache memory controller according to
a second embodiment.

[0027] FIG. 17 is a table stored by the schedule processing
unit in the second embodiment.

[0028] FIG. 18 is a schematic diagram showing exemplary
access management information in the second embodiment.
[0029] FIG. 19 is a flowchart illustrating the process per-
formed by the priority determination unit in the data process-
ing unit in the second embodiment.

[0030] FIG. 20 is a diagram showing a first example of two
items of transfer scheduling information that are included in
the first program and for which priority is determined by the
priority determination unit in the data processing unit in the
second embodiment.

[0031] FIG. 21 is a diagram showing a second example of
two items of transfer scheduling information that are included
in the first program and for which priority is determined by
the priority determination unit in the data processing unit in
the second embodiment.

[0032] FIG.22is adiagram showing a third example of two
items of transfer scheduling information that are included in
the first program and for which priority is determined by the
priority determination unit in the data processing unit in the
second embodiment.

[0033] FIG. 23 is a diagram showing a fourth example of
two items of transfer scheduling information determined by
the priority determination unit in the data processing unit,
included in the first program in the second embodiment.
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[0034] FIG. 24 is a diagram showing a fifth example of two
items of transfer scheduling information that are included in
the first program and for which priority is determined by the
priority determination unit in the data processing unit in the
second embodiment.

[0035] FIG. 25 is a schematic diagram showing an exem-
plary timing diagram of the process performed by the priority
determination unit in the data processing unit in the second
embodiment.

[0036] FIG. 26 is a flowchart illustrating the process per-
formed by the schedule processing unit in the data processing
unit in the second embodiment.

[0037] FIG. 27 is a schematic diagram showing an exem-
plary timing diagram of the process performed by the priority
determination unit in the data processing unit in the second
embodiment.

[0038] FIG. 28 is a block diagram schematically showing
an exemplary variation of the cache memory controller
according to the second embodiment.

[0039] FIG. 29 is a schematic diagram showing a variation
of the transfer scheduling management information in the
second embodiment.

[0040] FIG. 30 shows exemplary current address manage-
ment information in the second embodiment.

MODE FOR CARRYING OUT THE INVENTION

First Embodiment

[0041] FIG. 1isablock diagram schematically showing the
configuration of the cache memory controller 100 according
to the first embodiment. The cache memory controller 100
includes a cache memory 110, a memory management unit
120, a hit detection unit 130, and a data processing unit 140.
[0042] The connection relationships among an access mas-
ter 1, the cache memory controller 100, and a main memory
10 are shown in FIG. 1 in a simplified form. On the basis of an
instruction command C1 from the access master 1, the cache
memory controller 100 accesses data stored in the cache
memory 110, which will be described later, or the main
memory 10. Here, the instruction command C1 is a request
from the access master 1 for access to an address on the main
memory 10. If, for example, the instruction command C1 is a
read request, the instruction command C1 and an instruction
address A1 that indicates the address on the main memory 10
are input from the access master 1 to the cache memory
controller 100. The cache memory controller 100 then out-
puts read data D1 corresponding to the instruction command
C1 and instruction address A1 to the access master 1.

[0043] FIG. 1 shows a cache memory controller 100 con-
figured with a single access master 1, but a plurality of access
masters 1 may share the cache memory controller 100. The
access master 1 is configured as a control unit such as a CPU,
for example, that executes instructions according to processes
in a computer program (first program) stored in the main
memory 10.

[0044] The main memory 10 includes an instruction area
and a data area. The instruction area stores instructions to be
executed by the access master 1; the data area stores data used
in processing by the access master 1. In this embodiment, for
example, the instruction area stores the first program and the
data area stores data used by the instructions included in the
first program.

[0045] The cache memory 110 stores a portion of the data
stored in the main memory 10. The cache memory 110 is
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configured with semiconductor memory such as SRAM
(Static Random Access Memory), for example, data in which
can be accessed more quickly than data in the main memory
10. The cache memory 110 is divided into, for example,
64-byte units called cache lines. A cache line stores 64 con-
secutive bytes of data in the main memory 10.

[0046] The memory management unit 120 manages the
cache memory 110. The memory management unit 120
includes, for example, a tag memory 121 as a management
information storage unit and uses the tag memory 121 to
manage the cache memory 110.

[0047] As management information, the tag memory 121
stores address information Ta, a status flag Fs, and an access
flag Fa: the address information Ta is the address of the data
stored in each cache line of the cache memory 110 in the main
memory 10; the status flag Fs is status identification informa-
tion indicating whether or not data are present in each cache
line; the access flag Fa is access identification information
indicating whether or not the access master 1 has accessed
each cache line.

[0048] The status flag Fs indicates, for each cache line,
‘valid’ if data are present in the cache line in the cache
memory 110, and ‘invalid’ if data are not present.

[0049] The access flag Fa indicates, for each cache line,
‘valid’ if the access master 1 has accessed the cache line, and
‘invalid’ if the access master 1 has not accessed the cache line.
On the basis of, for example, the LRU (Least Recently Used)
method, which checks for access during a prescribed resi-
dence time, the memory management unit 120 resets the
access flag Fa at prescribed timings: for example, when a
timer (not shown) has measured a prescribed elapse of time.
This enables the memory management unit 120 to determine
which cache lines have not recently been accessed.

[0050] The hit detection unit 130 determines whether the
data at the address on the main memory 10 to which access is
requested are stored in the cache memory 110. The hit detec-
tion unit 130 then provides the data processing unit 140 with
a hit detection result indicating a cache hit if the data are
stored in the cache memory 110 or a cache miss if the data are
not stored in the cache memory 110. The hit detection unit
130 determines whether or not the data are stored in the cache
memory 110 by referring to the address information Ta in the
cache lines for which the status flag F's in the tag memory 121
indicates ‘valid’. Existence in the memory management unit
120 of address information Ta matching the address to which
access has been requested results in a cache hit; non-existence
of such address information Ta results in a cache miss.
[0051] The data processing unit 140 transfers data stored in
the main memory 10 to the cache memory 110. In this
embodiment, for example, according to transfer scheduling
information including the address of data used by a specific
instruction included in the first program, before the access
master 1 executes the specific instruction, the data processing
unit 140 transfers the data used by the specific instruction
from the main memory 10 to the cache memory 110. The data
processing unit 140 also reads data from the cache memory
110 or main memory 10 in response to requests from the
access master 1. Furthermore, the data processing unit 140
writes data into the cache memory 110 or main memory 10 in
response to requests from the access master 1. The data pro-
cessing unit 140 includes a process switching unit 141, a
request processing unit 142, a schedule processing unit 143, a
release processing unit 144, a cache memory access arbitra-
tionunit 145, and a main memory access arbitration unit 146.
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[0052] The process switching unit 141 analyzes an instruc-
tion command C1 from the access master 1 and switches the
data output destination between the request processing unit
142 and schedule processing unit 143. For example, if the
instruction command C1 indicates read or write, the process
switching unit 141 gives the instruction command C1 as a
request command C2 and the instruction address Al as a
request address A2 to the request processing unit 142. If the
instruction command C1 indicates read, the process switch-
ing unit 141 also stores the instruction address A1l as a current
address A3 in a memory (in-progress storage unit) 141a.
Here, the current address A3 indicates the address currently
under execution by the access master 1. Conversely, if the
instruction command C1 indicates transfer scheduling infor-
mation representing the scheduling of a data transfer, the
process switching unit 141 gives the instruction command C1
as a transfer scheduling command C3 to the schedule pro-
cessing unit 143, together with the current address A3 stored
in the memory 141a.

[0053] The request processing unit 142 reads or writes data
on the cache memory 110 or main memory 10 according to
the request command C2 and request address A2 input from
the process switching unit 141 and the hit detection result R1
input from the hit detection unit 130. When the request pro-
cessing unit 142 receives a request address A2 from the pro-
cess switching unit 141, for example, it provides the request
address A2 to the hit detection unit 130. In response, the
request processing unit 142 then obtains a hit detection result
R1 for the request address A2 from the hit detection unit 130.
If the request command C2 input from the process switching
unit 141 indicates a read, the request processing unit 142
outputs read data D1 read from the cache memory 110 or
main memory 10 to the access master 1.

[0054] Transfers of information between the request pro-
cessing unit 142 and cache memory access arbitration unit
145 are carried out via a signal S1. Transfers of information
between the request processing unit 142 and main memory
access arbitration unit 146 are carried out via a signal S4.
[0055] The schedule processing unit 143 transfers data
from the main memory 10 to the cache memory 110 accord-
ing to the current address A3 and transfer scheduling com-
mand C3 input from the process switching unit 141 and the hit
detection result R2 input from the hit detection unit 130. For
example, on receipt of a transfer scheduling command C3
from the process switching unit 141, the schedule processing
unit 143 identifies the address (transfer scheduling address) at
which the data to be transferred are stored in the main
memory 10, and provides the identified address A4 to the hit
detection unit 130. In response, the schedule processing unit
143 then obtains the hit detection result R2 for the address A4
from the hit detection unit 130. If the hit detection result R2 is
a cache miss, the schedule processing unit 143 transfers the
data at that address from the main memory 10 to the cache
memory 110. When the schedule processing unit 143 starts a
transfer according to a transfer scheduling command C3, it
provides the release processing unit 144 with scheduled area
information I1 indicating the storage destination cache line.
[0056] Transfers of information between the schedule pro-
cessing unit 143 and cache memory access arbitration unit
145 are carried out via a signal S2. Transfers of information
between the schedule processing unit 143 and main memory
access arbitration unit 146 are carried out via a signal S5.
[0057] The release processing unit 144 selects a cache line
to release when it determines through the memory manage-
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ment unit 120 that the cache memory 110 is running short of
free space. The release processing unit 144 monitors the
status flags Fs in the tag memory 121 of the memory man-
agement unit 120, for example, and determines that the cache
memory 110 is running short of free space when the number
of status flags Fs indicating ‘invalid’ is equal to or less than a
prescribed number (threshold value) T, for example. At this
point, the release processing unit 144 selects a cache line to
release on the basis of the access flags Fa in the tag memory
121 and the scheduled area information I1 from the schedule
processing unit 143. When the release processing unit 144
selects a cache line to release, it provides the cache memory
access arbitration unit 145 with release information indicat-
ing that the data in the selected cache line are to be written
back to the main memory 10.

[0058] In selecting a cache line to release, the release pro-
cessing unit 144 refers to the scheduled area information 11
from the schedule processing unit 143. For example, on the
basis of the scheduled area information 11, the release pro-
cessing unit 144 monitors the access flags Fa of the cache
lines in which data have been stored by the schedule process-
ing unit 143 and records whether or not their access flags Fa
have been set in “valid’ by the access master 1 accessing the
data stored in those cache lines one or more times, recording
this information as scheduled area access flags Fra in a
memory (access history information storage area) 144a. [f the
access master 1 has not accessed the data in a cache line even
once, the release processing unit 144 does not release that
cache line. When a cache line is released, the release process-
ing unit 144 resets its scheduled area access flag Fra.

[0059] Transfers of information between the release pro-
cessing unit 144 and cache memory access arbitration unit
145 are carried out via a signal S3. Transfers of information
between the release processing unit 144 and main memory
access arbitration unit 146 are carried out via a signal S6.
[0060] The cache memory access arbitration unit 145 arbi-
trates the order of access to the cache memory 110 according
to the signals S1 to S3 input, based on a predetermined pri-
ority order, from the request processing unit 142, schedule
processing unit 143, and release processing unit 144. The
cache memory access arbitration unit 145 then provides sig-
nals S1 to S3 to the cache memory 110 in the arbitrated order.
The priority order may be, for example, request processing
unit 142, release processing unit 144, and schedule process-
ing unit 143, in order from high to low.

[0061] Accordingly, if signals are input to the cache
memory access arbitration unit 145 simultaneously from two
or more of the request processing unit 142, schedule process-
ing unit 143, and release processing unit 144, access to the
cache memory 110 based on signals with lower priority is
halted so that access to the cache memory 110 based on a
higher priority signal can be carried out. Among the simulta-
neously input signals, access based on a lower priority signal
starts when access based on higher priority signals ends.
[0062] The main memory access arbitration unit 146 arbi-
trates the order of access to the main memory 10 according to
the input signals S4 to S6 input, based on a predetermined
priority order, from the request processing unit 142, schedule
processing unit 143, and release processing unit 144. The
priority order may be, for example, request processing unit
142, release processing unit 144, schedule processing unit
143, in order from high to low.

[0063] Accordingly, if signals are input to the main
memory access arbitration unit 146 simultaneously from two
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or more of the request processing unit 142, schedule process-
ing unit 143, and release processing unit 144, access to the
main memory 10 based on signals with lower priority is
halted so that access to the main memory 10 based on ahigher
priority signal can be carried out. Among the simultaneously
input signals, access based on a lower priority signal starts
when access based on higher priority signals ends.

[0064] In this process, when access to data at the same
address is simultaneously requested from the request process-
ing unit 142 and schedule processing unit 143 and the data at
that address are not stored on the cache memory 110, the main
memory access arbitration unit 146 treats only the access
request from the request processing unit 142 as valid. The
main memory access arbitration unit 146 outputs, to the
schedule processing unit 143, a scheduled transfer comple-
tion flag Ftf indicating that the transfer of the data at that
address has been completed.

[0065] FIG. 2 is a schematic drawing showing a transfer
scheduling function 160 for operating the cache memory
controller 100. The transfer scheduling function 160 is a code
representing a transfer scheduling instruction for transferring
specific data from the main memory 10 to the cache memory
110. As shown in FIG. 2, the transfer scheduling function 160
defines the starting address MM_ADDR of a continuous area
that will be referred to by the access master 1 after this
function is executed, the size H*V of'the continuous area, and
the starting address PROC of a group of instructions consti-
tuting a function that refers to the continuous area. The con-
tinuous area is a portion of the instruction area or data area on
the main memory 10 with consecutive addresses. In this
embodiment, the starting address MM_ADDR, size H*V, and
starting address PROC constitute transfer scheduling infor-
mation.

[0066] Thefirst program is executed by the access master 1,
soitis coded in a format that the access master 1 can execute:
for example, in an assembly language or the like. Conversely,
the transfer scheduling function 160 shown in FIG. 2 is
included in a second program coded in a format that the
access master 1 cannot execute: for example, in C language or
another high level language. The first program is generated by
compilation of the second program.

[0067] FIG. 3 is a schematic drawing showing an exem-
plary application of the transfer scheduling function 160
shown in FIG. 2 to the second program. The second program
170 shown in FIG. 3 includes a function 173 composed of
instructions by which the access master 1 refers to data dis-
posed in a continuous area on the main memory 10 and a
function 174 composed of instructions by which the access
master 1 refers to data disposed in another such continuous
area. In program 170, a transfer scheduling function 171 and
a transfer scheduling function 172 are processed before func-
tions 173 and 174 are executed.

[0068] The second program is coded so that the transfer
scheduling function 160 is processed before the access master
1 executes the process that refers to the data in the continuous
area; therefor it is possible to inserted into the first program,
in a format capable of execution by the access master 1, a
command for transferring the data in the continuous area, for
which an assured cache hit is desired, from the main memory
10 to the cache memory 110.

[0069] FIG. 4is a flowchart illustrating the process of com-
piling (converting) the second program 170 shown in FIG. 3
into the first program. The flow shown in FIG. 4 is executed by
input of the second program to a compiler Cgc as shown in
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FIG. 5. The compiler Cgc is a program conversion unit
equipped with a function for compiling the transfer schedul-
ing function 160 shown in FIG. 2 according to commonly
used specifications. The second program 170 is assumed to be
stored in a storage unit not shown in the drawings.

[0070] When compilation starts, the compiler Cgc decides
whether or not the source code under compilation in the
second program is a transfer scheduling function 160 as
shown in FIG. 2 (step S10). If the source code is a transfer
scheduling function 160 (Yes in S10), the process proceeds to
step S11; if the source code is not a transfer scheduling
function 160 (No in S10), the process proceeds to step S12.
[0071] In step S11, the compiler Cgc compiles the source
code into a command suitable for the first program. In step
S12, the compiler Cgc compiles the source code according to
commonly used specifications.

[0072] The compiler Cgc then decides whether or not the
source code under compilation is at the end of the second
program (S13). Ifthe source code is not atthe end (No in S13),
the compiler Cgc updates the code under compilation to the
next source code and returns to step S10. Ifthe source code is
at the end (Yes in S13), the compiler Cgc terminates the
processing flow.

[0073] FIG. 6 is a schematic diagram showing an exem-
plary first program generated when the compiler Cgc com-
piles the second program 170 shown in FIG. 3. In the first
program 180 shown in FIG. 6, addresses are given in the left
column and instruction words are given in hexadecimal nota-
tion in the right column. The instruction format depends on
the compiler Cgc, so the instruction word format will not be
described here, but the operation indicated by each instruc-
tion will be described.

[0074] Instructions 181a to 181¢ shown in FIG. 6 are trans-
fer scheduling instructions generated from the transfer sched-
uling function 171 shown in FIG. 3. Instruction 181« is an
instruction for notifying the process switching unit 141 of the
starting address MM_ADDR1 of the continuous area
described in the transfer scheduling function 171 shown in
FIG. 3. Instruction 1815 is an instruction for notifying the
process switching unit 141 of the size H1*V1 of the continu-
ous area described in the transfer scheduling area 171 shown
in FIG. 3. Instruction 181c¢ is an instruction for notifying the
process switching unit 141 of the starting address PROC1
described in the transfer scheduling function 171 shown in
FIG. 3. Instructions 182a to 182¢ are transfer scheduling
instructions generated from the transfer scheduling function
172 in FIG. 3. Instruction 182« is an instruction for notifying
the process switching unit 141 of the starting address
MM_ADDR2 of the continuous area described in the transfer
scheduling function 172 shown in FIG. 3. Instruction 18254 is
an instruction for notifying the process switching unit 141 of
the size H2*V2 of the continuous area described in the trans-
fer scheduling function 172 shown in FIG. 3. Instruction 182¢
is an instruction for notifying the process switching unit 141
of'the starting address PROC2 described in the transfer sched-
uling function 172 shown in FIG. 3.

[0075] As shown in FIG. 6, in the first program 180, the
transfer scheduling instructions 181a to 181¢ and 1824 to
182¢ are coded ahead of the instruction groups 1831, 1832,
1833, ...,1841, 1842, 1843, . . . for executing processes P1
and P2, which are carried out with use of data in the main
memory 10, so the access master 1 executes transfer sched-
uling instructions 181a to 181c¢ and 182a to 182¢ before
executing these instruction groups. This enables the access
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master 1 to send the process switching unit 141 instruction
commands C1 indicating transfer scheduling information
according to transfer scheduling instructions 181a to 181c¢
and 1824 to 182¢ before executing these instruction groups.
This causes the data used by these instruction groups to be
transferred from the main memory 10 to the cache memory
110 before the access master 1 executes these instruction
groups.

[0076] FIG. 7 is a schematic diagram showing an example
of'the disposition of the first program 180 shown in FIG. 6 in
the main memory 10. In FIG. 7, the first program 180 shown
in FIG. 6 is stored in the instruction area 190 on the main
memory 10. In particular, the instructions 181« to 181¢ used
to compile the transfer scheduling function 171 shown in
FIG. 3 are disposed in an area 191p; the instructions 1824 to
182¢ used to compile transfer scheduling function 172 are
disposed in an area 192p.

[0077] The schedule processing unit 143 is notified of the
starting address of the continuous area 197d referred to by
function 173 in FIG. 3 when the access master 1 executes
instruction 181a (see FIG. 6) in area 191p. Next, the access
master 1 executes instruction 1815 (see FIG. 6) in area 191p,
whereby the schedule processing unit 143 is notified of the
size of the continuous area 1974. Then the access master 1
executes instruction 181c¢ (see FIG. 6) in area 191p, whereby
the schedule processing unit 143 is notified of the starting
address of the area 193p in which the commands correspond-
ing to function 173 shown in FIG. 3 are stored.

[0078] Similarly, the schedule processing unit 143 is noti-
fied of the starting address and size of the continuous area
198d referred to by function 174 shown in FIG. 3 and the
starting address of the area 194p in which the commands
corresponding to function 174 shown in FIG. 3 are stored
when the access master 1 executes instructions 182a to 182¢
(see FIG. 6) in area 192p.

[0079] Next, the processing flow in the cache memory con-
troller 100 will be described by use of a flowchart.

[0080] FIG. 8 is a flowchart illustrating the process
executed by the process switching unit 141 in the data pro-
cessing unit 140. The process switching unit 141 starts this
process when an instruction command C1 and an instruction
address A1 are input from the access master 1.

[0081] First, the process switching unit 141 decides
whether or not the input instruction A1 is an address included
in the instruction area 190 shown in FIG. 7 (S20). If the
instruction address Al is an address in the instruction area 190
(Yes in S20), the process proceeds to step S21; if the instruc-
tion address Al is not an address in the instruction area 190
(No in S20), the process proceeds to step S22.

[0082] Instep S21,the process switching unit 141 stores the
input instruction address Al as a current address A3 in
memory 141a. If a current address A3 has already been
stored, the process switching unit 141 updates its value. Con-
versely, if the instruction address Al is not an address in the
instruction area 190, the current address A3 is not updated.
[0083] Instep S22, the process switching unit 141 provides
the schedule processing unit 143 with the current address A3
stored in memory 141a.

[0084] Next, the process switching unit 141 decides
whether the instruction command C1 input from the access
master 1 is a read or write (S23). If the instruction command
is a read or write (Yes in S23), the process proceeds to step
S24; if the instruction command C1 is neither a read nor a
write (No in step S23), the process proceeds to step S25.
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[0085] Instep S24, the process switching unit 141 provides
the input instruction command C1 and instruction address Al
as a request command C2 and a request address A2, respec-
tively, to the request processing unit 142. Alternatively, in step
S25 the process switching unit 141 provides the instruction
command C1 as a transfer scheduling command C3 to the
schedule processing unit 143. Instructions 181a to 181¢ and
instructions 182a to 182¢ shown in FIG. 6 are exemplary
transfer scheduling commands C3.

[0086] Next, the process switching unit 141 decides
whether or not an instruction command C1 from the access
master 1 (an instruction command C1 that has not been pro-
cessed yet) is present in the data processing unit 140 (S26). If
an instruction command C1 that has not been processed yet is
present (Yes in S26), the process returns to step S20; if an
instruction command C1 that has not been processed yet is not
present (No in S26), the process switching unit 141 termi-
nates the processing flow.

[0087] FIG. 9 schematically shows an exemplary timing
diagram of the processing in the process switching unit 141.
FIG. 9 shows timings at which instruction commands C1 are
input to the process switching unit 141 from the access master
1, timings at which data are output to the request processing
unit 142, and timings at which data are output to the schedule
processing unit 143.

[0088] At time t10 the process switching unit 141 receives
an instruction command C1 indicating a read request and an
instruction address Al indicating a program area as inputs
from the access master 1, and at time t11 it outputs them to the
request processing unit 142 as, respectively, a request com-
mand C2 and a request address A2. The process switching
unit 141 also updates the value of the current address A3 to a
value indicating instruction address A2 and provides it to the
schedule processing unit 143.

[0089] Next, the process switching unit 141 receives an
instruction command C1 indicating a write request and an
instruction address Al indicating a data area as inputs from
the access master 1 at time t12, and at time t13 it provides
them to the request processing unit 142 as, respectively, a
request command C2 and a request address A2. Since the
instruction address Al indicates a data area, the process
switching unit 141 provides the current address A3 stored in
memory 141a to the schedule processing unit 143 without
updating the value of the current address A3.

[0090] At time t13, the process switching unit 141 receives
an instruction command C1 (TRI) indicating data transfer
scheduling and an instruction address A1 (TRIA) indicating
transfer scheduling as inputs from the access master 1; it does
not output them to the request processing unit 142, but at time
t14, it provides the current address A3 stored in memory 141a
to the schedule processing unit 143 and provides the instruc-
tion command C1 to the schedule processing unit 143 as a
transfer scheduling command C3.

[0091] At time t14, the process switching unit 141 receives
an instruction command C1 indicating a read request and an
instruction address Al indicating a program area as inputs
from the access master 1, and at time t15 it provides them to
the request processing unit 142 as, respectively, a request
command C2 and a request address A2. The process switch-
ing unit 141 also updates the value of the current address A3
to the value indicated by the instruction address Al and pro-
vides it to the schedule processing unit 143.

[0092] As described above, the process switching unit 141
switches output destinations between the request processing
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unit 142 and schedule processing unit 143 according to the
instruction command C1 and instruction address Al input
from the access master 1.

[0093] FIG. 10 is a flowchart illustrating the process per-
formed by the request processing unit 142 in the data pro-
cessing unit 140. This process starts when the request pro-
cessing unit 142 receives a request command C2 and request
address A2 as inputs from the process switching unit 141 and
a hit detection result R1 indicating a cache hit or a cache miss
as an input from the hit detection unit 130.

[0094] First, the request processing unit 142 decides from
the hit detection result R1 from the hit detection unit 130
whether or not the data requested by the request command C2
are present in the cache memory 110 (S30). If the data
requested by the request command C2 are not present in the
cache memory 110 (No in S30), in other words, if the hit
result R1 indicates a cache miss, the process proceeds to step
S31. Conversely, if the data requested by the request com-
mand C2 are present in the cache memory 110 (Yes in S30),
in other words, if the hit result R1 indicates a cache hit, the
process proceeds to step S32.

[0095] In step S31, in order to transfer data from the main
memory 10 to the cache memory 110, the request processing
unit 142 gives a data transfer instruction to the main memory
access arbitration unit 146. This instruction includes the
request address A2. The main memory access arbitration unit
146 then performs a process that transfers the data stored at
the address indicated by the request address A2 from the main
memory 10 to the cache memory 110. For example, the main
memory access arbitration unit 146 reads the data stored at the
address indicated by the request address A2 from the main
memory 10 and sends the data to the request processing unit
142. The request processing unit 142 provides the received
data to the cache memory access arbitration unit 145 to have
the data written into the cache memory 110. When the data are
written into the cache memory 110, the memory management
unit 120 stores the address of the written data in the tag
memory 121 as address information Ta and updates the cor-
responding status flag Fs to indicate the presence of data.
[0096] Instep S32,therequest processing unit 142 accesses
the cache memory 110. If the request command C2 indicates
a write instruction, in order to write the data indicated by the
request command C2 in a cache line, the request processing
unit 142 provides the request command C2 and request
address A2 to the cache memory access arbitration unit 145.
Conversely, if the request command C2 is a read instruction,
in order to read the data indicated by the request command C2
from a cache line, the request processing unit 142 provides
the request address A2 of the data to be read to the cache
memory access arbitration unit 145. The data obtained in this
way are provided to the access master 1 as read data D1. When
the cache memory 110 is accessed, the memory management
unit 120 updates the access flag Fa stored in the tag memory
121 to indicate that an access has been performed.

[0097] When the request command C2 indicates a read
request and the hit detection result R1 indicates a cache miss,
the request processing unit 142 may transfer, to the cache
memory 110 via the cache memory access arbitration unit
145, the data read from the main memory 10 via the main
memory access arbitration unit 146 and output the data as
read data to the access master 1. In this case, the process in
step S32 in FIG. 10 is not performed. The memory manage-
ment unit 120, however, updates the access flag Fa stored in
the tag memory 121 to indicate that an access has been made.
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[0098] FIG. 11 is a flowchart illustrating the process per-
formed by the schedule processing unit 143 in the data pro-
cessing unit 140. This process starts when the schedule pro-
cessing unit 143 receives, from the process switching unit
141, the current address A3, the starting address MM_ADDR
ofa continuous area in which data to be transferred are stored,
the size H*V of the continuous area in which the data to be
transferred are stored, and the starting address PROC of the
instruction group that refers to the continuous area in which
the data to be transferred are stored, and receives a hit detec-
tion result R2 indicating a cache hit or a cache miss from the
hit detection unit 130.

[0099] First, the schedule processing unit 143 calculates an
interval of access (referred to below as an access interval Da)
to the main memory 10 (S40). The number of instruction
steps Ds from the current address A3 to the starting address
PROC of the instruction group that refers to the continuous
area in which the data to be transferred are stored is used in the
calculation of the access interval Da. The number of instruc-
tion steps Ds can be calculated, as shown in the following
expression (1), as the difference from the current address A3,
which is the instruction address when the scheduling process
starts, to the starting address PROC of the instruction group
that refers to the continuous area in which the data to be
transferred are stored.

Ds=(starting address PROC of instruction group)—
(current address 43) (€8]

[0100] Then, as shown in the following equation (2), the
schedule processing unit 143 can calculate the number of
instruction steps Dspu required per transfer of unit size by
dividing the number of instruction steps Ds by the size Rs of
the remaining continuous area for which the transfer has not
been completed yet, which is some part of the size H*V, input
from the process switching unit 141, of the continuous area in
which the data to be transferred are stored. The schedule
processing unit 143 uses the number of instruction steps Dspu
required per transfer of unit size as the access interval Da.

Dspu=(number of instruction steps Ds)+(size Rs of
remaining continuous area) 2)

[0101] Next, the schedule processing unit 143 decides
whether or not, among the data to be transferred in the con-
tinuous area, the data to be transferred next are present in the
cache memory 110 (S41). In this case, the data to be trans-
ferred next are data of unit transfer length among the data to
be transferred in the continuous area. If the data to be trans-
ferred next are not present in the cache memory 110 (No in
S41), in other words, if the hit detection result R2 for the data
to be transferred next is a cache miss, the data must be trans-
ferred from the main memory 10 to the cache memory 110, so
the schedule processing unit 143 proceeds to step S42. Con-
versely, if the data to be transferred next are present in the
cache memory 110 (Yes in S41), in other words, if the hit
detection result R2 for the data to be transferred next is a
cache hit, then the data need not be transferred from the main
memory 10 to the cache memory 110, so the schedule pro-
cessing unit 143 does not transfer the data and proceeds to
step S43.

[0102] In step S42, the schedule processing unit 143 gives
the main memory access arbitration unit 146 an instruction to
transfer data from the main memory 10 to the cache memory
110 in the access interval Da calculated in step S40. If the
access interval Da s ‘8, for example, a unit transfer length of
data must be transferred before the current address A3
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advances eight steps. For this reason, the schedule processing
unit 143 gives a transfer instruction to the main memory
access arbitration unit 146 at one of the eight steps, such as the
first of the eight steps. When it receives this transfer instruc-
tion, the main memory access arbitration unit 146 reads the
data to be transferred from the main memory 10 and gives the
data to the schedule processing unit 143. The schedule pro-
cessing unit 143 provides the given data to the cache memory
access arbitration unit 145 to have the data written into the
cache memory 110. When the data are written into the cache
memory 110, the memory management unit 120 stores the
address of the written data as address information in the tag
memory 121 and updates the corresponding status flag Fs so
as to indicate the presence of data.

[0103] Next, the schedule processing unit 143 updates the
transfer completion size, which indicates the total size of the
data that have already been transferred (S43).

[0104] Next, the schedule processing unit 143 decides
whether or not the transfer completion size is equal to or
greater than the size H*V of the continuous area in which the
data to be transferred are stored, which was input from the
process switching unit 141 (S44). If the transfer completion
size is less than the size H*V of the continuous area in which
the data to be transferred are stored (No in S44), the process
proceeds to step S45; if it is equal to or greater than the size
H*V of the continuous area in which the data to be transferred
are stored (Yes in S44), the processing flow is terminated.
[0105] In step S45, the schedule processing unit 143
decides whether or not an updated current address A3 has
been obtained from the process switching unit 141. If a cur-
rent address A3 has been obtained (Yes in S45), the process
returns to step S40; if a current address A3 has not been
obtained (No in S45), the process returns to step S41.
[0106] By transferring required data to the cache memory
110 in response to transfer scheduling commands C3 as
above, the schedule processing unit 143 can reliably improve
the cache hit ratio, even in areas on the main memory 10
which the access master 1 has never accessed.

[0107] FIGS. 12(a) to 12(c) are schematic diagrams illus-
trating the progress of a data transfer by the schedule process-
ing unit 143. FIG. 12(a) illustrates the changing current
address A3; FIG. 12(b) illustrates the changing size of the
remaining continuous area in which data to be transferred are
stored; FIG. 12(¢) illustrates the changing access interval Da.
[0108] As shown in FIG. 12(¢), the access interval Da0 at
time t0 is calculated when the transfer scheduling command
C3 is input to the schedule processing unit 143.

[0109] As shown in FIG. 12(a), when the value of the
current address A3 is updated at time t1, from the current size
of the remaining continuous area in which data to be trans-
ferred are stored (see FIG. 12(4)) and the number of remain-
ing steps from the current address A3 to the starting address
PROC of the instruction group that refers to the continuous
area (see FIG. 12(a)), the schedule processing unit 143 recal-
culates the access interval Dal (see FIG. 12(c)), thereby
adjusting the intervals at which the main memory 10 is
accessed.

[0110] As described above, when the current address A3 is
updated, the schedule processing unit 143 calculates the
access interval Da again and performs transfers from the
continuous area at the calculated access interval Da. The
transfer process is performed in such a way that the size of the
remaining continuous area in which data to be transferred are
stored becomes ‘0, that is, the transfer is completed, by the
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time tn when the current address reaches the starting address
PROC of the instruction group that refers to the continuous
area. At time tn, the current address A3 is the starting address
PROC of the instruction group that refers to the continuous
area, so the access interval Dan is ‘0’.

[0111] FIG. 13 schematically shows an exemplary timing
diagram of the process performed by the schedule processing
unit 143. FIG. 13 shows the timing at which the current
address A3 and the size H*V of the continuous area in which
the data to be transferred are stored are input from the process
switching unit 141, timings at which the size of the remaining
continuous area in which data to be transferred are stored
changes, timings at which an access interval Da is calculated,
and timings at which the main memory 10 is accessed.
[0112] Attime t0, when a current address A3 and a transfer
scheduling command C3 are input from the process switching
unit 141, the schedule processing unit 143 calculates an
access interval Da0. Until the current address A3 input from
the process switching unit 141 is updated at time t1, the
schedule processing unit 143 accesses the main memory 10 at
the calculated access interval Da0.

[0113] When the current address A3 input from the process
switching unit 141 is updated at time t1, the schedule pro-
cessing unit 143 calculates an access interval Dal and
accesses the main memory 10 at the calculated access interval
Da1l until the current address A3 is updated at time t2.
[0114] Similarly, when the current address A3 input from
the process switching unit 141 is updated at time t2, the
schedule processing unit 143 calculates an access interval
Da2 and accesses the main memory 10 at the calculated
access interval until the current address A3 is updated.

[0115] Afterthis, the schedule processing unit 143 accesses
the main memory 10 at access intervals Da calculated when-
ever the current address A3 input from the process switching
unit 141 is updated and completes the transfer by the time the
current address reaches the starting address PROC of the
instruction group that refers to the continuous area, which
was given by the transfer scheduling command C3.

[0116] By referring to the current address A3, adjusting the
intervals at which the main memory 10 is accessed, and
completing the transfer by the time the instructions that refer
to the continuous area are executed as described above, it
becomes possible to use the cache memory 110 efficiently.

[0117] FIG. 14 is a flowchart illustrating the process per-
formed by the release processing unit 144 in the data process-
ing unit 140. The release processing unit 144 constantly
monitors whether or not the number of status flags Fs in the
tag memory 121 of the memory management unit 120 that
indicate invalid locations (where data are not stored) is equal
to or less than a predetermined value, T for example.

[0118] The release processing unit 144 decides whether or
not the number of status flags Fs is equal to or less than T
(S50). If the number of status flags Fs is more than T (No in
S50), the release processing unit 144 waits while continuing
to monitor the status flags Fs in the memory management unit
120. Conversely, if the number of status flags Fs is equal to or
less than T (Yes in S50), the process proceeds to step S51.
[0119] Instep S51, therelease processing unit 144 selects a
candidate cache line to release among the cache lines on the
cache memory 110. As a method of selecting a cache line as
a candidate for release, for example, the LRU method, which
selects the cache line that has not been referred to for the
longest time, is used.
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[0120] The release processing unit 144 then decides
whether or not the cache line selected in step S51 is releasable
(S52). Among the cache lines on the cache memory 110,
cache lines in which data transferred by a transfer scheduling
command C3 are stored and which have not been accessed
from the access master 1 even once cannot be released. In
other words, the cache lines that can be released are, among
the cache lines selected as candidates for release, cache lines
transferred to the cache memory 110 by request commands
C2 and, among the cache lines selected as candidates for
release, cache lines for which a scheduled area access flag Fra
indicates that the access flag Fa has become valid. Accord-
ingly, the release processing unit 144 monitors the access
flags Fa of cache lines on which data are stored by the sched-
ule processing unit 143 and records scheduled area access
flags Fra in a memory 144a indicating whether or not the
access flags Fa have become valid one or more times.

[0121] Ifthecachelineselected in step S51 is not releasable
(No in S52), the process then returns to step S51, where the
release processing unit 144 again selects a cache line as a
candidate for release by the LRU method. Conversely, if the
cache line selected in step S51 is releasable (Yes in S52), the
process proceeds to step S53.

[0122] Instep S53,the release processing unit 144 gives the
cache memory access arbitration unit 145 an instruction to
write the data stored in the releasable cache line back to the
main memory 10 (S53). Upon reception of this instruction,
the cache memory access arbitration unit 145 reads the data
stored in the cache line decided to be releasable and provides
the data to the release processing unit 144. The release pro-
cessing unit 144 provides the data to the main memory access
arbitration unit 146 to have the data written into the main
memory 10.

[0123] When the writing of the cache line from the cache
memory 110 back to the main memory 10 is completed, the
process returns to step S50 and the release processing unit 144
continues monitoring the status flags Fs in the tag memory
121.

[0124] Making cache lines in which data transferred by a
transfer scheduling command C3 are stored and which have
not been accessed by the access master 1 even once not
subject to release, as described above, assures that data
referred to by the access master are stored in the cache
memory 110.

[0125] In the first embodiment described above, an
example has been described in which a first program 180 (see
FIG. 6) generated by coding transfer scheduling functions
171, 172 in a second program 170 as shown in FIG. 3 and
compiling them with a compiler Cgc is used to operate the
cache memory controller 100, but this type of example is not
limiting. All that is required is for transfer scheduling com-
mands to be coded in the first program. Accordingly, a com-
piler that generates a first program 180 including transfer
scheduling commands 181a to 181c¢ and 182a to 182¢ as
shown in FIG. 6 from a second program 270 of the type shown
in FIG. 15 may also be used. In other words, the compiler may
generate the transfer scheduling instructions included in the
second program by analyzing code indicating instructions
that use data stored in the data area in the main memory 10.
This enables the desired purpose to be accomplished by cod-
ing transfer scheduling commands at appropriate positions
without fail, even when no transfer scheduling function 160 is
intentionally coded in the second program 270.
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[0126] In the first embodiment described above, an
example has been described in which transfer scheduling
commands are issued from the access master 1, but this type
of example is not limiting. For example, the first program
executed by the access master 1 may not include any transfer
scheduling instructions. In this case, it suffices for the sched-
ule processing unit 143 to analyze the first program, which is
stored in a prescribed program area on the main memory 10
and has been stored in the cache memory 110, and generate
transfer scheduling information for transferring data referred
to by a process executed later from the main memory 10 to the
cache memory 110. This enables the first program to be
generated from the second program by use of a general-
purpose compiler and data referred to by the access master 1
to be reliably stored in the cache memory 110.

Second Embodiment

[0127] The second embodiment will be described with ref-
erence to FIGS. 16 to 30.

[0128] FIG. 16 is a block diagram schematically showing
the configuration of a cache memory controller 200 according
to the second embodiment. The cache memory controller 200
includes a cache memory 110, a memory management unit
120, a hit detection unit 130, and a data processing unit 240.

[0129] FIG. 16 shows the connection relationships among
an access master 1, the cache memory controller 200, and the
main memory 10 in a simplified form.

[0130] The main memory 10 is managed in collective units
of a certain capacity, referred to as banks. A bank is divided
into an instruction area and a data area. It is possible to access
a specific continuous area by designating its row (Row)
address and column (Column) address in the main memory
10.

[0131] The functions of the cache memory 110, memory
management unit 120, and hit detection unit 130 are the same
asin the first embodiment and have already been described, so
descriptions will be omitted here.

[0132] The data processing unit 240 transfers the data
stored in the main memory 10 to the cache memory 110. In
this embodiment, each time the data processing unit 240
receives transfer scheduling information including an address
at which data used by a specific instruction are stored in the
main memory 10, it stores the received transfer scheduling
information. When a plurality of items of transfer scheduling
information are stored, the data processing unit 240 arbitrates
among them. Acting on transfer scheduling information of
high priority as decided by arbitration, the data processing
unit 240 transfers the data used by the specific instruction
from the main memory 10 to the cache memory 110 before
the access master 1 executes the specific instruction, which is
included in the first program. The data processing unit 240
also writes data in the cache memory 110 or main memory 10
in response to requests from the access master 1. The data
processing unit 240 includes a process switching unit 141, a
request processing unit 142, a schedule processing unit 243, a
release processing unit 144, a cache memory access arbitra-
tion unit 145, a main memory access arbitration unit 146, a
priority determination unit 247, and an access management
unit 248.

[0133] The functions of the process switching unit 141,
request processing unit 142, release processing unit 144,
cache memory access arbitration unit 145, and main memory
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access arbitration unit 146 are the same as in the first embodi-
ment and have already been described, so descriptions will be
omitted here.

[0134] The priority determination unit 247 receives a cur-
rent address A3 and a transfer scheduling command C3 from
the process switching unit 141. The priority determination
unit 247 then stores the transtfer scheduling information indi-
cated by the received transfer scheduling command C3 in a
memory 247a (transfer schedule storage unit). The priority
determination unit 247 calculates an access interval Da for
each item of stored transfer scheduling information. The
method of calculating the access interval Da is the same as in
the first embodiment. On the basis of the calculated access
interval Da and a time since last access RS obtained from the
access management unit 248, the priority determination unit
247 decides which item of transfer scheduling information is
to be processed by the schedule processing unit 243 with top
priority. The priority determination unit 247 provides the
access management unit 248 with the starting address Am of
the continuous area in which the data to be transferred are
stored, indicated by the transfer scheduling information, as an
address A5, and in response thereto, receives the time since
last access RS from the access management unit 248. In
addition, the priority determination unit 247 provides the
schedule processing unit 243 with the access interval Da of
the determined transfer scheduling information of highest
priority for the continuous area on the main memory 10 and
the starting address Am of the continuous area in which the
data to be transferred are stored. When a scheduled transfer
status signal V1 from the schedule processing unit 243 indi-
cates the completion of transfer and the entire size H*V,
stored as transfer scheduling information, of the continuous
area in which the data to be transferred are stored has been
transferred, the priority determination unit 247 deletes the
transfer scheduling information from memory 247a.

[0135] FIG.17isaschematic, diagram showing the transfer
scheduling management information 201 stored in the
memory 247a in the priority determination unit 247. The
transfer scheduling management information 201 includes an
order of arrival column 201a, a starting address of referencing
instruction group column 20154, a starting address of continu-
ous area column 201¢, a remaining transfer size column 2014,
and a transfer status column 201e.

[0136] The order of arrival column 201« stores information
indicating the order of arrival of transfer scheduling informa-
tion.

[0137] The starting address of referencing instruction
group column 2015 stores the starting address PROC of a
group of instructions constituting a function that refers to a
continuous area in which data to be transferred are stored.
[0138] The starting address of continuous area column
201c stores the starting address of the continuous area in
which the data to be transferred according to the transfer
scheduling command C3 are stored in the main memory 10.
The initial value in the starting address of continuous area
column 201c is the starting address MM_ADDR of the con-
tinuous area referred to by the access master 1 that is included
in the transfer scheduling command C3.

[0139] The remaining transfer size column 2014 stores the
remaining size of the data to be transferred according to the
transfer scheduling command C3. The initial value in the
remaining transfer size column 2014 is the size H*V of the
continuous area in which the data to be transferred are stored
that is included in the transfer scheduling command C3.
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[0140] The transfer status column 201e stores transfer sta-
tus information indicating whether or not the data transfer is
currently in progress, based on the transter scheduling infor-
mation corresponding to the information stored in the starting
address of referencing instruction group column 2015 and
starting address of continuous area column 201c. In this
embodiment, for example, a ‘1”in this field indicates that the
data transfer is in progress; a ‘0’ indicates that the transfer is
currently waiting,.

[0141] The priority determination unit 247 stores the start-
ing addresses MM_ADDR of continuous areas referred to by
the access master 1, the sizes H*V of the continuous areas in
which the data to be transferred are stored, and the starting
addresses PROC of'the groups of instructions constituting the
functions that refer to the continuous areas in which the data
to be transferred are stored, as indicated by transfer schedul-
ing commands C3, in the scheduling management informa-
tion 201 as transfer scheduling information, in the order in
which the transfer scheduling commands C3 are received.
The priority determination unit 247 updates the information
stored in memory 247a when it receives a scheduled transfer
status signal V1 from the schedule processing unit 243.

[0142] Returning to FIG. 16, the access management unit
248 monitors the request addresses A2 sent from the process
switching unit 141, uses a timer (not shown) to measure the
time that elapses from the last previous access as a time since
last access Td, and stores the measured time since last access
Td in a memory 248a (time since last access storage unit).
Each time a request address A2 is sent from the process
switching unit 141 to the request processing unit 142, the
access management unit 248 identifies the continuous area to
which the request address A2 belongs, treating a continuous
area consisting of a plurality of addresses divided into row
addresses and column addresses belonging to the individual
banks on the main memory 10 as a single unit, and resets the
time since last access Td of the identified continuous area.
When provided with an address A5 from the priority deter-
mination unit 247, the access management unit 248 identifies
the continuous area to which the address A5 belongs, reads
the time since last access Td of the identified continuous area
from the memory 248a as aresponse R5, and provides it to the
priority determination unit 247.

[0143] FIG. 18 is a schematic diagram showing access
management information 202 stored in the memory 248a of
the access management unit 248.

[0144] The access management information 202 includes a
bank number column 202a, a row address column 2025, a
column address column 202¢, and a time since last access
column 2024.

[0145] Thebank number column 202a stores bank numbers
that identify the banks in the main memory 10.

[0146] The row address column 2025 stores row address
ranges of continuous areas formed in the banks in the main
memory 10.

[0147] The column address column 202¢ stores column
address ranges of continuous areas formed in the banks in the
main memory 10.

[0148] The time since last access column 2024 stores times
since last access Td indicating elapsed times from when a
continuous area identified by the row address column 2025
and column address column 202¢ in the bank identified by the
bank number column 2024 was last accessed. For a continu-
ous area that has not been accessed from the access master 1
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even once, the time since last access Td is the elapsed time
since the cache memory controller 200 was started up.
[0149] Returning to FIG. 16, the schedule processing unit
243 accesses the main memory 10 according to hit detection
results R2 provided from the hit detection unit 130, and to the
starting addresses Am of continuous areas in which data to be
transferred are stored and access intervals Da of access to the
main memory 10, which are provided from the priority deter-
mination unit 247, and transfers single lines of data, which are
preset units of transfer, to the cache memory 110. When the
transfer of a line of data to the cache memory 110 is com-
pleted, the schedule processing unit 243 updates the sched-
uled transfer status signal V1 to a value indicating transfer
completion, thereby notifying the priority determination unit
247 of the completion of the transfer of a line of data. For
example, the schedule processing unit 243 provides the start-
ing address Am of a continuous area in which data to be
transferred are stored, which it has received from the priority
determination unit 247, to the hit detection unit 130 as an
address A4. In response, the schedule processing unit 243
obtains a hit detection result R2 for the address A4 from the
hit detection unit 130. Then, if the hit detection result R2 is a
cache miss, the schedule processing unit 243 transfers the
data at this address from the main memory 10 to the cache
memory 110. When the schedule processing unit 243 starts
the transfer at the starting address Am of a continuous area in
which the data to be transferred are stored, it also provides the
release processing unit 144 with scheduled area information
11 indicating the destination cache line in which the data will
be stored. Finally, upon completion of the transfer of one line
of data starting from the starting address Am of the continu-
ous area in which the data to be transferred are stored, the
schedule processing unit 243 updates the scheduled transfer
status signal V1 to indicate that the transfer has been com-
pleted, thereby notifying the priority determination unit 247.
The scheduled transfer status signal V1 is, for example, a
one-bit signal that is set to H (1) when a transfer has been
completed and the next transfer can be scheduled, and con-
versely is set to L. (0) while further transfer scheduling is
unavailable.

[0150] Next, the processing flow in the priority determina-
tion unit 247 will be described by use of a flowchart.

[0151] FIG. 19 is a flowchart illustrating the process when
the priority determination unit 247 arbitrates among a plural-
ity of items of transfer scheduling information. The priority
determination unit 247 starts this process when it receives,
from the process switching unit 141, a current address A3 and
a transfer scheduling command C3 including the starting
address MM_ADDR of a continuous area in which data to be
transferred are stored, the size H¥V of the continuous area in
which the data to be transferred are stored, and the starting
address PROC of an instruction group that refers to the con-
tinuous area in which the data to be transferred are stored.

[0152] First, the priority determination unit 247 decides
whether or not the schedule processing unit 243 is busy (S60).
If the scheduled transfer status signal V1 from the schedule
processing unit 243 indicates that transfer scheduling is not
available (V1=L) (No in S60), it waits until the transfer is
completed. If the scheduled transfer status signal V1 from the
schedule processing unit 243 indicates that transfer schedul-
ing is available (V1=H) (Yes in S60), the priority determina-
tion unit 247 advances the process to step S61.

[0153] Next, in step S61, the priority determination unit
247 decides whether or not any transfer scheduling informa-
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tion for which the transfer status column 201e of the sched-
uling management information 201 stored in memory 247a
indicates transfer-in-progress is present. If a ‘1’ indicating
transfer-in-progress is stored in the transfer status column
201e of the scheduling management information 201 for any
one item ofthe stored transfer scheduling information, (Yes in
S61), the priority determination unit 247 advances the pro-
cess to step S62. Conversely, if ‘0’, indicating transfer-wait-
ing, is stored in the transfer status column 201e for all the
stored transfer scheduling information (No in S61), the pri-
ority determination unit 247 advances the process to step S63.
[0154] In step S62, the priority determination unit 247
updates the record in which a ‘1°, indicating transfer-in-
progress, is stored in the transfer status column 201e of the
scheduling management information 201. Specifically, the
priority determination unit 247 performs this update by sub-
tracting the size (in this case, ‘1°, for example) of one line in
the cache memory 10, which is the unit of transfer, from the
value in the remaining transfer size column 2014 in the rel-
evant record in the scheduling management information 201.
When the value in the remaining transfer size column 2014
reaches ‘0, the priority determination unit 247 deletes the
transfer scheduling information (record). Conversely, when
the value of the remaining transfer size column 2014 is equal
to or greater than ‘1” even after the size of one line is sub-
tracted from the value in the remaining transfer size column
201d, the priority determination unit 247 increments the start-
ing address of the continuous area stored in the starting
address of continuous area column 201¢ by one line. In other
words, the priority determination unit 247 updates the starting
address of the continuous area to the address one line farther
on. In addition, the priority determination unit 247 updates
the transfer status column 201e of the corresponding record to
‘0’ indicating transfer-waiting, and advances the process to
step S63.

[0155] In step S63, the priority determination unit 247
determines the number of items of transter scheduling infor-
mation in the transfer-waiting state that are stored in memory
247q. If the number of items of such transfer scheduling
information is ‘0, the priority determination unit 247 termi-
nates the processing flow. If the number of items of such
transfer scheduling information is “1°, the priority determi-
nation unit 247 advances the process to step S64. If the num-
ber of items of such transfer scheduling information is ‘2° or
greater, the priority determination unit 247 advances the pro-
cess to step S65.

[0156] In step S64, the priority determination unit 247
decides that the item of transfer scheduling information
received from the process switching unit 141, in other words,
the single item of transfer scheduling information stored in
memory 247a, is the transfer scheduling information of high-
est priority. The process then proceeds to step S69.

[0157] In step S65, the priority determination unit 247 cal-
culates an access interval Da for each item of transfer sched-
uling information stored in memory 247a. The process then
proceeds to step S66. The access interval Da is calculated by
expression (2) in the first embodiment.

[0158] Next, in step S66, the priority determination unit
247 decides whether or not the access intervals Da calculated
for each item of transfer scheduling information in step S65
are substantially equal. If the differences among the access
intervals Da of the items of transfer scheduling information
are within a preset tolerance range, the priority determination
unit 247 now decides that they are substantially equal (Yes in
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S66), and advances the process to step S67. If they are not
substantially equal (No in S66), the priority determination
unit 247 advances the process to step S68. The tolerance of
the access interval Da has a preset value such, for example, as
‘x10°.

[0159] In step S67, the priority determination unit 247
determines the transfer scheduling information of highest
priority on the basis of the times since last access R5 corre-
sponding to the items of transfer scheduling information. For
example, the priority determination unit 247 provides the
addresses A5 stored in the starting address of continuous area
column 201c¢ of the scheduling management information 201
stored in memory 247a to the access management unit 248,
and acquires the times since last access R5 in response. The
priority determination unit 247 then decides that the transfer
scheduling information with the greatest time since last
access R5 is the transfer scheduling information of highest
priority. The process now proceeds to step S69.

[0160] Instep S68, among the access intervals Da for all the
transfer scheduling information calculated in step S65, the
priority determination unit 247 decides that the transfer
scheduling information with the smallest access interval Da is
the transfer scheduling information of highest priority. The
process then proceeds to step S69.

[0161] Instep S69, on the basis of the transfer scheduling
information of highest priority determined in step S64, S67,
or S68, the priority determination unit 247 takes the address
stored in the corresponding starting address of continuous
area column 201¢ in the scheduling management information
201 as the starting address Am of the continuous area in which
the data to be transferred are stored. The priority determina-
tion unit 247 then provides the schedule processing unit 243
with the starting address Am of the continuous area in which
the data to be transferred are stored and the access interval Da.
The process now proceeds to step S70.

[0162] Instep S70,among the transfer scheduling manage-
ment information 201 stored in memory 247a, the priority
determination unit 247 alters the transfer status of the transfer
scheduling information it provides to the schedule processing
unit 243 in step S69 from ‘O (transfer waiting)’ to ‘1 (transfer
in progress)’. The process then returns to step S60.

[0163] By determining the transfer scheduling information
of highest priority from all the transfer scheduling informa-
tion stored in memory 247a on the basis of the access inter-
vals Da calculated from the current address A3, even for
urgent transfer scheduling information, the priority determi-
nation unit 247 can complete the transfer of the required data
before the access master 1 executes the group of instructions
indicated by the starting address PROC, preventing waste of
the cache memory 110.

[0164] In addition, by determining the transfer scheduling
information of highest priority from all the transfer schedul-
ing information stored in memory 2474 on the basis of the
access intervals Da calculated from the current addresses A3
and the time since last access R5 obtained from the access
management unit 248, the priority determination unit 247 can
improve the cache hit ratio even for a continuous area on the
main memory 10 that could quite possibly be released from
the cache memory 110.

[0165] FIGS. 20 to 24 are schematic diagrams showing
relationships, for two items of transfer scheduling informa-
tion that the priority determination unit 247 receives from the
process switching unit 141, among the sizes of the continuous
areas in which the data to be transferred are stored and the
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starting addresses of the groups of instructions that refer to the
continuous areas in which the data to be transferred are
stored. The vertical axis in each of FIGS. 20 to 24 represents
the size of the continuous area in which the data to be trans-
ferred are stored; the horizontal axis represents time. At time
‘0’, the priority determination unit 247 starts the process of
determining the priority levels of transfer scheduling infor-
mation #1 and transfer scheduling information #2, which it
has received from the process switching unit 141. On the
horizontal axis, t#1 and t#2 represent the timings at which
execution reaches the starting addresses PROC1 and PROC2
of the instruction groups that refer to the continuous areas in
which the data to be transferred are stored, as respectively
indicated by the transfer scheduling information #1 and #2
received from the process switching unit 141. H1*V1 and
H2*V2 represent the sizes of the continuous areas in which
the data to be transferred are stored, as respectively indicated
by the transfer scheduling information #1 and #2 received
from the process switching unit 141.

[0166] FIGS. 20 and 21 shows examples in which the
access intervals Da of the two items of transfer scheduling
information are determined not to be substantially equal in
step S66 in FI1G. 19.

[0167] FIG. 20 shows an example in which, compared with
transfer scheduling information #2, in transfer scheduling
information #1 the size of the continuous area in which the
data to be transferred are stored is larger and the number
instruction steps to the starting address of the group of
instruction referring to the continuous area in which the data
to be transferred are stored is smaller, in other words, the time
until to the execution of the instruction group that refers to the
continuous area in which the data to be transferred are stored
is shorter. In this case, the value of the access interval Da for
transfer scheduling information #1, calculated in step S65 in
FIG. 19, is smaller than the value for transfer scheduling
information #2 by more than the tolerance. Accordingly, in
step S66 in FIG. 19, it is determined that the access intervals
Da of the transfer scheduling information are not substan-
tially equal (No in S66), and the transfer scheduling informa-
tion #1 with the shorter access interval Da is determined to be
the transfer scheduling information of highest priority.

[0168] FIG.21isanexample opposite to the one in FIG. 20:
the priority determination unit 247 decides that transfer
scheduling information #2 is the transfer scheduling informa-
tion of highest priority. In FIG. 21, compared with transfer
scheduling information #1, in transfer scheduling informa-
tion #2 the size of the continuous area in which the data to be
transferred are stored is larger, and the number instruction
steps to the starting address of the instruction group that refers
to the continuous area in which the data to be transferred are
stored is also larger, in other words, the time until the execu-
tion of the instruction group that refers to the continuous area
in which the data to be transferred are stored is longer. The
period of time until the execution of the instruction group that
refers to the continuous area in which the data to be trans-
ferred are stored begins is accordingly longer in transfer
scheduling information #2, but the difference between the
starting addresses PROC1 and PROC2 of the instructions
referring to the continuous areas in which the data to be
transferred are stored is small. The value of the access interval
Da for transfer scheduling information #2, calculated in step
S65 in FIG. 19, is therefore shorter than the value for transfer
scheduling information #1 by more than the tolerance.
Accordingly, in step S66 in FIG. 19, it is determined that the
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access intervals Da of the transfer scheduling information are
not substantially equal (No in S66), and the transfer schedul-
ing information #2 with the shorter access interval Da is
determined to be the transfer scheduling information of high-
est priority.

[0169] The priority determination unit 247 determines as
described above that the transtfer scheduling information with
the smallest access interval Da is the transfer scheduling
information of highest priority, and provides the schedule
processing unit 243 with the calculated access interval Da and
the starting address Am of the continuous area in which the
data to be transferred that are indicated by the transfer sched-
uling information of highest priority are stored. This elimi-
nates the need for the schedule processing unit 243 to calcu-
late access intervals Da, speeding up the start of the
scheduling process, so the efficiency of data transfer from the
main memory 10 to the cache memory 110 can be improved.
[0170] FIGS. 22 to 24 are examples in which the access
intervals Da of the two items of transfer scheduling informa-
tion are determined to be substantially equal.

[0171] In FIG. 22, in both transfer scheduling information
#1 and transfer scheduling information #2, the number of
instruction steps to the starting address of the instruction
group that refers to the continuous area in which the datato be
transferred are stored is small in relation to the size of the
continuous area in which the data to be transferred are stored.
For this reason, the values of the access intervals Da calcu-
lated in step S65 in FIG. 19 are both about equally small, and
the access intervals Da of both items of transfer scheduling
information are determined to be substantially equal.

[0172] In FIG. 23, in transfer scheduling information #1,
the size of the continuous area in which the data to be trans-
ferred are stored is very small but the number of instruction
steps to the starting address of the instruction group that refers
to the continuous area in which the data to be transferred are
stored is also small. In transfer scheduling information #2,
conversely, the size of the continuous area in which the data to
be transferred are stored is large but the number of instruction
steps to the starting address of the instruction group that refers
to the continuous area in which the data to be transferred are
stored is also large. For this reason, the values of the access
intervals Da calculated in step S65 in FIG. 19 are both about
equally small, and the access intervals Da of both items of
transfer scheduling information are determined to be substan-
tially equal.

[0173] In FIG. 24, in transfer scheduling information #1,
the size of the continuous area in which the data to be trans-
ferred are stored is large and the number of instruction steps
to the starting address of the group of instructions referring to
the continuous area in which the data to be transferred are
stored is also quite large. In transfer scheduling information
#2, the size of the continuous area in which the data to be
transferred are stored is very large and the number of instruc-
tion steps to the starting address of the instruction group that
refers to the continuous area in which the data to be trans-
ferred are stored is also very large. For this reason, the values
of'the access intervals Da calculated in step S65 in FIG. 19 are
both about equally large, and the access intervals Da of both
items of transfer scheduling information are determined to be
substantially equal.

[0174] Inall of FIGS. 22 to 24, if the time since last access
R5 of transfer scheduling information #2 is shorter than that
of transfer scheduling information #1, then transfer schedul-
ing information #1, which has the longer time since last



US 2015/0234747 Al

access R5, is determined to be the transfer scheduling infor-
mation of highest priority in step S67 in FIG. 19. Conversely,
if the time since last access RS of transfer scheduling infor-
mation #2 is longer than that of transfer scheduling informa-
tion #1, then transfer scheduling information #2, which has
the longer time since last access R5, is determined to be the
transfer scheduling information ofhighest priority in step S67
in FIG. 19.

[0175] By determining the transfer scheduling information
with the largest time since last access R5 to be the transfer
scheduling information of highest priority as described
above, given even a plurality of items of transfer scheduling
information for which the access intervals Da calculated by
the priority determination unit 247 are substantially equal, it
is possible to prevent the release of continuous areas that are
highly likely to be released from the cache memory 110,
thereby speeding up the processing in the cache memory
controller 200.

[0176] As shown in FIG. 23, when the calculated access
intervals Da are both small and the difference between the
respective starting addresses PROC1 and PROC2 of the
instruction groups that refer to the individual continuous
areas in which the data to be transferred are stored that are
included in transfer scheduling information #1 and transfer
scheduling information #2 is large, the priority determination
unit 247 decides that the transfer scheduling information with
the largest time since last access R5 is the transfer scheduling
information of highest priority, but this is not a limitation. For
example, when the access intervals Da are equal to or less
than a first preset threshold value and the difference between
the starting addresses PROC1 and PROC2 of the instruction
groups that refer to the continuous areas in which the data to
be transferred are stored is equal to or greater than a second
preset threshold value, the priority determination unit 247
may decide that the transfer scheduling information in which
the starting address of the instruction group that refers to the
continuous area in which the data to be transferred are stored
is the smallest is the transfer scheduling information of high-
est priority. This can prevent waste of the cache memory 110,
because the cache memory 110 does not store data unneces-
sarily.

[0177] Asshownin FIG. 24, the priority determination unit
247 also decides that the transfer scheduling information with
the greatest time since last access R5 is the transfer schedul-
ing information of highest priority when both the size of the
continuous area in which the data to be transferred are stored
and the number of instruction steps to the starting address of
the instruction group that refers to the continuous area in
which the data to be transferred are stored are larger in trans-
fer scheduling information #2 than in transfer scheduling
information #1 and the values of the access intervals Da
calculated in step S65 in FIG. 19 are substantially equal, but
this is not a limitation. For example, if the calculated access
intervals Da are equal to or greater than a first preset threshold
value, the priority determination unit 247 may wait until an
access interval Da becomes equal to or less than the first
threshold value, or until the next transfer scheduling informa-
tion is input. By doing this, even when the priority determi-
nation unit 247 receives transfer scheduling information with
an access interval Da smaller than that of previously received
transfer scheduling information, it can give priority to pro-
cessing the transfer scheduling information with the smaller
access interval Da, and can thereby use the cache memory 110
efficiently.
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[0178] In the examples described above there were two
items of transfer scheduling information stored in the
memory 247a in the priority determination unit 247, but this
may not be true in practice. Even when three or more items of
transfer scheduling information are stored in memory 247a,
waste of the cache memory 110 can be prevented by deter-
mining the transfer scheduling information of highest priority
on the basis of the access intervals Da and the times since last
access in the same way as above.

[0179] FIG. 25 is a schematic diagram showing an exem-
plary timing diagram of the process performed by the priority
determination unit 247. FIG. 25 shows timings at which a
current address A3 and an instruction command C3 are input
from the process switching unit 141, timings at which the
transfer scheduling information of highest priority is deter-
mined, and timings at which the size of the remaining data to
be transtferred changes, based on a plurality of items of trans-
fer scheduling information that the priority determination
unit 247 receives from the process switching unit 141.
[0180] At time t20, upon input of a current address A3
(11c001ff) and a transfer scheduling command C3 (TRI#1)
input from the process switching unit 141, the priority deter-
mination unit 247 stores transfer scheduling information
(TR#1) in memory 2474 on the basis of the transfer schedul-
ing command C3. The priority determination unit 247 then
determines the transfer scheduling information of highest
priority. At time 120, since TR#1 is the only transfer schedul-
ing information that has been received, the priority determi-
nation unit 247 decides that TR#1 is the transfer scheduling
information of highest priority. The priority determination
unit 247 now outputs an access interval Da and the starting
address Am of the continuous area to the schedule processing
unit 243, and the transfer scheduling process begins. Process-
ing in the priority determination unit 247 then waits until time
124, when the schedule processing unit 243 has completed the
transfer of one line of data within the size H1*V1, designated
by TR#1, of the continuous area in which the data to be
transferred are stored and the scheduled transfer status signal
V1 goes to the transfer scheduling available state (V1=H).
[0181] From time t21 to time t23, the current address A3
and transfer scheduling command C3 input to the priority
determination unit 247 from the process switching unit 141
are updated. The priority determination unit 247 stores trans-
fer scheduling information (TR#2) in memory 247a on the
basis of a transfer scheduling command C3 (TRI#2) input at
time t21, and stores transfer scheduling information (TR#3)
in memory 247a on the basis of a transfer scheduling com-
mand C3 (TRI#3) input at time t23. However, since the sched-
uled transfer status signal V1 is in the transfer scheduling
unavailable state (V1=L), processing in the priority determi-
nation unit 247 is kept waiting.

[0182] Next, at time t24, since the scheduled transfer status
signal V1 from the schedule processing unit 243 goes to the
transfer scheduling available state (V1=H), the priority deter-
mination unit 247 starts the process of determining the trans-
fer scheduling information of highest priority.

[0183] At time t25, the priority determination unit 247
decides that TR#3 is the transfer scheduling information of
highest priority, and outputs the starting address Am of the
continuous area and an access interval Da to the schedule
processing unit 243, thereby starting the scheduling process.
[0184] At time 127, the transfer of one line of data in the
continuous area in TR#3 is completed and the scheduled
transfer status signal V1 from the schedule processing unit
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243 goes to the transtfer scheduling available state (V1=H) so,
as at time t24, the priority determination unit 247 starts the
process of determining the transfer scheduling information of
highest priority. Here, TR#2 is determined to be the transfer
scheduling information of highest priority.

[0185] Afterthis, similarly, at every timing when the sched-
uled transfer status signal V1 from the schedule processing
unit 243 goes to the transfer scheduling available state
(V1=H), the priority determination unit 247 determines the
transfer scheduling information of highest priority, and out-
puts the starting address Am and access interval Da of the
continuous area in the transfer scheduling information of
highest priority to the schedule processing unit 243. Then, if
the scheduled transfer status signal V1 from the schedule
processing unit 243 is in the transfer scheduling unavailable
state (V1=L), the process in the priority determination unit
247 is kept waiting.

[0186] Finally, attime t31, upon completion of the transfer
for the last transfer scheduling information (TR#2) stored in
the memory 247a in the priority determination unit 247, the
scheduled transfer status signal V1 from the schedule pro-
cessing unit 243 is held in the transfer scheduling available
state (V1=H)until a transfer scheduling command C3 is input
from the process switching unit 141, and processing in the
priority determination unit 247 waits.

[0187] By determining the transfer scheduling information
of highest priority from all the items of transfer scheduling
information stored in memory 2474 each time the transfer of
one line of data, which is the preset unit transfer size, is
completed according to transfer scheduling information as
described above, and completing the transfers before the
instruction groups that refers to the corresponding continuous
areas are executed, the priority determination unit 247 can
improve the efficiency of data transfer to the access master 1.

[0188] Next, the processing flow executed by the schedule
processing unit 243 in the data processing unit 240 will be
described by use of a flowchart.

[0189] FIG. 26 is the flowchart illustrating the process
when the schedule processing unit 243 transfers data on the
basis of a transfer scheduling command C3. The schedule
processing unit 243 starts this process when it receives, as
inputs, a hit detection result R2 indicating a cache hit or a
cache miss from the hit detection unit 130, and a main
memory access interval Da and the starting address Am of a
continuous area in which data to be transferred are stored
from the priority determination unit 247.

[0190] First, the schedule processing unit 243 decides
whether or not data corresponding to the starting address Am
are present in the cache memory 110 (S80). Here, the data
corresponding to the starting address Am are data having a
unit transfer length stored from the starting address Am. The
schedule processing unit 243 uses the hit detection result R2
from the hit detection unit 130 to make this decision. If the
data corresponding to the starting address Am are not present
in the cache memory 110 (No in S80), the data must be
transferred from the main memory 10 to the cache memory,
so the schedule processing unit 243 advances the process to
step S81. Conversely, if the data corresponding to the starting
address Am are present in the cache memory 110 (Yes in
S80), the data need not be transferred from the main memory
10 to the cache memory 110, so the schedule processing unit
243 advances the process to step S82 without transferring the
data.
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[0191] Instep S81, the schedule processing unit 243 gives
the main memory access arbitration unit 146 an instruction to
transfer the data from the main memory 10 to the cache
memory 110 in the access interval Dd input from the priority
determination unit 247. Having received an instruction to
perform a transfer, the main memory access arbitration unit
146 reads the data to be transferred from the main memory 10
and provides the data to the schedule processing unit 243. The
schedule processing unit 243 provides the provided data to
the cache memory access arbitration unit 145 to have the data
written into the cache memory 110. The subsequent process-
ing by the memory management unit 120 is the same as in the
first embodiment, so a description will be omitted.

[0192] Next, the schedule processing unit 243 decides
whether or not the transfer completion size is equal to or
greater than the size of one line, which is the unit transfer size
(S82). If the transfer completion size is less than the size of
one line (No in S82), the process returns to step S80; if the
transfer completion size is equal to or greater than the size of
one line (Yes in S82), the process proceeds to step S83.
[0193] In step S83, the schedule processing unit 243 sets
the scheduled transfer status signal V1 to the transfer sched-
uling available state (V1=H), indicating that the transfer of
one line of data from the starting address Am of the continu-
ous area in which the data to be transferred are stored has been
completed, outputs the signal to the priority determination
unit 247, and terminates the scheduling process.

[0194] By transferring one line of data at a time in the
transfer scheduling information input from the priority deter-
mination unit 247 as described above, the schedule process-
ing unit 243 can use the cache memory 110 efficiently.
[0195] Although the transfer of one line of data at a time
from the continuous area, designated by the transfer sched-
uling command C3, in which the data to be transferred are
stored was described as an example in the above processing
flow of the schedule processing unit 243, this example is not
limiting. For example, the priority determination unit 247
may determine the transfer scheduling information of highest
priority whenever a current address A3 is input from the
process switching unit 141 to the priority determination unit
247 and output it to the schedule processing unit 243, and the
schedule processing unit 243 may perform a transfer sched-
uling process accordingly. In this case, in calculating the
access interval Da, it is necessary to consider the precharge
time occurring for each access to areas with different row
(Row) addresses in the main memory 10. This enables trans-
fers from the main memory 10 to the cache memory 110 to be
made even for a plurality of items of transfer scheduling
information having small access intervals Da, resulting in an
increase in the cache hit ratio.

[0196] An exemplary method of calculating the access
interval Da by allowing for the precharge time will now be
described.

[0197] First, the priority determination unit 247 determines
whether or not the precharge time needs to be considered.
Precharge time occurs due to different Row addresses on the
main memory 10. Therefore, the priority determination unit
247 stores the address of the data in the continuous area in the
previously determined transfer scheduling information of
highest priority in memory 247a and compares Row
addresses to decide whether or not there is a difference
between the Row address in the transfer scheduling informa-
tion of the previous transfer and the Row address in the
transfer scheduling information of the current transfer. If
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there is a difference between the Row addresses, the priority
determination unit 247 allows for precharge time. Since the
access interval Da is the number of instruction steps required
for a transfer of unit transfer size, the precharge time Tpri
(cycles) is converted to a number of instruction steps. The
conversion of the precharge time Tpri to a number of instruc-
tion steps is carried out by the following equation (3).

[Mathematical Expression 1]

Converted precharge Spri=(Number of cycles(Zbs)
taken for one instruction step)+(Precharge time

Tpri) ©)

[0198] Here, in equation (3), the priority determination unit
247 is furnished with a timer in advance, measures the num-
ber of cycles Tos taken to execute one measured instruction
step, and uses that value to convert the precharge time. The
number of cycles Tos taken to execute an instruction step is
the number of cycles from the previous instruction to the
current instruction, or the average number of cycles taken per
instruction execution up to the current instruction.

[0199] The access interval Dap allowing for precharge time
is calculated by equation (4) using the converted precharge
Spri calculated by expression (3).

[Mathematical Expression 2]

Dap=(access interval Da)—(converted precharge Sp#i) 4

[0200] As the unit of transfer, the schedule processing unit
243 may use the size H*V of the continuous area in which the
datato be transferred are stored, which is indicated by transfer
scheduling information. In this case, the size H*V of the
continuous area in which the data to be transferred are stored
is provided from the priority determination unit 247 to the
schedule processing unit 243, and after the transfer is com-
pleted, the scheduled transfer status signal V1 is placed in the
transfer scheduling available state (V1=1). This can reduce
the processing involved in determining the transfer schedul-
ing information of highest priority and accordingly shorten
the calculation time needed for determining the transfer
scheduling information of highest priority, which can
improve the efficiency of data transfer from the main memory
10 to the cache memory 110.

[0201] FIG. 27 is a schematic drawing showing an exem-
plary timing diagram of the process executed by the priority
determination unit 247 when the unit of transfer in the sched-
ule processing unit 243 is set to the size H*V of the continu-
ous area in which the data to be transferred are stored, as
indicated by transfer scheduling information. FIG. 27 shows
timings at which current addresses A3 and instruction com-
mands C3 are input from the process switching unit 141,
timings at which the transfer scheduling information of high-
est priority is determined, and timings at which the size of the
remaining continuous area in the continuous area in which the
data to be transferred are stored is switched on the basis of a
plurality of items of transfer scheduling information that the
priority determination unit 247 receives from the process
switching unit 141.

[0202] At time t30, when a current address A3 (1fc00fft)
and a transfer scheduling command C3 (TR1#1) are input
from the process switching unit 141, the priority determina-
tion unit 247 stores transfer scheduling information (TR#1) in
memory 247a on the basis of the transfer scheduling com-
mand C3. The priority determination unit 247 then deter-
mines the transfer scheduling information of highest priority.
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Attime t30, TR#1 is the only transfer scheduling information
that the priority determination unit 247 has received, so the
priority determination unit 247 decides that TR#1 is the trans-
fer scheduling information of highest priority. The priority
determination unit 247 then outputs, to the schedule process-
ing unit 243, the starting address PROC1 of the continuous
area in which the data to be transferred are stored and the size
H*V of the continuous area in which the data to be transferred
are stored, as indicated by TR#1, and the calculated access
interval Da, and the scheduling process begins.

[0203] From time t31 to t35, the current address A3 and
transfer scheduling command C3 input from the process
switching unit 141 to the priority determination unit 247 are
updated. The priority determination unit 247 stores transfer
scheduling information (TR#2) in memory 2474 on the basis
of a transfer scheduling command C3 (TRI#2) input at time
131, and stores transfer scheduling information (TR#3) in
memory 247a on the basis of a transfer scheduling command
C3 (TRI#3) input at time t33. However, the scheduled transfer
status signal V1 from the schedule processing unit 243 is in
the transfer scheduling unavailable state (V1=L), so process-
ing in the priority determination unit 247 is kept waiting.
[0204] At time t35, the scheduled transfer status signal V1
goes to the transfer scheduling available state (V1=H), so the
priority determination unit 247 determines the next transfer
scheduling information of highest priority.

[0205] At time t36, the priority determination unit 247
decides that TR#3 is the transfer scheduling information of
highest priority. The priority determination unit 247 then
outputs, to the schedule processing unit 243, the starting
address PROC3 of the continuous area in which data to be
transferred are stored and the size H*V of the continuous area
in which data to be transferred are stored, as indicated by
TR#3, which has been determined to be the transfer schedul-
ing information of highest priority, and the calculated access
interval Da, and the scheduling process begins. Processing in
the priority determination unit 247 is then kept waiting until
the scheduled transfer status signal V1 input from the sched-
ule processing unit 243 goes to the transfer scheduling avail-
able state (V1=H).

[0206] After that, in the same way as the above, when the
scheduled transfer status signal V1 goes to the transfer sched-
uling available state (V1=H) at time t37, the priority determi-
nation unit 247 determines the transfer scheduling informa-
tion of highest priority again and outputs, to the schedule
processing unit 243, the starting address PROC2 of the con-
tinuous area in which the data to be transferred are stored and
the size H2*V2 of the continuous area in which the data to be
transferred are stored, as indicated by the transfer scheduling
information #2 that has been determined to be the transfer
scheduling information of highest priority, and the calculated
access interval Da. Processing then waits until the scheduled
transfer status signal V1 input from the schedule processing
unit 243 goes to the transfer scheduling available state
(V1=H).

[0207] The access management unit 248 described above
stores the time that has elapsed from the previous access in the
memory 248a as a time since last access Td, but this is not a
limitation. For example, the access management unit 248 may
reset the time since last access Td when the time that has
elapsed from the previous access exceeds the time set by the
LRU method for deciding on a candidate line to be released
among the cache lines in the cache memory 110. This enables
transfer scheduling information for transferring data stored in
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a continuous area on the main memory 10 that is stored in a
cache line highly likely to be released from the cache memory
110 to be output to the schedule processing unit 243 on a
preferential basis. Accordingly, it is possible to reduce the
number of times the release processing unit 144 carries out
the release process, thereby speeding up the processing in the
cache memory controller 200.

[0208] The cache memory controller 200 described above
has been described as having a single access master 1, but this
example is not limiting. Multiple access masters 1 may be
connected to the cache memory controller 200. FIG. 28 is a
schematic diagram showing an example in which two access
masters, access master 1#1 and access master 1#2, are con-
nected to a cache memory controller 300.

[0209] Whenmultiple access masters 1 are connected to the
cache memory controller 300, the process switching unit 341
stores a current address A3 for each of the access masters in its
memory 341a. Accordingly, if an instruction address A1#1 or
A1#2 input from connected access master 1#1 or 1#2 is an
address included in the instruction area 190 shown in FIG. 7,
the process switching unit 341 stores it in memory 341a as the
current address A3 of the access master 1#1 or 1#2 from
which the instruction address was input, or if the current
address A3 of the access master 1#1 or 1#2 has already been
stored, the process switching unit 341 updates the stored
value. Then the process switching unit 341 outputs, to the
priority determination unit 347, the instruction address stored
as the current address A3 and an access master number Mn,
preset for each access master, indicating access master 1#1 or
1#2. If an instruction command C1#1 or C1#2 input from
access master 1#1 or 1#2 is neither a read nor a write, the
process switching unit 341 outputs instruction command
C1#1 or C1#2 as a transfer scheduling command C3 to the
priority determination unit 347.

[0210] Next, the priority determination unit 347 receives
the transfer scheduling command C3, current address A3, and
access master number Mn from the process switching unit
341. The priority determination unit 347 then stores the
received access master number Mn, the starting address
MM_ADDR of the continuous area referred to by the access
master 1, the size H*V of the continuous area, and the starting
address PROC of the instruction group constituting the func-
tion that refers to the continuous area, which are indicated by
the received transfer scheduling command C3, in a memory
347a (transfer scheduling storage unit). The priority determi-
nation unit 347 also stores the received access master number
Mn and received current address A3 in a memory 3475 (cur-
rent address storage unit). The priority determination unit 347
calculates access intervals Da on the basis of the current
address of each access master 1, and determines transfer
scheduling information of highest priority.

[0211] FIG. 29 is a schematic diagram showing scheduling
management information 301 stored in the memory 347q in
the priority determination unit 347. The scheduling manage-
ment information 301 has an order of arrival column 301a, an
access master number column 301/, a starting address of
referencing instruction group column 30154, a starting address
of continuous area column 301c¢, a remaining transfer size
column 3014, and a transfer status column 301e. The order of
arrival column 301a, starting address of referencing instruc-
tion group column 3015, starting address of continuous area
column 301¢, remaining transfer size column 301d, and
transfer status column 301e in FIG. 29 are similar to the order
of arrival column 201a, starting address of referencing
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instruction group column 20154, starting address of continu-
ous area column 201c¢, remaining transfer size column 2014,
and transfer status column 201e in FIG. 17, so descriptions
will be omitted.

[0212] The access master number column 301f stores the
access master number Mn supplied from the process switch-
ing unit 341.

[0213] FIG. 30 is a schematic diagram showing current
address management information 303 stored in the memory
3476 in the priority determination unit 347. The current
address management information includes an access master
number column 3034 and a current address column 3035.
[0214] The access master number column 303a stores
access master numbers Mn supplied from the process switch-
ing unit 341.

[0215] The current address column 3034 stores current
addresses A3 supplied from the process switching unit 341.
[0216] A system inwhich a plurality of access masters 1 are
connected to the cache memory controller 300 can be
designed by determining the priority levels of a plurality of
items of transfer scheduling information input from the plu-
rality of access masters 1 connected to the cache memory
controller 300 and enabling data transfers from the main
memory 10 to the cache memory 110 to be made according to
the program progress status in each access master 1, as
described above. The scale of the system that is constructed
can therefore be increased.

[0217] The cache memory controllers 100 to 300 described
above designate a data area on the main memory 10 as a
continuous area in which data to be transferred are stored, as
indicated by transfer scheduling information, but this is not a
limitation. The continuous area in which the data to be trans-
ferred are stored may be an instruction area on the main
memory 10. In this case, the starting address PROC of the
instruction group that refers to the continuous area in which
the data to be transferred designated by the transfer schedul-
ing information are stored may be the address of the instruc-
tion just before the instructions in the continuous area belong-
ing to the instruction area on the main memory 10 from which
the transfer is made are executed. Therefore, even when the
access master 1 executes a branch instruction, for example,
the group of instructions at the branch destination can be
transferred to the cache memory 110 before being executed,
preventing reduction in the operating speed of the access
master 1.

[0218] The process switching unit units 141 and 341
described above switch processes by analyzing an instruction
command C1 from the connected access master 1 and deter-
mining whether it is a read or a write, but this is not a limita-
tion. For example, if the instruction command C1 input from
the access master 1 is a read or a write and the address of
memory 247a or 347a in the priority determination unit 247
or 347 is attached to the instruction command C1, the process
switching unit units 141 or 341 may switch processes by
decoding the input address. In this case, if the address
attached to the instruction command C1 is not an address on
the main memory 10 but the address of the memory 247a or
347a in the priority determination unit 247 or 347, the process
switching unit 141 or 341 can recognize the data as transfer
scheduling information. This enables the use of hardware
such as a general-purpose CPU or the like as the access
masters 1, and the use of a general-purpose bus, such as
AMBA AXI (Advanced eXtensible Interface), for the con-
nections between the access masters 1 and cache memory
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controllers 100 to 300, thereby improving the versatility of
the cache memory controllers 100 to 300.

[0219] The schedule processing units 143 and 243
described above transfer addressed data from the main
memory 10 to the cache memory 110 and provide scheduled
area information I1 indicating a storage destination cache line
to the release processing unit 144 when the hit detection result
R2 is a cache miss, but this is not a limitation. For example,
scheduled area information I1 indicating a storage destination
cache line may also be supplied to the release processing unit
144 when the hit detection result R2 is a cache hit. In this case,
when the release processing unit 144 receives the scheduled
area information, it sets the access flag Fa of the cache line
indicated by the scheduled area information I1, which is
stored in the tag memory 121, to indicate ‘invalid’, meaning
that there has been no access from the access master 1, and
also sets the scheduled area access flag Fra to indicate that the
access flag Fa has not become valid even once. Thus, even
when it takes time for the access master 1 to begin to execute
the instruction group that refers to the continuous area in
which the data indicated by transfer scheduling information
to be transferred are stored, the cache line will not be released
and a cache hit can be ensured.

REFERENCE CHARACTERS

[0220] 1 access master, 10 main memory, 100, 200, 300
cache memory controller, 110 cache memory, 120
memory management unit, 130 hit detection unit, 140,
240, 340 data processing unit, 141, 341 process switch-
ing unit, 142 request processing unit, 143, 243 schedule
processing unit, 144 release processing unit, 145 cache
memory access arbitration unit, 146 main memory
access arbitration unit, 247, 347 priority determination
unit, 248 access management unit.

1-36. (canceled)

37. A cache memory controller connected to a main
memory having an instruction area storing a first program and
a data area storing data used by a specific instruction included
in the first program, and to an access master for executing
instructions included in the first program, the cache memory
controller comprising:

acache memory for storing a portion of the data in the main
memory; and

adata processing unit that, prior to execution of the specific
instruction by the access master, in accordance with
transfer scheduling information including a starting
address of the specific instruction and size of the data
used by the specific instruction, calculates an access
interval representing a number of remaining instruction
steps for each unit of transfer on a basis of a number of
instruction steps remaining from an address of an
instruction currently being executed by the access mas-
ter to the starting address of the specific instruction and,
in the size of the data used by the specific instruction,
remaining size of data that have not been transferred to
the cache memory yet, and transfers data used by the
specific instruction from the main memory to the cache
memory at the calculated access interval.

38. A cache memory controller connected to a main
memory having an instruction area storing a first program and
a data area storing data used by a specific instruction included
in the first program, and to an access master for executing
instructions included in the first program, the cache memory
controller comprising:
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a cache memory for storing a portion of the data in the main
memory; and

a data processing unit that, prior to execution of the specific
instruction by the access master, and in accordance with
transfer scheduling information including a starting
address of the specific instruction, calculates an access
interval on a basis of a number of instruction steps
remaining from an address of an instruction currently
being executed by the access master to the starting
address of the specific instruction, and, when a plurality
of items of the transfer scheduling information are pro-
cessed, determines an item of transfer scheduling infor-
mation of highest priority, and transfers data used by the
specific instruction from the main memory to the cache
memory at the access interval of the item of the transfer
scheduling information of highest priority.

39. The cache memory controller of claim 38, wherein the
data processing unit determines the item of transfer schedul-
ing information of highest priority on a basis of the access
interval.

40. The cache memory controller of claim 38, wherein the
data processing unit receives the plurality of items of the
transfer scheduling information from the access master, and
determines the item of transfer scheduling information of
highest priority on a basis of the access interval and a time
since last access, the time since last access being a time that
elapses without access from the access master to each of a
predetermined plurality of continuous areas in the main
memory.

41. The cache memory controller of claim 38, wherein

the data processing unit compares the access intervals cal-
culated for the plurality of items of the transfer sched-
uling information received from the access master with
a preset first threshold value;

when the calculated access intervals are equal to or less
than the preset first threshold value, the data processing
unit determines the item of transfer scheduling informa-
tion of highest priority on a basis of a starting address of
an instruction group that refers to a continuous area in
which data to be transferred are stored,

when the calculated access intervals are greater than the
preset first threshold value, the data processing unit does
not determine an item of transfer scheduling information
of highest priority, but defers processing until access
intervals recalculated for the plurality of items of the
transfer scheduling information received from the
access master are equal to or less than the preset first
threshold value.

42. A cache memory control method for using a cache
memory to provide an access master that executes instruc-
tions included in a first program with data used by a specific
instruction in the first program from a main memory having
aninstruction area for storing the first program and a data area
for storing the data used by the specific instruction, the cache
memory control method comprising:

a transfer step for, prior to execution of the specific instruc-
tion by the access master, and in accordance with trans-
fer scheduling information including a starting address
of the specific instruction, calculating an access interval
on a basis of a number of instruction steps remaining
from an address of an instruction currently being
executed by the access master to the starting address of
the specific instruction, and transferring the data used by
the specific instruction, and, when a plurality of items of
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the transfer scheduling information are processed, deter-
mining an item of transfer scheduling information of
highest priority; and

aproviding step for providing the data used by the specific
instruction from the cache memory to the access master
when the access master executes the specific instruction.

#* #* #* #* #*



