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(57) ABSTRACT

A method of managing a message transmission flow and a
storage device using the method are provided. The method of
managing a message transmission flow includes receiving, at
a storage device, response transmission type information in at
least one of a command phase and a data phase, and trans-
mitting response information to a host in at least one of a
normal mode and a fast mode based on the received response
transmission type information. The normal mode and the fast
mode have different latencies.
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FIG. 9
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FIG. 10
UPIU Type Operational Flags Reserved | Task Attiibute
Bit7 |Bito |Bi5 Bit4{Bii3{Bt2|Bit1{BItO
NOP Qut - - - - - - - -
NOP In - - - - - - - -
Command - R W - - - ATTR
Response - 0 U ) - - - -
Data Out - - - - - - - -
Data in - - - - - - - -

Ready to Transfer - - - - - - — -

Reject - - - - - - - _

Query Reguest - - - - - - - =

Query Response - - - - - - _ ~

Task Management Reqguest - - - - - - - —

Task Management Response | - - - - - - - -

NOTE 1 "~"denotes reserved values.
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FIG. 11
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NOTE 1 "-"denotes reserved valuss.
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FIG. 12
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NOTE 1 "-"denotos reserved values.
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FIG. 15
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FIG. 16
Data in UPIU
0 1 P 3
010 0010b Flags LUN Task Tag
4 ] B 7
Resered Regerad Resered Resered
8 9 10 (vsB) 1 (vsB)
Total EHS Lenght (0Ch) Resered Data Segment Lenght
12 13 14 15 (18R)
Data Buffer Offset
6 (MSB) 17 18 19 {LSB)
Data Transfer Count
20 21 22 23
Resered
24 25 26 27
Resered
28 29 30 31
Resered
Header E2ECRC (omit if HD=0)
k k+1 K+2 k+3
Datal0] Datalt] Datal2] Datal3]
k+lenghi—4 k+Lenght~3 K+ enghi-2 kt+lenght—1
Datallenght-4] | Datallenght-3] | Datallenght-2] | Datal[Lenghi-1]
Data E2ECRC {omit if DD = 0}
NOTE1 k=32ifHD=20




Patent Application Publication  Aug. 11,2016 Sheet 17 of 26 US 2016/0231950 A1

FiG. 17
RESPONSE UPIU
0 1 2 3
xx10 0001h Flags LUN Task Tag
4 5 3] 7
Command , ,
Posered | Sef Tvpe Resered Resered Resered
8 9 10 (vsB) o (msB)
Total EHS Lenght (00h) | Device Information Data Segment Lenght
12 (MSB) 13 14 15 {1sB)
Residual Transfer Count
16 17 18 19
Resered
20 21 22 23
Ressred
24 25 26 27
Ressred
28 28 30 3
Heserad
Header E2ECRC (omit if HD=0)
K (M3B) k+1  (LSB) k+2 k+3
Sense Data Lenght Sense Data[0] Sense Datal1]
k+16 k+17 k+18 k+19
Sense Datal14] | Sense Data[15] | Sense Data[18] | Sense Data{17]
Data E2ECRC {omit if DD = 0)
NOTE 1 k=32ifHD =0




Patent Application Publication  Aug. 11,2016 Sheet 18 of 26 US 2016/0231950 A1

FIG.

18

2004

100

HOST

STORAGE
DEVICE

COMMAND UPIU (WRITE CMD; §11)

ATT UPIYJ (S12_1)

DATA QUT UPIU (S13_1)

@

RTT UPIU (S12_N)

DATA OUT UPIU {S13_N)

RESPONSE UPIU (514) T




Patent Application Publication  Aug. 11,2016 Sheet 19 of 26 US 2016/0231950 A1

FIG.

19
200A
100
STORAGE
HOST DEVICE

COMMAND UPIU (READ CMD; S21)

DATA IN UPIU (822._1)

DATA IN UPIU {S22_N)

RESPONSE UPIL (523) 2




FIG.

Patent Application Publication  Aug. 11,2016 Sheet 20 of 26 US 2016/0231950 A1
20
2004
100
STORAGE
HOST DEVICE

COMMAND UPIU (waire CMD; §31)

7T UPIU (832.1)

el DATAQUTUPIY (S331)

==~ g0

@

AT UPIU (832.(N-11)

- DATA QUT Ui (833_{N-1))

s

RTT UPIY (S32.N) _
DATA QUT UPW (FAST MODE: 33_)

RESPONSE UPIU {334}

oot~




Patent Application Publication  Aug. 11,2016 Sheet 21 of 26 US 2016/0231950 A1

FIG. 21
200A
100
STORAGE
HOST DEVICE

COMMAND UPIU (WRITE CMD, FAST MODE; 541)

DATA IN UPIU (842_1)

@

DATA IN UPIU (S42_(N-1})

DATA IN UPIU (FAST MODE)+RESPONSE UPIU (842-N)




Patent Application Publication  Aug. 11,2016 Sheet 22 of 26 US 2016/0231950 A1

FIG. 22

{ START )

RECEIVE RESPONSE TRANSMISSION TYPE
INFORMATION IN AT LEAST ONE SELECTED }— 5110
FROM COMMAND PHASE AND DATA PHASE

TRANSMIT RESPONSE INFORMATION TO HOST IN ANY
ONE SELECTED FROM NORMAL MODE AND FAST MODE
HAVING DIFFERENT LATENCIES, BASED ON RECENVED
RESPONSE TRANSMISSION TYPE INFORMATION

- 5120




Patent Application Publication  Aug. 11,2016 Sheet 23 of 26 US 2016/0231950 A1

FIG. 23

5120-3

TRANSMIT RESPONSE INFORMATION
TO HOST IN NORMAL MODE

3120-2

TRANSMIT RESPONSE INFORMATION
TO HOST IN FAST MODE

END



Patent Application Publication  Aug. 11,2016 Sheet 24 of 26 US 2016/0231950 A1
FiG. 24
2000
2100 2200
cmn
DATA
HOST HOST - CARD CARD o
CONTROLLER CNT | FESPONSE | “ongy CONTROLLER [ MEMORY
g I CLK ; ] T
2110 2120 2210 2920 2930




Patent Application Publication

Aug. 11,2016 Sheet 25 of 26

US 2016/0231950 A1

FIG. 25
3000
3100 3200
3210
EE 3230
Cht Flash 1
SGL bt 58D ch2 Ml ——3240
4 Controlier .
HOST Chn —— 3250
Flash n
3220
PWR Auxiliary
Power

Supply




Patent Application Publication  Aug. 11,2016 Sheet 26 of 26 US 2016/0231950 A1

FIG. 26

4200 S b

PROCESSOR Hmvepeon

DEVICE

4300 L4120

E MEMORY |
RAM CONROLLER

4400 4500

POWER
SUPPLY

1/0




US 2016/0231950 Al

METHOD OF MANAGING MESSAGE
TRANSMISSION FLOW AND STORAGE
DEVICE USING THE METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This U.S. non-provisional application claims the
benefit of priority under 35 U.S.C. §119 to Korean Patent
Application No. 10-2015-0020965 filed in the Korean Intel-
lectual Property Office on Feb. 11, 2015, the disclosure of
which is incorporated herein in its entirety by reference.

BACKGROUND

[0002] 1. Field

[0003] Example embodiments of the inventive concepts
relate to a method and an apparatus for transmitting a message
between a host and a device, and to a method of managing a
message transmission flow and a storage device using the
method.

[0004] 2. Description of Related Art

[0005] Ingeneral, interface standards that are used for mes-
sage transmission between a host and a device have transmis-
sion flow including a command phase, a data phase, and a
status phase. The status phase is a period for transmitting
response information to the host after the device transmits or
receives data. Accordingly, research into a method of mini-
mizing latency between the data phase and the status phase is
needed to improve system performance.

SUMMARY

[0006] According to an example embodiment of inventive
concepts provides amethod of managing a message transmis-
sion flow to reduce latency between a data phase and a status
phase.

[0007] Anexample embodiment of inventive concepts pro-
vides a storage device that manages a message transmission
flow to reduce latency between a data phase and a status
phase.

[0008] According to an example embodiment of inventive
concepts, there is provided a method of managing a message
transmission flow, the method including receiving, at a stor-
age device, response transmission type information in at least
one selected from a command phase and a data phase, and
transmitting response information to a host during at least one
of a normal mode and a fast mode having based on the
received response transmission type information, the normal
and fast mode having different latencies. The response trans-
mission type information is a reserved bit, the reserved bit is
included in at least one of a header of command information
and in a header of data, and the host is configured to transmit
the reserved bit.

[0009] The method of managing the message transmission
flow further comprising interfacing between the host and the
storage device based on a transmission flow, the transmission
flow including a command phase, a data phase and a status
phase.

[0010] The receiving of the response transmission type
information is through a reserved bit included in a universal
flash storage (UFS) protocol information unit (UPIU) header,
if the host and the storage device interface with each other
using the UFS. In an example embodiment, the receiving of
the response transmission type information is in a read data
transmission flow and/or in a write data transmission flow, the
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storage device is configured to receive the response transmis-
sion type information through a reserved bit, the reserved bit
is included in a header of command information and/or in a
header of data. The reserved bitis included in a header of final
data in the data phase.

[0011] The transmitting of the response information to the
house further comprises, determining whether a response
transmission mode is at least one of the normal mode and the
fast mode based on the received response transmission type
information; loading the response information on final data;
transmitting to the host the response information and the final
data in the data phase if it is determined that the response
transmission mode in a read data transmission flow is the fast
mode; transmitting the response information to the host after
receiving final data from the host if it is determined that the
transmission mode in a write data transmission flow is the fast
mode; and receiving the final data if the response information
of'the fast mode is received through a reserved bit included in
a header of the final data of the data phase in the write data
transmission flow.

[0012] The transmitting of the response information and
the final data to the host further comprises, setting a reserved
bit and loading the response information on the final data to
transmit both the response information and the final data to
the host. The reserved bit is configured to indicate the
response transmission type information included in a header
of final data in the data phase, and assign a value indicating
the response transmission type information of the fast mode if
it is determined that in the read data transmission flow the
mode is the fast mode.

[0013] According to another non-limiting example
embodiment of inventive concepts, there is provided a storage
device including a memory device, and a memory controller
configured to write data to the memory device or reading data
from the memory device based on command received from a
host, transmit a response information to the host in format
least one of a normal mode and a fast mode based on a
response transmission type information received from the
host, the normal mode and the fast mode having different
latencies, interfacing between the host and the memory
device based at least one of a command phase and a data
phase.

[0014] The memory controller is further configured to
receive the response transmission type information through a
reserved bit; the reserved bit is included in at least one of a
header of command information and data transmitted from
the host.

[0015] The memory controller of the example embodiment
further comprises a command queue configured to store com-
mand information received from the host; a buffer memory
configured to store data, the data stored is either received from
the host or read from the memory device; and a controller. The
controller is configured to load the response information on
final data read from the buffer memory based on a read
command when the response transmission type information
set to the fast mode in a read data transmission flow is
received, and transmit the response information and the final
data to the host. The controller is also configured to set a
reserved bit and load the response information on the final
data to transmit both the response information and the final
data to the host. According to another non-limiting example
embodiment of inventive concepts, there is provided a com-
puting system including a host and a storage device. The host
is configured to transmit response transmission type informa-



US 2016/0231950 Al

tionto a storage device in at least one of a command phase and
a data phase. The storage device is configured to transmit
response information to the host in at least one of a normal
mode and/or a fast mode based on the response transmission
type information received from the host. The normal mode
and the fast mode having different latencies.

[0016] Insome example embodiments, in accordance with
inventive concept, when itis determined that a response trans-
mission mode in a read data transmission flow is the fast
mode, the storage device loads the response information on
final data to be transmitted to the host in the data phase and
transmits both the response information and the final data to
the host.

BRIEF DESCRIPTION OF THE DRAWINGS

[0017] The foregoing and other features of the inventive
concepts will be apparent from the more particular descrip-
tion of non-limiting example embodiments of the inventive
concepts, as illustrated in the accompanying drawings in
which like reference characters refer to like parts throughout
the different views. The drawings are not necessarily to scale,
emphasis instead being placed upon illustrating principles of
the inventive concepts. In the drawings:

[0018] FIG. 1 is a diagram illustrating a structure of a
computing system according to an example embodiment of
inventive concepts;

[0019] FIG. 2 is a diagram of a computing system showing
a detailed structure of a storage device illustrated in FIG. 1;
[0020] FIG. 3 is a diagram illustrating a structure of a host
illustrated in FIG. 1;

[0021] FIG. 4 is a diagram illustrating a program and data
which are stored in RAM illustrated in FIG. 3;

[0022] FIG. 5 is a diagram illustrating a detailed structure
of'a memory controller illustrated in FIG. 2;

[0023] FIG. 6 is a diagram illustrating a detailed structure
of'a memory device illustrated in FIG. 2;

[0024] FIG. 7 is a diagram illustrating a memory cell array
illustrated in FIG. 6;

[0025] FIG. 8 is a circuit diagram of a first memory block
included in a memory cell array illustrated in FIG. 6;

[0026] FIG. 9 is a diagram illustrating a universal flash
storage (UFS) protocol information unit (UPIU) header for-
mat according to an example embodiment of inventive con-
cepts;

[0027] FIG. 10 is a diagram illustrating content of a flag
field of a UPIU header according to a JEDEC standard;
[0028] FIG. 11 is a diagram illustrating the definition of a
flag field of a UPIU header according to an example embodi-
ment of inventive concepts;

[0029] FIG. 12 is a diagram illustrating the definition of a
flag field of a UPIU header according to another example
embodiment of inventive concepts;

[0030] FIG. 13 is a diagram illustrating content of a com-
mand UPIU according to an example embodiment of inven-
tive concepts;

[0031] FIG.14is adiagram illustrating content ofaready to
transfer (RTT) UPIU according to an example embodiment of
inventive concepts;

[0032] FIG.151sadiagram illustrating content of a data out
UPIU according to an example embodiment of inventive con-
cepts;

[0033] FIG. 16 is a diagram illustrating content of a data in
UPIU according to an example embodiment of inventive con-
cepts;
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[0034] FIG. 17 is a diagram illustrating content of a
response UPIU according to an example embodiment of
inventive concepts;

[0035] FIG. 18 is a flowchart illustrating a write message
transmission flow for transmitting response information in a
normal mode, according to an example embodiment of inven-
tive concepts;

[0036] FIG. 19 is a flowchart illustrating a read message
transmission flow for transmitting response information in a
normal mode, according to an example embodiment of inven-
tive concepts;

[0037] FIG. 20 is a flowchart illustrating a write message
transmission flow for transmitting response information in a
fast mode, according to an example embodiment of inventive
concepts;

[0038] FIG. 21 is a flowchart illustrating a read message
transmission flow for transmitting response information in a
fast mode, according to an example embodiment of inventive
concepts;

[0039] FIG. 22 is a flowchart illustrating a method of man-
aging a message transmission flow, according to an example
embodiment of inventive concepts;

[0040] FIG. 23 is a flowchart illustrating a response infor-
mation transmission operation illustrated in FIG. 22 in detail;
[0041] FIG. 241is ablock diagram of a memory card system
using the method of managing a message transmission flow,
according to an example embodiment of inventive concepts;
[0042] FIG. 25 is a block diagram of a solid state drive
(SSD) system using the method of managing a message trans-
mission flow, according to an example embodiment of inven-
tive concepts; and

[0043] FIG. 26 is a diagram illustrating a structure of a
computing system using the method of managing a message
transmission flow, according to an example embodiment of
inventive concepts.

DETAILED DESCRIPTION OF EXAMPLE
EMBODIMENTS

[0044] The inventive concept now will be described more
fully hereinafter with reference to the accompanying draw-
ings, in which elements of the inventive concepts are shown.
The inventive concepts may, however, be embodied in many
different forms and should not be construed as limited to the
exemplary embodiments set forth herein. Rather, these
example embodiments, in accordance with the inventive con-
cepts, are provided so that this disclosure will be thorough
and complete, and will fully convey the scope of the inventive
concepts to one of ordinary skill in the art. As the inventive
concepts allow for various changes and numerous embodi-
ments, particular embodiments will be illustrated in the draw-
ings and described in detail in the written description. How-
ever, this is not intended to limit the inventive concepts to
particular modes of practice, and it is to be appreciated that all
changes, equivalents, and substitutes that do not depart from
the spirit and technical scope of the inventive concepts are
encompassed in the inventive concepts. Like reference
numerals refer to like elements throughout. Sizes of struc-
tures may be greater or less than real structures for clarity of
the inventive concepts.

[0045] The terminology used herein is for the purpose of
describing particular embodiments only and is not intended to
be limiting of exemplary embodiments. As used herein, the
singular forms “a”, “an”, and “the” are intended to include the
plural forms as well, unless the context clearly indicates oth-
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erwise. It will be further understood that the terms “com-
prises”, “comprising”, “includes”, and/or “including” when
used herein, specify the presence of stated features, integers,
steps, operations, elements, components, or combinations
thereof but do not preclude the presence or addition of one or
more other features, integers, steps, operations, elements,

components, or combinations thereof.

[0046] It will be understood that when an element is
referred to as being “connected” or “coupled” to another
element, it can be directly connected or coupled to the other
element or intervening elements may be present. In contrast,
when an element is referred to as being “directly connected”
or “directly coupled” to another element, there are no inter-
vening elements present. Other words used to describe the
relationship between elements or layers should be interpreted
in a like fashion (e.g., “between” versus “directly between,”
“adjacent” versus “directly adjacent,” “on” versus “directly
on”). As used herein the term “and/or” includes any and all
combinations of one or more of the associated listed items.

[0047] Unless otherwise defined, all terms (including tech-
nical and scientific terms) used herein have the same meaning
as commonly understood by one of ordinary skill in the art to
which exemplary embodiments belong. It will be further
understood that terms, such as those defined in commonly
used dictionaries, should be interpreted as having a meaning
that is consistent with their meaning in the context of the
relevant art and will not be interpreted in an idealized or
overly formal sense unless expressly so defined herein. As
used herein, the term “and/or” includes any and all combina-
tions of one or more of the associated listed items.

[0048] FIG. 1 is a diagram illustrating a structure of a
computing system 1000 according to an example embodi-
ment of the inventive concept.

[0049] As illustrated in FIG. 1, the computing system 1000
includes a host 100 and a storage device 200.

[0050] The host 100 and the storage device 200 are electri-
cally connected to each other. A standard of an interface that
is used between the host 100 and the storage device 200 has a
transmission flow including a command phase, a data phase,
and a status phase. Response information is transmitted in the
status phase.

[0051] For example, interfaces including, but not limited
to, may be applied to the example embodiments of the inven-
tive concepts between the host 100 and the storage device
200: a universal flash storage (UFS) interface, an embedded
multi-media card (eMMC) interface, a serial advanced tech-
nology attachment (SATA) interface, a serial advanced tech-
nology attachment express (SATAe) interface, a small com-
puter system interface (SCSI), a small computer system
interface express (SCSle) interface, and/or a non-volatile
memory express (NVMe).

[0052] The host 100 transmits a command CMD, which is
issued based on a task to be performed, to the storage device
200. For example, the command CMD issued from the host
100 may include a write command and/or a read command.
The host 100 transmits data DATA to be stored in the storage
device 200 and/or receives data DATA read from the storage
device 200. The storage device 200 transmits response infor-
mation RESPONSE, which indicates a result of command
execution, to the host 100.

[0053] In an example embodiment of the inventive con-
cepts, when data to be processed is stored in the storage
device 200, the host 100 transmits a read command to the
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storage device 200. The host 100 transmits a write command
to the storage device 200 to store processed data in the storage
device 200.

[0054] In another example embodiment of the inventive
concepts, the host 100 transmits a read command and/or a
write command, which is used for performing at least one
selected from a page-in operation and a page-out operation
for amemory swapping operation when a page fault occurs, to
the storage device 200. The page fault occurs when a page,
which is required to be read to perform an application process
in the host 100, is not stored in the host 100.

[0055] The storage device 200 performs a read operation
and/or a program operation according to a command received
from the host 100. In other words, the storage device 200
performs a read operation for reading data in response to a
read command received from the host 100. The storage device
200 performs a program operation for storing data in response
to a write command received from the host 100.

[0056] The storage device 200 transmits the response infor-
mation RESPONSE, which indicates a result of the execution
of a command received from the host 100, to the host 100. For
example, in response to a write command received from the
host 100, the storage device 200 receives data from the host
100, processes the data according to the write command, and
then transmits response information RESPONSE, which
indicates whether the write command was normally executed,
to the host 100. In another example embodiment of the inven-
tive concepts, in response to a read command received from
the host 100, the storage device 200 transmits data read there-
from to the host 100 and then transmits response information
RESPONSE, which indicates whether the read command was
normally executed, to the host 100.

[0057] In example embodiment of the inventive concepts,
the host 100 includes a fast response support module 101, and
the storage device 200 includes a fast response processing
module 201.

[0058] The fast response support module 101 and the fast
response processing module 201 are modules for reducing
latency between a data phase and a status phase and may be
implemented with software and/or hardware.

[0059] The fast response support module 101 supports an
operation of setting response transmission type information
in at least one selected from a command phase and/or a data
phase. For example, a reserved bit included in a header of
command information or a header of data may be allocated as
a bit for determining a response transmission type.

[0060] The fast response support module 101 may set
response transmission type information by using a reserved
bit included in a header of command information or a header
of data, to be transmitted to the storage device 200. In other
words, the response transmission type information may be set
by using a reserved bit allocated for the response transmission
type information.

[0061] In an example embodiment of the inventive con-
cepts, the fast response support module 101 may set response
transmission type information of a fast mode to a default
value. As another example of the inventive concepts, the fast
response support module 101 may also set response transmis-
sion type information of a normal mode to a default value. As
another example of the inventive concepts, the fast response
support module 101 may also set response transmission type
information of the normal mode or the fast mode based on a
vendor’s selection and/or a user’s selection.



US 2016/0231950 Al

[0062] In an example embodiment of the inventive con-
cepts, the fast response support module 101 may set response
transmission type information by using a reserved bit
included in a header of command information in a command
phase of a read data transmission flow. In detail, the fast mode
may be set when a bit allocated to define a response transmis-
sion type from among reserved bits included in a header of
command information in a command phase of a read data
transmission flow is set to a first logic value, and the normal
mode may be set when the bit is set to a second logic value.

[0063] In an example embodiment of the inventive con-
cepts, the fast response support module 101 may set response
transmission type information by using a reserved bit
included in a header of command information in a data phase
of write data transmission flow. The fast mode may be set
when a bit allocated to define a response transmission type
from among reserved bits included in a header of final data
that is transmitted to the storage device 200 in a data phase of
a write data transmission flow is set to a first logic value, and
the normal mode may be set when the bit is set to a second
logic value.

[0064] In an example embodiment of the inventive con-
cepts, the fast response support module 101 supports a func-
tion of parsing response information received after data and
processing parsed information when a bit allocated to deter-
mine a response transmission type from among reserved bits
included in a header of data that is received from the storage
device 200 in a data phase of a read data transmission flow is
set to a value indicating the fast mode.

[0065] The fast response processing module 201 supports a
function of transmitting response information to the host 100
in any one selected from the normal mode and the fast mode
having different latencies, based on response transmission
type information received in at least one selected from a
command phase and/or a data phase.

[0066] In an example embodiment of the inventive con-
cepts, when response transmission type information set to a
fast mode in a write data transmission flow is received from
the host 100, the fast response processing module 201 directly
generates response information when the fast response pro-
cessing module 201 receives final data from the host 100 and
transmits the generated response information to the host 100.

[0067] In an example embodiment of the inventive con-
cepts, when response transmission type information set to a
fast mode in aread data transmission flow is received from the
host 100, the fast response processing module 201 loads
response information on final data that is transmitted to the
host 100 in a data phase, and transmits the data loaded with
the response information to the host 100. In detail, when
response transmission type information set to a fast mode in
a read data transmission flow is received from the host 100,
the fast response processing module 201 sets a bit, allocated
to define a response transmission type from among reserved
bits included in a header of final data to be transmitted to the
host 100, to a value indicating the fast mode, and loads
response information on the final data and transmits the final
data loaded with the response information to the host 100.

[0068] FIG. 2 is a diagram of a computing system 1000a

showing a detailed structure of the storage device 200 illus-
trated in FIG. 1.

[0069] As illustrated in FIG. 2, the computing system
1000A includes a host 100 and a storage device 200A. The
host 100 and the storage device 200A correspond to the host
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100 and the storage device 200, respectively, of FIG. 1. The
storage device 200A includes a memory controller 210A and
a memory device 220A.

[0070] In an example embodiment of the inventive con-
cepts, the computing system 1000 A may be including, but not
limited to, a personal computer, a set-top-box, a digital cam-
era, a navigation device, a mobile device, and/or a smart card
system.

[0071] The host 100 has been described above with refer-
ence to FIG. 1, and thus, repeated descriptions thereof are
omitted.

[0072] Thememory device 220A may be any one of various
types of memory devices. In addition, the memory device
220A may be a flash memory device that is a type of non-
volatile memory device. Examples of non-volatile memory
devices include, but are not limited to, phase change RAM
(PRAM), ferroelectric RAM (FRAM), magnetic RAM
(MRAM) as well as a flash memory device may be used as the
memory device 220A. In an example embodiment of the
inventive concepts, the memory device 220A may have a
structure obtained by combining at least one non-volatile
memory device with at least one volatile memory device, and
the memory device 220A may also have a structure obtained
by combining at least two types of non-volatile memory
devices with each other.

[0073] The memory controller 210A performs an input/
output (I0) processing operation in response to a command
received from the host 100 so that the memory device 220A
performs a read operation and/or a write operation.

[0074] The memory controller 210A transmits response
information RESPONSE, which indicates a result of the
execution of a command received from the host 100, to the
host 100. In an example embodiment of the inventive con-
cepts, in response to a write command received from the host
100, the storage device 200A receives data from the host 100,
processes the data according to the write command, and then
transmits response information RESPONSE, which indicates
whether the write command was normally executed, to the
host 100. In an example embodiment of inventive concepts, in
response to a read command received from the host 100, the
storage device 200A transmits data read therefrom to the host
100 and then transmits response information RESPONSE,
which indicates whether the read command was normally
executed, to the host 100.

[0075] The memory controller 210A includes a fast
response processing module 201. The fast response process-
ing module 201 has been described above, and thus, repeated
descriptions thereof are omitted.

[0076] When response transmission type information set to
a fast mode in a read data transmission flow is received from
the host 100, the memory controller 210A loads response
information RESPONSE on final data, which is transmitted to
the host 100 in a data phase, by using the fast response
processing module 201, and transmits the data loaded with
the response information to the host 100. In an example
embodiment of the inventive concepts, the memory controller
210A sets a bit, allocated to define a response transmission
type from among reserved bits included in a header of final
data to be transmitted to the host 100, to a value indicating the
fast mode, and loads response information on the final data
and transmits the final data loaded with the response infor-
mation to the host 100.

[0077] When response transmission type information set to
a fast mode in a write data transmission flow is received from
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the host 100, the memory controller 210A directly generates
response information by using the fast response processing
module 201 when the memory controller 210A receives final
data from the host 100, and transmits the generated response
information to the host 100.

[0078] FIG. 3 is a diagram illustrating a structure of a host
100A corresponding to the host 100 illustrated in FIG. 1.
[0079] Referring to FIG. 3, the host 100A includes a pro-
cessor 110, random access memory (RAM) 120, a device
interface 130, and a bus 140.

[0080] The processor 110, the RAM 120, and the device
interface 130 are electrically connected to each other via the
bus 140. The processor 110, the RAM 120, and the device
interface 130 may send and receive data and various control
signals to and from each other via the bus 140.

[0081] The processor 110 may include, but not limited to,
circuits for processing data and controlling operations of
elements of the host 100A, interface circuits, and/or program
codes. In an example embodiment of the inventive concepts,
the processor 110 may include, but not limited to, a central
processing unit (CPU), an advanced RISC machine (ARM),
and/or an application specific integrated circuit (ASIC).
[0082] The RAM 120 may include SRAM and/or DRAM
for storing data, commands, and/or program codes that are
needed for an operation of the host 100A. The RAM 120
functions as a main memory. The RAM 120 stores a fast
response support software (FRS SW) 101A. The FRS SW
101A includes program codes for performing a function of
the fast response support module 101 described above with
reference to FIG. 1.

[0083] The device interface 130 includes a data exchange
protocol for exchanging data with a device connected to the
host 100A and performs an interface between the host 100A
and the device. In an example embodiment of the inventive
concepts, the device connected to the host 100A may be a
storage device.

[0084] Example embodiments of the device interface 130
may include, but are not limited to, a UFS interface, an
advanced technology attachment (ATA) interface, a SATA
interface, a SATAe interface, a parallel advanced technology
attachment (PATA) interface, a universal serial bus (USB), a
serial attached small computer system (SAS) interface, a
small computer system interface (SCSI), a SCSle, an embed-
ded multimedia card (eMMC) interface, and/or a non-volatile
memory express (NVMe) interface. However, the inventive
concept is not limited thereto. Various standard interfaces
having a transmission flow including a command phase, a
data phase, and a status phase may be applied to the device
interface 130.

[0085] The device interface 130 may transmit a command
and data to a device and/or receive data and response infor-
mation from the device, according to the control of the pro-
cessor 110.

[0086] The processor 110 transmits response transmission
type information to a device, connected to the device interface
130, in at least one of a command phase and a data phase by
using program codes stored in the RAM 120. In an example
embodiment of the inventive concepts, the processor 110 may
drive the FRS SW 101A stored in the RAM 120 to perform a
message transmission flow management operation by using a
method as illustrated in FIGS. 18 through 23.

[0087] FIG. 4 is a diagram illustrating a program and data
which are stored in RAM 120A that corresponds to the RAM
120 illustrated in FIG. 3.
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[0088] Referring to FIG. 4, the RAM 120A may store an
operating system 121, an application 122, a file system 123, a
memory manager 124, adevice driver 125, and a fastresponse
support software (FRS SW) 101A. In addition, a region for a
data buffer 126 may be assigned in the RAM 120A.

[0089] The operating system 121 is a program for control-
ling hardware and/or software resources of the host 100A.
The operating system 121 functions as an interface between
hardware and an application program, and manages resources
of the host 100A.

[0090] The application 122 includes various application
programs that are executed in the host 100A. In an example
embodiment of the inventive concepts, the application 122
may include programs that support an operation for process-
ing files and/or data.

[0091] The file system 123 is a program that manages logi-
cal addresses and storage locations to store files and/or data in
the RAM 120A of the host 110A, and/or the storage device
200A connected to the host 100A, and/or to search for files
and/or data.

[0092] Thememory manager 124 is a program that controls
a memory access operation for the RAM 120A, and/or a
memory access operation for the storage device 200A con-
nected to the host 100A.

[0093] The device driver 125 is a program that supports
communication with the storage device 200A connected to
the host 100A.

[0094] The FRS SW 101A has been described above, and
thus repeated descriptions thereof are omitted.

[0095] The data buffer 126 is a storage region assigned to
store data received from the storage device 200A, and/or data
to be transmitted to the storage device 200A.

[0096] FIG. 5 is a diagram illustrating a detailed structure
of'the memory controller 210A illustrated in FIG. 2.

[0097] As illustrated in FIG. 5, the memory controller
210A includes a control unit 211, RAM 212, a command
queue 213, a memory interface 214, a host interface 215, and
a bus 216.

[0098] The control unit 211, the RAM 212, the command
queue 213, the memory interface 214, and the host interface
215 are electrically connected to each other via the bus 216.
Accordingly, data, addresses, and/or various control signals
may be transmitted or received between the components of
the memory controller 210A via the bus 216.

[0099] The RAM 212 may include an SRAM and/or
DRAM for storing data, commands, and/or program codes
that are necessary for an operation of the memory controller
210A.

[0100] A region for a data buffer 212-1, in which data
transmitted from the host 100, and/or data to be transmitted to
the host 100, is temporarily stored, and is assigned in the
RAM 212. Data to be stored in the memory device 220A
connected through the memory interface 214, and/or data
read from the memory device 220A, is temporarily stored in
the data buffer 212-1 of the RAM 212. An FRP SW 201A is
stored in the RAM 212. The FRP SW 201A includes program
codes for performing a function of the fast response process-
ing module 201 illustrated in FIG. 1.

[0101] Commands received from the host 100 through the
host interface 215, are sequentially stored in the command
queue 213.

[0102] The control unit 211 controls an overall operation of
the storage device 200A. The control unit 211 performs a
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write operation, and/or read operation processing based on a
command received from the host 100.

[0103] In an example embodiment of the inventive con-
cepts, the control unit 211 stores a command received from
the host 100 in the command queue 213. Also, the control unit
211 stores data received from the host 100, and/or data trans-
mitted to the host 100 in the data buffer 212-1 of the RAM
212.

[0104] In response to a write command received from the
host 100, the controlunit 211 assigns a buffer region, in which
host data will be stored. Upon assigning a buffer region by the
control unit 211, the data buffer 212-1 then transmits a mes-
sage, which informs the host 100 that it is ready to receive
data, to the host 100. The control unit 211 stores data received
from the host 100 in an assigned region of the data buffer
212-1. The control unit 211 transmits response information
indicating a processing state of the write command received
from the host 100 to the host 100.

[0105] In response to a read command received from the
host 100, the control unit 211 reads data from the memory
device 220A, according to the read command, and stores the
read data to the data buffer 212-1. Then, the control unit 211
reads data from the data buffer 212-1 and transmits the read
data to the host 100 through the host interface 215. The
control unit 211 transmits response information indicating a
processing state of the read command received from the host
100 to the host 100.

[0106] The control unit 211 transmits response information
to the host 100 in any one selected from the normal mode
and/or the fast mode having different latencies, based on
response transmission type information received in at least
one selected from a command phase and a data phase.

[0107] In an example embodiment of the inventive con-
cepts, when response transmission type information set to a
fast mode in a write data transmission flow is received from
the host 100, the control unit 211 drives the FRP SW 201A
stored in the RAM 212, and transmits the response informa-
tion to the host 100 in the fast mode. In detail, in a fast mode
of write data transmission flow, the control unit 211 directly
generates response information when receiving final data
from the host 100, and transmits the generated response infor-
mation to the host 100.

[0108] In an example embodiment of the inventive con-
cepts, when response transmission type information set to a
fast mode in aread data transmission flow is received from the
host 100, the control unit 211 drives the FRP SW 201A stored
in the RAM 212, and transmits the response information to
the host 100 in the fast mode. In detail, in a fast mode of a read
data transmission flow, the control unit 211 loads response
information on final data to be transmitted to the host 100 in
a data phase, and transmits the data loaded with the response
information to the host 100. Accordingly, when response
transmission type information set to a fast mode in a read data
transmission flow is received from the host 100, the control
unit 211 sets a bit, allocated to define a response transmission
type from among reserved bits included in a header of final
data to be transmitted to the host 100, to a value indicating the
fast mode, and loads response information on the final data,
and transmits the final data loaded with the response infor-
mation to the host 100.

[0109] When response transmission type information set to
a fast mode in a write data transmission flow, and/or a read
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data transmission flow, is not received from the host 100, the
control unit 211 transmits the response information to the
host 100 in a normal mode.

[0110] In an example embodiment of the inventive con-
cepts, when response transmission type information set to a
normal mode in a write data transmission flow is received
from the host 100, the control unit 211 receives final data from
the host 100 and stores the received final data in the data
buffer 212-1. Furthermore, the control unit 211 transmits
response information indicating a processing state of a write
command to the host 100 after completing an operation of
writing data stored in the data buffer 212-1 to the memory
device 220A connected through the memory interface 214.

[0111] In an example embodiment of the inventive con-
cepts, when response transmission type information set to a
normal mode in a write data transmission flow is received
from the host 100, the control unit 211 receives final data from
the host 100 and stores the received final data in the data
buffer 212-1. Then, the control unit 211 completes the storing
of host data in the data buffer 212-1, and then generates
response information indicating a processing state of a write
command and transmits the generated response information
to the host 100. That is, the control unit 211 may transmit
response information indicating a processing state of a write
command to the host 100 before performing an operation of
writing host data stored in the data buffer 212-1 to the
memory device 220A.

[0112] In an example embodiment of the inventive con-
cepts, when response transmission type information set to a
normal mode in a read data transmission flow is received from
the host 100, the control unit 211 completes a process of
reading data, requested by the host 100, from the data buffer
212-1, and transmitting the read data to the host 100, and then
generates response information indicating a processing state
of a read command and transmits the generated response
information to the host 100.

[0113] In an example embodiment of the inventive con-
cepts, when response transmission type information set to a
normal mode in aread data transmission flow is received from
the host 100, the control unit 211 completes a process of
reading data, requested by the host 100, from the data buffer
212-1, and transmitting the read data to the host 100, and then
may generate response information indicating a processing
state of a read command after emptying the data buffer 212-1
to transmit the generated response information to the host
100.

[0114] The memory interface 214 is electrically connected
to the memory device 220A. The memory interface 214 may
transmit a command, an address, and data to the memory
device 220A under the control of the control unit 211, and/or
may receive data from the memory device 220A. The
memory interface 214 may be configured to support NAND
flash memory and/or NOR flash memory. The memory inter-
face 214 may be configured to perform software, and/or hard-
ware interleaving operations, via a plurality of channels.

[0115] The host interface 215 includes a protocol for
exchanging data with the host 100, and interfaces the storage
device 200A with the host 100. The host interface 215 may be
implemented by using interfaces including, but not limited to,
a UFS interface, an ATA interface, a SATA interface, a SATAe
interface, a PATA interface, a USB or SAS interface, a SCSI,
a SCSle, an eMMC interface, and/or an NVMe interface. The
various standard interfaces having a transmission flow
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including a command phase, a data phase, and/or a status
phase may be applied to the host interface 215.

[0116] FIG. 6 is a diagram illustrating a detailed structure
of the memory device 220A illustrated in FIG. 2.

[0117] Referring to FIG. 6, the memory device 220A may
include a memory cell array 11, a control logic unit 12, a
voltage generator 13, a row decoder 14, and a page bufter 15.
The components included in the memory device 220A will
now be described in detail.

[0118] The memory cell array 11 may be connected to at
least one string selection line SSL, a plurality of word lines
WL, and at least one ground selection line GSL, and may also
be connected to a plurality of bit lines BL. The memory cell
array 11 may include a plurality of memory cells MC (refer to
FIG. 8) that are disposed at intersections of the plurality of bit
lines BL. and the plurality of word lines WL.

[0119] When an erasure voltage is applied to the memory
cell array 11, the plurality of memory cells MC enter an
erasure state. When a programming voltage is applied to the
memory cell array 11, the plurality of memory cells MC enter
aprogram state. At this time, each memory cell MC may have
one selection from an erasure state, and first through n-th
program states, P1 through Pn that are distinguished from
each other according to a threshold voltage.

[0120] In the first through n-th program states P1 through
Pn, n may be a natural number equal to or greater than 2. For
example, when each memory cell MC is a 2-bit level cell, n
may be 3. In an example embodiment of the inventive con-
cepts, when each memory cell MC is a 3-bit level cell, n may
be 7. In another example, when each memory cell MC is a
4-bit level cell, n may be 15. As such, the plurality of memory
cells MC may include multi-level cells. However, exemplary
embodiments of the inventive concept are not limited thereto,
and the plurality of memory cells MC may include single-
level cells.

[0121] The control logic unit 12 may receive a command
signal CMD, an address signal ADDR, and a control signal
CTRL from the memory controller 210A to output various
control signals for writing the data DATA to the memory cell
array 11 or for reading the data from the memory cell array 11.
In this way, the control logic unit 12 may control overall
operations of the memory device 220A.

[0122] The various control signals output by the control
logic unit 12 may be provided to the voltage generator 13, the
row decoder 14, and the page buffer 15. In detail, the control
logic unit 12 may provide a voltage control signal CTRL_vol
to the voltage generator 13, may provide a row address signal
X_ADDR to the row decoder 14, and may provide a column
address signal Y_ADDR to the page buffer 15.

[0123] The voltage generator 13 may receive the voltage
control signal CTRL_vol to generate various voltages for
executing a program operation, a read operation and an era-
sure operation with respect to the memory cell array 11. In
detail, the voltage generator 13 may generate a first drive
voltage VWL for driving the plurality of word lines WL, a
second drive voltage VSSL for driving the at least one string
selection line SSL, and a third drive voltage VGSL for driving
the at least one ground selection line GSL.

[0124] The first drive voltage VWL may be a program (or
write) voltage, a read voltage, an erasure voltage, a pass
voltage, and/or a program verification voltage. The second
drive voltage VSSL may be a string selection voltage SSL,
including but not limited to, an on voltage or an off voltage.
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The third drive voltage VGSL may be a ground selection
voltage GSL, including but not limited to, an on voltage or an
off voltage.

[0125] According to an example embodiment of the inven-
tive concepts, the voltage generator 13 may receive the volt-
age control signal CTRL_vol to generate a program start
voltage as a program voltage, when a program loop starts,
when the number of program loops performed is 1. As the
number of program loops performed increases, the voltage
generator 13 may generate a voltage that increases from the
program start voltage by a step voltage in stages, as the
program voltage.

[0126] The row decoder 14 may be connected to the
memory cell array 11 through the plurality of word lines WL
and may activate some of the plurality of word lines WL in
response to the row address signal X_ADDR received from
the control logic unit 12. In detail, during a read operation, the
row decoder 14 may apply a read voltage to a word line
selected from the plurality of word lines WL, and apply a pass
voltage to the remaining unselected word lines.

[0127] During a program operation, the row decoder 14
may apply a program voltage to the selected word line, and
apply the pass voltage to the unselected word lines. Accord-
ing to an example embodiment of the inventive concepts, the
row decoder 14 may apply a program voltage to the selected
word line and an additionally selected word line, in at least
one selected from a plurality of program loops.

[0128] Thepage buffer 15 may be connected to the memory
cell array 11 via the plurality of bit lines BL. In detail, during
a read operation, the page buffer 15 may operate as a sense
amplifier so as to output data DATA stored in the memory cell
array 11. During a program operation, the page buffer 15 may
operate as a write driver so as to input the data DATA desired
to be stored in the memory cell array 11.

[0129] FIG. 7 is a diagram illustrating the memory cell
array illustrated in FIG. 6.

[0130] Referring to FIG. 7, the memory cell array 11 may
be a flash memory cell array. In this case, the memory cell
array 11 may include a plurality of memory blocks BLK1, . .
., and BLKa (where “a” denotes a positive integer which is
equal to or greater than two) and each of the memory blocks
BLK1, . . ., and BLKa may include a plurality of pages
PAGE], ..., and PAGEb (where “b” denotes a positive integer
which is equal to or greater than two). In addition, each of'the
pages PAGE]L, . . . , and PAGEb may include a plurality of
sectors SEC1, . . ., and SECc (where “c” denotes a positive
integer which is equal to or greater than two). Although only
the pages PAGE1 through PAGEb and the sectors SEC1
through SECc of the memory block BLK1 are illustrated for
convenience of explanation in FIG. 7, the other memory
blocks BLK2 through BL.LKa may have the same structures as
that of the memory block BLK1.

[0131] FIG. 8 is a circuit diagram of a first memory block
BLK1a, which is an example embodiment of the memory
block BLK1 included in the memory cell array 11 of FIG. 6.
[0132] Referring to FIG. 8, the first memory block BLK1a
may be a NAND flash memory having a vertical structure.
Each of the memory blocks BLLK1 to BLKa may be imple-
mented as shown in FIG. 8. In FIG. 8, a first direction is
referred to as an x-direction, a second direction is referred to
as a y-direction, and a third direction is referred to as a
z-direction. However, example embodiments of the inventive
concepts are not limited thereto, and the first through third
directions may vary.
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[0133] The first memory block BLK1a may include a plu-
rality of cell strings CST, a plurality of word lines WL, a
plurality of bit lines BL, a plurality of ground selection lines
GSL1 and GSL2, a plurality of string selection lines SSL.1
and SSL2, and a common source line CSL. The number of
cell strings CST, the number of word lines WL, the number of
bit lines BL, the number of ground selection lines GSL.1 and
GSL2, and the number of string selection lines SSL.1 and
SSL.2 may vary according to example embodiments of the
inventive concepts.

[0134] Each of the cell strings CST may include a string
selection transistor SST, a plurality of memory cells MC, and
a ground selection transistor GST that are serially connected
to each other between a bit line BL. corresponding to the cell
string CST, and the common source line CSL. However,
example embodiments of the inventive concepts are not lim-
ited thereto. According to another example embodiment, each
cell string CST may further include at least one dummy cell.
According to another example embodiment, each cell string
CST may include at least two string selection transistors SST,
or at least two ground selection transistors GST.

[0135] Each cell string CST may extend in the third direc-
tion (z-direction). In detail, each cell string CST may extend
on a substrate in a vertical direction (z-direction). Accord-
ingly, the first memory block BLK1a including the cell
strings CST may be referred to as a vertical-direction NAND
flash memory. As such, by extending each cell string CST in
the vertical direction (z-direction) on a substrate, the integra-
tion density of the memory cell array 11 may increase.
[0136] The plurality of word lines WL may each extend in
the first x-direction, and in the second y-direction y, and each
word line WL, may be connected to memory cells MC corre-
sponding thereto. Accordingly, a plurality of memory cells
MC arranged adjacent to each other on the same plane in the
first x-direction, and the second y-direction, may be con-
nected to each other by an identical word line WL. In detail,
each word line WL may be connected to gates of memory
cells MC to control the memory cells MC. In this case, the
plurality of memory cells MC may store data and may be
programmed, read, and/or erased under the control of the
connected word line WL.

[0137] The plurality of bit lines BL. may extend in the first
x-direction, and may be connected to the string selection
transistors SST. Accordingly, a plurality of string selection
transistors SST arranged adjacent to each other in the first
x-direction may be connected to each other by an identical bit
line BL. In detail, each bit line BL. may be connected to drains
of the plurality of string selection transistors SST.

[0138] The plurality of string selection lines SSL.1 and
SSL.2 may each extend in the second y-direction, and may be
connected to the string selection transistors SST. Accord-
ingly, a plurality of string selection transistors SST arranged
adjacent to each other in the second y-direction may be con-
nected to each other by an identical string selection line SSL.1
or SSL.2. In detail, each string selection line SSI.1 or SSL.2
may be connected to gates of the plurality of string selection
transistors SST to control the plurality of string selection
transistors SST.

[0139] The plurality of ground selection lines GSL.1 and
GSL.2 may each extend in the second y-direction, and may be
connected to the ground selection transistors GST. Accord-
ingly, a plurality of ground selection transistors GST arranged
adjacent to each other in the second y-direction may be con-
nected to each other by an identical ground selection line
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GSL1 or GSL2. In detail, each ground selection line GSL.1 or
GSL2 may be connected to gates of the plurality of ground
selection transistors GST to control the plurality of ground
selection transistors GST.

[0140] The ground selection transistors GST respectively
included in the cell strings CST may be connected to each
other by the common source line CSL. In detail, the common
source line CSL, may be connected to sources of the ground
selection transistors GST.

[0141] A plurality of memory cells MC connected to an
identical word line WL, and to an identical string selection
line SSI.1 or SSL.2, and arranged adjacent to each other in the
second y-direction may be referred to as a page PAGE. For
example, a plurality of memory cells MC that are connected
to a first word line WL1, and to a first string selection line
SSIL.1, and are arranged adjacent to each other in the second
y-direction may be referred to as a first page PAGEL1. A
plurality of memory cells MC that are connected to the first
word line WL1, and to a second string selection line SSI.2,
and are arranged adjacent to each other in the second direction
y may be referred to as a second page PAGE2.

[0142] To perform a program operation with respect to a
memory cell MC, OV may be applied to a bit line BL, an “on”
voltage may be applied to a string selection line SSL, and an
“off” voltage may be applied to a ground selection line GSL.
The “on” voltage may be equal to or greater than the threshold
voltage so that a string selection transistor SST is turned on,
and the “off” voltage may be smaller than the threshold volt-
age so that the ground selection transistor GST is turned off.
A program voltage may be applied to a memory cell selected
from the memory cells MC, and a pass voltage may be applied
to the remaining unselected memory cells. In response to the
program voltage, electric charges may be injected into the
memory cells MC due to F-N tunneling. The pass voltage may
be greater than the threshold voltage of the memory cells MC.

[0143] To perform an erasure operation with respect to the
memory cells MC, an erasure voltage may be applied to the
body of the memory cells MC, and 0V may be applied to the
word lines WL. Accordingly, data stored in the memory cells
MC may be temporarily erased.

[0144] Hereinafter, a method of managing a message trans-
mission flow, according to an example embodiment of the
inventive concepts will be described with reference to the
structure of the computing system 1000A of FIG. 2.

[0145] Itis assumed that a transaction between the host 100
and the storage device 200A, illustrated in FIG. 2, is per-
formed through a UFS interface.

[0146] FIG.9isadiagram illustrating a UFS protocol infor-
mation unit (UPIU) header format according to an example
embodiment of the inventive concept.

[0147] FIG. 9 shows an example of a basic header format
included in a UPIU according to a Joint Electron Device
Engineering Council (JEDEC) standard that is used in a mes-
sage transmission flow between the host 100, and the storage
device 200A.

[0148] Referring to FIG. 9, a basic UPIU header includes a
“Transaction Type” field, a “Flags” field, a “LUN” field, a
“Task Tag” field, a “Reserved” field, a “Command Set Type”
field, a “Query Function, Task Manag. Function” field, a
“Response” field, a “Status” field, a “Total EHS Length”
field, a “Device Information” field, and a “Data Segment
Length” field.
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[0149] The “Transaction Type” field is a field indicating the
type of request or response included in a data structure. The
“Flags” field includes various pieces of flag information.
[0150] FIG. 10 is a diagram illustrating content of a flag
field of a UPIU header according to a JEDEC standard.
[0151] As shown in FIG. 10, a “Flags” field may include 8
bits. Bit 0 and Bit 1 indicate task attribute information, Bit 2
and Bit 3 are assigned as a reserved region, and Bit 4 to Bit 7
indicate operational flags information. For example, ina com-
mand UPIU type, a flag of Bit 6 indicates a “READ(R)”
command state and a flag of Bit 5 indicates a “WRITE(W)”
command state. For example, in a response UPIU type, a flag
of Bit 6 indicates an “OVERFLOW(O)” state, a flag of Bit 5
indicates a “UNDERFLOW(U)” state, and a flag of Bit 4
indicates a “DATA OUT MISMATCH(D)” state.

[0152] The “LUN” field is a field indicating a logical unit
number thatis requested from a target device. The “Task Tag”
field is a field indicating information about the generation of
atask request. The “Reserved” field is a field that may be used
by a vendor as an option to perform a certain function. The
“Command Set Type” field is a field indicating information
about a command set type. For example, the “Command Set
Type” field is a field indicating a SCSI command set, a UFS-
specific command set, or a vendor-specific command set. The
“Query Function, Task Manag. Function” field is a field that
is used to define a query function or a task management
function. The “Response” field is a field indicating the suc-
cess or failure of a request in a target device. The “Status”
field is a field indicating a SCSI state. The “Total EHS
Length” field is a field indicating the length of an extra header
segment included in a UPIU. The “Device Information™ field
is a field indicating device level information. The “Data Seg-
ment Length” field is a field indicating the number of effective
bytes in a data segment of a UPIU.

[0153] In the current exemplary embodiment, response
transmission type information is defined by using one bit of a
reserved region included in the “Flags” field of the basic
UPIU header.

[0154] FIG. 11 is a diagram illustrating the definition of a
flag field of a UPIU header according to an example embodi-
ment of the inventive concepts.

[0155] Referring to FIG. 11, Bit 2 of a reserved region
included in a “Flags™ field of the UPIU header is used as a bit
indicating response transmission type information. In other
words, an “F” bit, which corresponds to Bit 2 of the reserved
region included in the “Flags” field of the UPIU header, is
defined as a bit indicating response transmission type infor-
mation.

[0156] Forexample, a fast mode may be set when an “F” bit
of'areserved region included in a “Flags” field of a command-
type UPIU header, a data out-type UPIU header, or a data
in-type UPIU header is set to a first logic value, and a normal
mode may be set when the F" bit of the reserved region is set
to a second logic value. The first logic value may be “1”, and
the second logic value may be “0”. As another example, the
first logic value may be “0”, and the second logic value may
be “17.

[0157] FIG. 12 is a diagram illustrating the definition of a
flag field of a UPIU header according to another example
embodiment of the inventive concepts.

[0158] Referring to FIG. 12, Bit 3 of a reserved region
included in a “Flags™ field of the UPIU header is used as a bit
indicating response transmission type information. In other
words, an “F” bit, which corresponds to Bit 3 of the reserved
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region included in the “Flags” field of the UPIU header, is
defined as a bit indicating response transmission type infor-
mation.

[0159] Forexample, a fast mode may be set when an “F” bit
ofareserved region included in a “Flags” field of a command-
type UPIU header, a data out-type UPIU header, or a data
in-type UPIU header is set to a first logic value, and a normal
mode may be set when the F" bit of the reserved region is set
to a second logic value. The first logic value may be “1”, and
the second logic value may be “0”. As another example, the
first logic value may be “0”, and the second logic value may
be “17.

[0160] As another example, at least one bit included in a
reserved region of a UPIU header illustrated in FIG. 13 may
be defined as a bit indicating response transmission type
information.

[0161] FIG. 13 is a diagram illustrating content of a com-
mand UPIU according to an exemplary embodiment of the
inventive concept.

[0162] Referring to FIG. 3, 12 bytes indicated as 0 to 12 of
the command UPIU are bytes forming a basic UPIU header.
Since the basic UPIU header has been described with refer-
ence to FIGS. 9 to 12, repeated descriptions thereof are omit-
ted.

[0163] A read command is set when an “R” bit of a “Flags”
field of a UPIU header is set to 17, and a write command is
set when a “W” bit of the “Flags™ field of the UPIU header is
set to “0”. A “CDB” field of the command UPIU indicates a
command descriptor block, and may include 16 bytes.
[0164] FIG. 14 is a diagram illustrating content of'a ready to
transfer (RTT) UPIU according to an example embodiment of
the inventive concepts.

[0165] The RTT UPIU is issued by a target when being
ready to receive data when processing a write command.
[0166] Referringto FIG. 14, 12 bytes indicated as 0 to 11 of
the RTT UPIU are bytes forming a basic UPIU header. A
“Data Buffer Offset” field is a field indicating a start position
of'a data segment, and a “Data Transter Count” field is a field
indicating the number of bytes of data that a device requested
to be transmitted to the device.

[0167] FIG. 15 is a diagram illustrating content of a data out
UPIU according to an example embodiment of the inventive
concepts.

[0168] The data out UPIU is a UPIU for transmitting data
from an initiator to a target when the target is ready to receive
data. For example, the initiator may be the host 100 and the
target may be the storage device 200A.

[0169] Referringto FIG. 15, 12 bytes indicated as 0 to 11 of
the data out UPIU are bytes forming a basic UPIU header. A
“Data Buffer Offset” field is a field indicating an offset of a
UPIU data payload in a data transmission area, and a “Data
Transfer Count” field is a field indicating the number of bytes
of data that is transmitted to the target.

[0170] FIG. 16 is a diagram illustrating content of a data in
UPIU according to an example embodiment of the inventive
concepts.

[0171] The data in UPIU is a UPIU for transmitting data
from a target to an initiator when processing a read command.
[0172] Referring to FIG. 16, 12 bytes indicated as 0 to 11 of
the data in UPIU are bytes forming a basic UPIU header. A
“Data Buffer Offset” field is a field indicating an offset of a
UPIU data payload in a data transmission area, and a “Data
Transfer Count” field is a field indicating the number of bytes
of data that is transmitted to the initiator.
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[0173] FIG. 17 is a diagram illustrating content of a
response UPIU according to an example embodiment of the
inventive concepts.

[0174] The response UPIU is a UPIU for transmitting state
information, which indicates whether a command requested
from an initiator is successfully processed in a target, to the
initiator.

[0175] Referring to FIG. 17, 12 bytes indicated as 0 to 11 of
the response UPIU are bytes forming a basic UPIU header. A
“Response” field of a UPIU header is a field indicating
whether a command transmitted from an initiator and a data
processing are successtully performed. A “Flags” field of the
UPIU header may indicate an overflow state, an underflow
state, or a data out mismatch state of the target. A “Residual
Transfer Count” field is a field indicating the number of bytes
of data that is not transmitted or received from the initiator
when data is transmitted or received at a speed that is higher
or lower than expected. A “Sense Data” field is a field indi-
cating the number of bytes of effectively sensed data.

[0176] A message transmission flow that is performed
between the host 100 and the storage device 200A of the
computing system 1000A illustrated in FIG. 2 will be now
described with reference to FIGS. 18 through 21.

[0177] FIG. 18 is a flowchart illustrating a write message
transmission flow for transmitting response information in a
normal mode, according to an example embodiment of the
inventive concepts.

[0178] When a write request is generated in a host 100, the
host 100 generates a command UPIU indicating a write com-
mand WRITE CMD and transmits the generated command
UPIU to a storage device 200A (operation S11). For example,
the host 100 may generate a command UPIU indicating a
write command by using a standard as illustrated in FIG. 13.
[0179] For example, response transmission type informa-
tion may be set by using an “F” bit assigned as a bit indicating
the response transmission type information, included in a
header of the command UPIU, as shown in FIG. 11 and/or
FIG. 12. In detail, the “F” bit may be set to a response
transmission type of a normal mode. In another example, the
normal mode is driven also when a bit indicating response
transmission type information is not assigned in the header of
the command UPIU, as shown in FIG. 10. In a read message
transmission flow of F1IG. 19, the normal mode is driven when
the “F” bit is set to a normal mode, or when a bit indicating
response transmission type information is not assigned in the
header of the command UPIU.

[0180] For example, when the “F” bit is set to a response
transmission type of a normal mode, or is set to a normal
mode in which a bit indicating response transmission type
information is not assigned, a write message transmission
flow is as follows.

[0181] The storage device 200A receives acommand UPIU
and stores a write command included in the command UPIU
in a command queue 213, and then generates an RTT UPIU,
and transmits the generated RTT UPIU to the host 100 (opera-
tion S12_1). The storage device 200A may generate the RTT
UPIU by using a standard as illustrated in FIG. 14.

[0182] The host 100 transmits a data out UPIU, which is
first host data, to the storage device 200A after receiving the
RTT UPIU (operation S13_1). The host 100 may generate the
data out UPIU by using a standard as illustrated in FIG. 14.
[0183] The storage device 200A receives the data out UPIU
and stores data included in the data out UPIU in the data
buffer 212-1. Thereafter, when data to be received from the
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host 100 remains, the storage device 200A generates an RTT
UPIU and transmits the generated RTT UPIU to the host 100.
The host 100 transmits a data out UPIU, which is next host
data, to the storage device 200A after receiving the RTT
UPIU. In this manner, host data is transmitted to the storage
device 200A.

[0184] The storage device 200A receives the data out
UPIU, and then, when data to be received from the host 100
remains, the storage device 200A generates an N-th RTT
UPIU (where N is an integer that is equal to or greater than 1),
and transmits the generated N-th RTT UPIU to the host 100
(operation S12_N). The host 100 transmits a data out UPIU,
which is N-th host data, to the storage device 200A after
receiving the N-th RTT UPIU (operation S13_N).

[0185] For example, the data out UPIU generated in the
operations S13_1 to S13_N may be a data out UPIU including
a UPIU header having specifications of a flag field, as shown
in FIG. 10.

[0186] As another example, the data out UPIU generated in
the operations S13_1 to S13_N may be a data out UPIU
including a UPIU header having specifications of a flag field
as shown in FIGS. 11 and/or 12. In this case, an “F” bit may
be set to a response transmission type of a normal mode.
[0187] When data included in the data out UPIU, which is
the N-th host data, is last data, the storage device 200A
generates aresponse UPIU after completing a data processing
and transmits the generated response UPIU to the host 100
(operation S14). The response UPIU is status information
indicating whether a write command received from the host
100 is normally processed. For example, the storage device
200A may generate the response UPIU by using a standard as
shown in FIG. 17.

[0188] As described above, when a response transmission
type is set to a normal mode, the storage device 200A may
generate a response UPIU to transmit the generated response
UPIU to the host 100 after completing an operation of storing
data included in a data out UPIU, which is N-th host data, to
the data buffer 212-1. As another example, when a response
transmission type is set to a normal mode, the storage device
200A may generate a response UPIU to transmit the gener-
ated response UPIU to the host 100 after completing an opera-
tion of storing data included in a data out UPIU, which is N-th
host data to the data buffer 212-1, and writing data stored in
the data buffer 212-1 into the memory device 220A.

[0189] IfNis 1, the operation S13_1 is performed and then
the operation S14 is performed. In this case, the operations
S12_N and S13_N are not performed.

[0190] Accordingly, in the normal mode, the latency T1
from a point in time when the storage device 200A receives a
final data out UPIU to a point in time when the storage device
200A transmits a response UPIU to the host 100 is generated.
For example, the period T1 may include a time that is needed
while the storage device 200A processes final data received
from the host 100, stores the processed final data in the data
buffer 212-1, and then generates a response UPIU. As another
example, the period T1 may include a time that is needed
while the storage device 200A stores final data received from
the host 100 in the data buffer 212-1, writes data stored in the
data buffer 212-1 into the memory device 220A, and then
generates a response UPIU.

[0191] FIG. 19 is a flowchart illustrating a read message
transmission flow for transmitting response information in a
normal mode, according to an example embodiment of the
inventive concept.
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[0192] When a read request is generated in a host 100, the
host 100 generates a command UPIU indicating a read com-
mand READ CMD and transmits the generated command
UPIU to a storage device 200A (operation S21). For example,
the host 100 may generate acommand UPIU indicating a read
command by using a standard as illustrated in FIG. 13. For
example, response transmission type information may be set
by using an “F” bit assigned as a bit indicating the response
transmission type information, included in a header of the
command UPIU, as shown in FIG. 11 and/or FIG. 12. In
detail, the “F” bit may be set to a response transmission type
of a normal mode. In another example, the normal mode is
driven also when a bit indicating response transmission type
information is not assigned in the header of the command
UPIU, as shown in FIG. 10. In a read message transmission
flow of F1G. 19, the normal mode is driven when the “F” bit
is set to a normal mode, or also when a bit indicating response
transmission type information is not assigned in the header of
the command UPIU.

[0193] The storage device 200A receives acommand UPIU
and stores a read command included in the command UPIU in
a command queue 213, and then performs an operation of
reading data from the memory device 220A, and storing the
read data to the data buffer 212-1, according to a command
stored in the command queue 213.

[0194] After completing such an operation, the storage
device 200A divides data stored in the data buffer 212-1 by
units of transmission sizes and sequentially transmits the
divided data to the host 100 (operations S22_1 to S22_N). In
other words, the storage device 200A generates N data in
UPIUs (wherein N is an integer that is equal to or greater than
1), and sequentially transmits the generated N data in UPIUs
to the host 100. The storage device 200A may generate the
data in UPIUs by using a standard as illustrated in FIG. 16.

[0195] For example, the data in UPIUs generated in the
operations S22_1 to S22_N may be data in UPIUs each
including a UPIU header having specifications of a flag field
as shown in FIG. 10.

[0196] As another example, the data in UPIUs generated in
the operations S22_1 to S22_N may be data in UPIUs each
including a UPIU header having specifications of a flag field
as shown in FIGS. 11 and/or 12. In this case, an “F” bit is to
be set to a response transmission type of a normal mode.

[0197] The storage device 200A generates a response
UPIU after completing data transmission to the host 100
according to a read command, and transmits the generated
response UPIU to the host 100 (operation S23). The response
UPIU is status information indicating whether a read com-
mand received from the host 100 is normally processed. For
example, the storage device 200A may generate the response
UPIU by using a standard as shown in FIG. 17.

[0198] IfNis 1, the operation S22_1 is performed and then
the operation S23 is performed. In this case, the operation
S22_N is not performed.

[0199] Whenaresponse transmission type is set to anormal
mode as described above, the latency T2 from a point in time
when the storage device 200A transmits a final data in UPIU
to the host 100 to a point in time when the storage device
200A transmits a response UPIU to the host 100 is generated.
For example, the period T2 may include a time that is needed
for transmitting final data to the host 100 and then generating
a response UPIU. As another example, the period T2 may
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include a time that is needed for performing an operation of
transmitting final data to the host 100 and then emptying the
data buffer 212-1.

[0200] FIG. 20 is a flowchart illustrating a write message
transmission flow for transmitting response information in a
fast mode, according to an example embodiment of the inven-
tive concepts.

[0201] When a write request is generated in a host 100, the
host 100 generates a command UPIU indicating a write com-
mand WRITE CMD and transmits the generated command
UPIU to a storage device 200A (operation S31). For example,
the host 100 may generate a command UPIU indicating a
write command by using a standard as illustrated in FIG. 13.
[0202] For example, in an operation S31, the host 100 may
set an “F” bit, which indicates response transmission type
information, in a header of a command UPIU in the same
manner as a normal mode. As another example, the host 100
may generate acommand UIPU having a UPIU flags standard
as shown in FIG. 10, in the same manner as a normal mode
that does not uses an “F” bit. As another example, in the
operation S31, the host 100 may set response transmission
type information indicating a fast mode by using an “F” bit
assigned as a bit indicating the response transmission type
information, where the F" bit is included in a header of a
command UPIU. In other words, an F" bit may be set to a
response transmission type of a fast mode.

[0203] In the operation S31 of the current exemplary
embodiment, the host 100 generates a command UPIU by
using the same standard as a normal mode that does not use an
“F” bit.

[0204] The storage device 200A receives acommand UPIU
and stores a write command included in the command UPIU
in a command queue 213, and then generates an RTT UPIU
and transmits the generated RTT UPIU to the host 100 (opera-
tion S32_1). The storage device 200A may generate the RTT
UPIU by using a standard as illustrated in FIG. 14.

[0205] The host 100 transmits a data out UPIU, which is
first host data, to the storage device 200A after receiving the
RTT UPIU (operation S33_1). The host 100 may generate the
data out UPIU by using a standard as illustrated in FIG. 14.
[0206] The storage device 200A receives the data out UPIU
and stores data included in the data out UPIU in the data
buffer 212-1. Thereafter, when data to be received from the
host 100 remains, the storage device 200A generates an RTT
UPIU and transmits the generated RTT UPIU to the host 100.
The host 100 transmits a data out UPIU, which is next host
data, to the storage device 200A after receiving the RTT
UPIU. In this manner, host data is transmitted to the storage
device 200A.

[0207] For example, the data out UPIU generated in the
operations S33_1 to S33_N may be a data out UPIU including
a UPIU header having specifications of a flag field as shown
in FIG. 10.

[0208] As another example, the data out UPIU generated in
the operations S33_1 to S33_N may be a data out UPIU
including a UPIU header having specifications of a flag field
as shown in FIGS. 11 and/or 12. In this case, an “F” bit may
be set to a response transmission type of a normal mode.
[0209] The storage device 200A receives the data out
UPIU, and then, when data to be received from the host 100
remains, the storage device 200A generates an N-th RTT
UPIU (where N is an integer that is equal to or greater than 1),
and transmits the generated N-th RTT UPIU to the host 100
(operation S32_N). The host 100 transmits a data out UPIU,
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which is N-th host data, to the storage device 200A after
receiving the N-th RTT UPIU (operation S33_N). In the
operation S33_N of transmitting final data, the host 100 gen-
erates a data out UPIU including a UPIU header that sets a
response transmission type of a fast mode by using an “F” bit
in specifications of a flag field as illustrated in FIGS. 11
and/or 12.

[0210] When an N-th final data out UPIU is received, the
storage device 200A determines whether an “F” bit included
in a header of the final data out UPIU is set to a fast mode.
When it is determined that the “F” bit included in the header
of the final data out UPIU is set to a fast mode, the storage
device 200A generates a response UPIU and directly trans-
mits the generated response UPIU to the host 100 (operation
S34). The storage device 200A may generate the response
UPIU by using a standard as illustrated in FIG. 17.

[0211] WhenNis 1, the operations S32_1to S33_(N-1) are
not performed, and the operations S32_N and S33_N are
performed.

[0212] In this manner, the storage device 200A immedi-
ately transmits a response UPIU to the host 100 after receiv-
ing a final data out UPIU in a fast mode. For example, the
storage device 200A may perform an operation of storing a
final data out UPIU in the data buffer 212-1 after generating
a response UPIU and transmitting the generated response
UPIU to the host 100. As another example, the storage device
200A may perform an operation of storing a final data out
UPIU in the data buffer 212-1 in parallel with an operation of
generating a response UPIU and transmitting the generated
response UPIU to the host 100.

[0213] Accordingly, latency from a point in time when the
storage device 200A receives a final data out UPIU to a point
in time when the storage device 200A transmits a response
UPIU to the host 100 may be reduced. In other words, latency
T1 that occurs in a write message transmission flow according
to anormal mode as in FIG. 18 may be reduced in a fast mode.
[0214] FIG. 21 is a flowchart illustrating a read message
transmission flow for transmitting response information in a
fast mode, according to an example embodiment of the inven-
tive concepts.

[0215] When a read request is generated in a host 100, the
host 100 generates a command UPIU indicating a read com-
mand READ CMD and transmits the generated command
UPIU to a storage device 200A (operation S41). For example,
the host 100 may generate acommand UPIU indicating a read
command by using a standard as illustrated in FIG. 13. For
example, as shown in FIG. 11 and/or FIG. 12, an “F” bit
assigned as a bit indicating the response transmission type
information, included in a header of the command UPIU, is
set to a response transmission type of a fast mode.

[0216] The storage device 200A receives acommand UPIU
and stores a read command included in the command UPIU in
a command queue 213, and then performs an operation of
reading data from the memory device 220A and storing the
read data to the data buffer 212-1, according to a command
stored in the command queue 213. For example, the storage
device 200 A may store information about an “F” bit included
in a command UPIU in a register other than the command
queue 213.

[0217] After completing such an operation, the storage
device 200A divides data stored in the data buffer 212-1 by
units of transmission sizes and sequentially transmits data
before final data to the host (operations S42_1to S42_(N-1)).
In other words, the storage device 200A generates N data in
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UPIUs (wherein N is an integer that is equal to or greater than
1) and sequentially transmits the generated N data in UPIUs
to the host 100. The storage device 200A may generate the
data in UPIUs by using a standard as illustrated in FIG. 16.
[0218] For example, the data in UPIUs generated in the
operations S42_1 to S42_(N-1) may be data in UPIUs each
including a UPIU header having specifications of a flag field
as shown in FIG. 10.

[0219] As another example, the data in UPIUs generated in
the operations S42_1 to S42_(N-1) may be data in UPIUs
each including a UPIU header having specifications of a flag
field as shown in FIGS. 11 and/or 12. In this case, an “F” bit
is be set to a response transmission type of a normal mode.
[0220] Next, the storage device 200A checks a register,
which stores information about an “F” bit included in a com-
mand UPIU received in the operation S41, before transmit-
ting the final data to the host 100.

[0221] When the information about the “F” bit, stored in the
register, indicates a fast mode, the storage device 200A gen-
erates a data in UPIU including a UPIU header that sets a
response transmission type of a fast mode by using an “F” bit
in specifications of a flag field as illustrated in FIGS. 11
and/or 12. Also, the storage device 200A generates a response
UPIU in addition to the data in UPIU. The storage device
200A may generate the response UPIU by using a standard as
illustrated in FI1G. 17.

[0222] Then, the storage device 200A loads the response
UPIU on the data in UPIU including a UPIU header that sets
a response transmission type of a fast mode by using an “F”
bit, and transmits both the data in UPIU and the response
UPIU to the host 100 (operation S42_N).

[0223] IfNis 1, the operations S42_1to S42_(N-1) are not
performed.
[0224] When an “F” bit included in a header of the data in

UPIU is set to a value indicating a fast mode, the host 100
parses the response UPIU received after the data in UPIU to
process the response UPIU.

[0225] In this manner, the storage device 200A loads a
response UPIU on a final data in UPIU in which an “F” bit is
set to a fast mode, and transmits the response UPIU as well as
the final data in UPIU to the host 100.

[0226] Accordingly, latency from a point in time when the
final data in UPIU is transmitted to the host 100 to a point in
time when the response UPIU is transmitted to the host 100
may be reduced. In other words, latency T2 that occurs in a
write message transmission flow according to a normal mode
as in FIG. 19 may be reduced in a fast mode.

[0227] Next, a method of managing a message transmission
flow, which is performed in various types of computing sys-
tems according to exemplary embodiments of the inventive
concept, is described below with reference to flowcharts of
FIGS. 22 and 23.

[0228] FIG. 22 is a flowchart illustrating a method of man-
aging a message transmission flow, according to an example
embodiment of the inventive concepts.

[0229] First, a device receives response transmission type
information from a host in at least one selected from a com-
mand phase and a data phase (operation S110).

[0230] For example, response transmission type informa-
tion may be received through a reserved bit included in a
header of command information or a header of pieces of data
which are transmitted from the host. Specifically, when an
interface standard that is used between the host and the device
is a UFS interface, response transmission type information
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may be received through a reserved bit included in a UPIU
header. The reserved bit may include a reserved bit of a flag
field of an UPIU. As a specific example, response transmis-
sion type information may be received through an “F” bit of
a UPIU flag field illustrated in FIG. 11S and/or FIG. 12.

[0231] For example, in a read data transmission flow, the
device may receive response transmission type information
through a reserved bit included in a header of a command
UPIU. As another example, in a write data transmission flow,
the device may receive response transmission type informa-
tion through a reserved bit included in a header of a data out
UPIU.

[0232] Next, the device transmits response information to
the host 100 in any one selected from a normal mode and a fast
mode having different latencies, based on response transmis-
sion type information received from the host (operation
S120). For example, when the received response transmission
type information indicates the normal mode, the device trans-
mits response information to the host in the normal mode. As
another example, when the received response transmission
type information indicates the fast mode, the device transmits
response information to the host in the fast mode in which
latency is shorter than that in the normal mode.

[0233] FIG. 23 is aflowchart illustrating the response infor-
mation transmission operation S120, illustrated in further
detail in FIG. 22.

[0234] A device detects response transmission type infor-
mation received from a host in at least one selected from a
command phase, and a data phase, and determines whether
the detected response transmission type information indicates
a fast mode (operation S120-1).

[0235] If, in the operation S120-1, it is determined that the
detected response transmission type information indicates the
fast mode, the device transmits response information to the
host in a fast mode in a write message transmission flow,
and/or a read message transmission flow (operation S120-2).

[0236] For example, if it is determined that a response
transmission mode in a write data transmission flow is a fast
mode, the device directly transmits response information to
the host after receiving final data from the host. Specifically,
when response transmission type information of the fast
mode is received through a reserved bit included in a header
of a final data out UPIU of a data phase in the write data
transmission flow, the device may transmit a response UPIU
to thehost as soon as the device receives a final data out UPIU.

[0237] As another example, if it is determined that a
response transmission mode in a read data transmission flow
is a fast mode, the device loads response information on final
data of a data phase and transmits the response information,
as well as the final data to the host. Specifically, if it is
determined that a response transmission mode in a read data
transmission flow is a fast mode, the device may set areserved
bit, assigned to indicate response transmission type informa-
tion of final data in UPIU of a data phase, to a value indicating
response transmission type information of a fast mode, and
may immediately transmit a response UPIU to the host after
transmitting the final data in UPIU to the host.

[0238] If, in the operation S120-1, it is determined that the
detected response transmission type information does not
indicate the fast mode, the device transmits response infor-
mation to the host in a normal mode in a write message
transmission flow, and/or a read message transmission flow
(operation S120-3).
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[0239] For example, if it is determined that a response
transmission mode in a write data transmission flow is a
normal mode, the device may transmit response information
to the host after completing an operation of storing data
received from the host in a data buffer. As another example, if
it is determined that a response transmission mode in a write
data transmission flow is a normal mode, the device may
transmit response information to the host after completing an
operation of writing data received from the host into a
memory device.

[0240] As another example, if it is determined that a
response transmission mode in a read data transmission flow
is anormal mode, the device may generate response informa-
tion to transmit the generated response information to the host
after completing an operation of transmitting data, read from
a memory device, and then stored in a data buffer to the host.
As another example, in accordance with the inventive con-
cepts, if it is determined that a response transmission mode in
a read data transmission flow is a normal mode, the device
may perform an operation of emptying a data buffer after
completing an operation of transmitting data, read from a
memory device, and then stored in a data buffer to the host and
then may generate response information, and transmit the
generated response information to the host.

[0241] FIG. 241is ablock diagram of a memory card system
2000 using the method of managing a message transmission
flow, according to an example embodiment of the inventive
concepts.

[0242] Referring to FIG. 24, the memory card system 2000
may include a host 2100 and a memory card 2200. The host
2100 may include a host controller 2110 and a host connector
2120. The memory card 2200 may include a card connector
2210, a card controller 2220 and a memory device 2230. The
host controller 2110 includes hardware and/or software for
the fast response support module 101 illustrated in FIG. 1, and
the card controller 2220 includes hardware and/or software
for the fast response processing module 201, as illustrated in
FIG. 1. Accordingly, the method of managing a message
transmission flow, described above with reference to FIGS.
18 through 23, may be performed between the host 2100 and
the memory card 2200.

[0243] The host 2100 may write data into the memory card
2200, and/or may read data from the memory card 2200. The
host controller 2110 may transmit a command CMD, a clock
signal CLK that is generated by a clock generator (not shown)
in the host 2100, and data DATA to the memory card 2200 via
the host connector 2120.

[0244] In response to a command received via the card
connector 2210, the card controller 2220 may store data in the
memory device 2230 in synchronization with a clock signal
generated by a clock generator (not shown) in the card con-
troller 2220. The memory device 2230 may store data trans-
mitted from the host 2100. The card controller 2220 may
generate reference information in a fast mode and/or a normal
mode based on response transmission type information
received from the host 2100, and transmit the generated ref-
erence information to the host 2100.

[0245] The memory card 2200 may be implemented with,
including but not limited to, a compact flash card (CFC), a
microdrive, a smart media card (SMC), a multimedia card
(MMC), asecurity digital card (SDC), amemory stick, a USB
flash memory driver, or the like.
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[0246] FIG. 25 is a block diagram of a solid state drive
(SSD) system 3000 using the method of managing a message
transmission flow, according to an example embodiment of
the inventive concepts.

[0247] Referring to FIG. 25, the SSD system 3000 may
include a host 3100 and an SSD 3200. The SSD 3200 sends
and/or receives signals to or from the host 3100 via a signal
connector, and receives a power supply voltage via a power
connector. The SSD 3200 may include an SSD controller
3210, an auxiliary power supply 3220, and a plurality of
memory devices 3230, 3240, and 3250. The host controller
3110 includes hardware and/or software for the fast response
support module 101 illustrated in FIG. 1, and the SSD con-
troller 3210 includes hardware and/or software for the fast
response processing module 201, as illustrated in FIG. 1.
Accordingly, the method of managing a message transmis-
sion flow, described above with reference to FIGS. 18 through
23, may be performed between the host 3100 and the SSD
3200.

[0248] FIG. 26 is a diagram illustrating a structure of a
computing system 4000 using the method of managing a
message transmission flow, according to an example embodi-
ment of the inventive concepts.

[0249] Referring to FIG. 26, the computing system 4000
may include a memory system 4100, a processor 4200, RAM
4300, an input/output (I/0) device 4400, a power supply
device 4500, and a bus 4600. The memory system 4100 may
include a memory device 4110 and a memory controller
4120. Although not shown in FIG. 26, the computing system
4000 may further include ports that may communicate with,
including but not limited to, a video card, a sound card, a
memory card, a universal serial bus (USB) device, and/or
other electronic devices. The computing system 4000 may be
implemented with a personal computer (PC), or a portable
electronic device, such as, including but not limited to, a
notebook computer, a mobile phone, a personal digital assis-
tant (PDA), and/or a camera.

[0250] The processor 4200 may perform specific calcula-
tions and/or tasks. According to an example embodiment, the
processor 4200 may be a microprocessor or a central process-
ing unit (CPU). The processor 4200 may communicate with
the RAM 4300, the I/O device 4400, and the memory system
4100 via the bus 4600, such as an address bus, a control bus,
or a data bus. According to an example embodiment, the
processor 4200 may also be connected to an extended bus,
such as a peripheral component interconnect (PCI) bus.

[0251] The RAM 4300 may store data that is required to
perform an operation of the computing system 4000. A
memory device according to an example embodiment of the
inventive concept may be used as the RAM 4300. In addition,
including but not limited to, DRAM, mobile DRAM, SRAM,
PRAM, FRAM, RRAM, and/or MRAM may be used as the
RAM 4300.

[0252] The /O device 4400 may include an input unit, such
as, including but not limited to, a keyboard, a keypad, or
mouse; and an output unit, such as, including but not limited
to, a printer or a display. The power supply device 4500 may
supply an operating voltage required to perform the operation
of the computing system 4000.

[0253] The processor 4200 and the RAM 4300 may be the
processor 110 and the RAM 120, as illustrated in FIG. 3, and
the memory controller 4120 may be the memory controller
210A, as illustrated in FIG. 2.
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[0254] A storage device according to any of the above
embodiments of the inventive concept may be embedded
using various types of packages. For example, the storage
device may be embedded using packages, such as package on
package (POP), ball grid arrays (BGAs), chip scale packages
(CSPs), plastic leaded chip carrier (PLCC), plastic dual in-
line package (PDIP), die in waffle pack, die in wafer form,
chip on board (COB), ceramic dual in-line package (CER-
DIP), plastic metric quad flat pack (MQFP), thin quad flat
pack (TQFP), small outline integrated circuit (SOIC), shrink
small outline package (SSOP), thin small outline (TSOP),
system in package (SIP), multi-chip package (MCP), wafer-
level fabricated package (WFP), and wafer-level processed
stack package (WSP).

[0255] While the inventive concept has been particularly
shown and described with reference to exemplary embodi-
ments thereof, it will be understood that various changes in
form and details may be made therein without departing from
the spirit and scope of the following claims.

[0256] The unit and/or module described herein may be
implemented using hardware components, software compo-
nents, or a combination thereof. For example, the hardware
components may include microcontrollers, memory module,
sensors, amplifiers, band-pass filters, analog to digital con-
verters, and processing devices, or the like. A processing
device may be implemented using one or more hardware
device configured to carry out and/or execute program code
by performing arithmetical, logical, and input/output opera-
tions. The processing device(s) may include a processor, a
controller and an arithmetic logic unit, a digital signal pro-
cessor, a microcomputer, a field programmable array, a pro-
grammable logic unit, a microprocessor or any other device
capable of responding to and executing instructions in a
defined manner. The processing device may run an operating
system (OS) and one or more software applications that run
on the OS. The processing device also may access, store,
manipulate, process, and create data in response to execution
of the software. For purpose of simplicity, the description of
a processing device is used as singular; however, one skilled
in the art will appreciated that a processing device may
include multiple processing elements and multiple types of
processing elements. For example, a processing device may
include multiple processors or a processor and a controller. In
addition, different processing configurations are possible,
such as parallel processors, multi-core processors, distributed
processing, or the like.

[0257] The software may include a computer program, a
piece of code, an instruction, or some combination thereof, to
independently or collectively instruct and/or configure the
processing device to operate as desired, thereby transforming
the processing device into a special purpose processor. Soft-
ware and data may be embodied permanently or temporarily
in any type of machine, component, physical or virtual equip-
ment, or computer storage medium or device. The software
also may be distributed over network coupled computer sys-
tems so that the software is stored and executed in a distrib-
uted fashion. The software and data may be stored by one or
more non-transitory computer readable recording mediums.
[0258] The methods according to the above-described
example embodiments may be recorded in non-transitory
computer-readable media including program instructions to
implement various operations of the above-described
example embodiments. The media may also include, alone or
in combination with the program instructions, data files, data



US 2016/0231950 Al

structures, and the like. The program instructions recorded on
the media may be those specially designed and constructed
for the purposes of some example embodiments, or they may
be of the kind well-known and available to those having skill
in the computer software arts. Examples of non-transitory
computer-readable media include magnetic media such as
hard disks, floppy disks, and magnetic tape; optical media
such as CD-ROM discs, DVDs, and/or Blue-ray discs; mag-
neto-optical media such as optical discs; and hardware
devices that are specially configured to store and perform
program instructions, such as read-only memory (ROM), ran-
dom access memory (RAM), flash memory (e.g., USB flash
drives, memory cards, memory sticks, etc.), and the like.
Examples of program instructions include both machine
code, such as produced by a compiler, and files containing
higher level code that may be executed by the computer using
an interpreter. The above-described devices may be config-
ured to act as one or more software module in order to perform
the operations of the above-described example embodiments,
or vice versa.
[0259] It should be understood that example embodiments
described herein should be considered in a descriptive sense
only and not for purposes of limitation. Descriptions of fea-
tures or aspects within each device or method according to
example embodiments should typically be considered as
available for other similar features or aspects in other devices
or methods according to example embodiments. While some
example embodiments have been particularly shown and
described, it will be understood by one of ordinary skill in the
art that variations in form and detail may be made therein
without departing from the spirit and scope of the claims.
What is claimed is:
1. A method of managing a message transmission flow, the
method comprising:
receiving, at a storage device, a response transmission type
information during at least one of a command phase and
a data phase; and

transmitting a response information to a host during at least
one of a normal mode and a fast mode based on the
response transmission type information, the normal and
the fast mode having different latencies.

2. The method of claim 1, wherein the response transmis-
sion type information is a reserved bit, the reserved bit is
included in at least one of a header of command information
and in a header of data, the host is configured to transmit the
reserved bit.

3. The method of claim 1, further comprising:

interfacing between the host and the storage device based

ona transmission flow, the transmission flow including a
command phase, a data phase and a status phase.

4. The method of claim 1, wherein the receiving of the
response transmission type information is through a reserved
bit included in a universal flash storage (UFS) protocol infor-
mation unit (UPIU) header, if the host and the storage device
interface with each other using the UFS.

5. The method of claim 1, wherein the receiving of the
response transmission type information is in a read data trans-
mission flow, the storage device is configured to receive the
response transmission type information through a reserved
bit, the reserved bit is included in a header of command
information.

6. The method of claim 1, wherein the receiving of the
response transmission type information is in a write data
transmission flow, the storage device is configured to receive
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the response transmission type information through a
reserved bit, the reserved bit is included in a header of data.

7. The method of claim 6, wherein in the write data trans-
mission flow, the receiving of the response transmission type
information includes receiving the response transmission
type information through the reserved bit, the reserved bit is
included in a header of final data in the data phase.

8. The method of claim 1, wherein the transmitting of the
response information to the host further comprises:

determining whether a response transmission mode is at

least one of the normal mode and the fast mode based on
the received response transmission type information;
loading the response information on final data; and
transmitting to the host the response information and the
final data in the data phase if it is determined that the
response transmission mode in a read data transmission
flow is the fast mode.

9. The method of claim 8, wherein the transmitting of the
response information and the final data to the host further
comprises:

setting a reserved bit, the reserved bit is configured to,

indicate the response transmission type information
included in a header of final data in the data phase, and

assign a value indicating the response transmission type
information of the fast mode if it is determined that in
the read data transmission flow the mode is the fast
mode; and

loading the response information on the final data to trans-

mit both the response information and the final data to
the host.
10. The method of claim 1, wherein the transmitting of the
response information to the host further comprises:
determining whether a response transmission mode is the
normal mode or the fast mode based on the received
response transmission type information; and

transmitting the response information to the host after
receiving final data from the host if it is determined that
the response transmission mode in a write data transmis-
sion flow is the fast mode.

11. The method of claim 10, wherein the transmitting of the
response information to the host further comprises:

receiving the final data if the response information of the

fast mode is received through a reserved bit included in
a header of the final data of the data phase in the write
data transmission flow.

12. A storage device comprising:

a memory device; and

a memory controller configured to,

write data to the memory device or read data from the
memory device based on a command received from a
host,

transmit a response information to the host in at least one
of'anormal mode and a fast mode based on a response
transmission type information received from the host,
the normal mode and the fast mode having different
latencies, and

interface between the host and the memory device based
on at least one of a command phase and a data phase.

13. The storage device of claim 12, wherein the memory
controller is further configured to receive the response trans-
mission type information through a reserved bit, the reserved
bit is included in at least one of a header of command infor-
mation and data transmitted from the host.
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14. The storage device of claim 12, wherein the memory

controller comprises:
a command queue configured to store command informa-
tion received from the host;
a buffer memory configured to store data, the data stored is
either received from the host or read from the memory
device; and
a controller configured to,
load the response information on final data read from the
buffer memory based on a read command when the
response transmission type information set to the fast
mode in a read data transmission flow is received, and

transmit the response information and the final data to
the host.

15. The storage device of claim 14, wherein the controller

is further configured to,
set a reserved bit, the reserved bit is configured to,
indicate the response transmission type information
included in a header of the final data in the data phase,
and

assign a value indicating the response transmission type
information of the fast mode if it is determined that a
response transmission mode in the read data transmis-
sion flow is the fast mode, and

load the response information on the final data to transmit
both the response information and the final data to the
host.

16. A method of managing a message transmission flow at

a storage device, the method comprising:
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detecting a response transmission type information
received from a host in at least one of a command phase
and a data phase;
determining a response transmission mode from at least
one of a fast mode and a normal mode; and

transmitting a response information to the host in at least
one of a write data transmission flow and a read data
transmission flow based on the response transmission
type information.

17. The method of claim 16, wherein the transmitting of the
response information directly to the host if the response trans-
mission mode is the fast mode in the write data transmission
flow.

18. The method of claim 16, wherein,

the response information is loaded on final data of the data

phase, and

the transmitting the response information with the final

data to the host if the response transmission mode is the
fast mode in the read data transmission flow.

19. The method of claim 16, wherein the transmitting the
response information to the host after completing an opera-
tion of storing data received from the host in a buffer data if
the response transmission mode is the normal mode in the
write data transmission flow.

20. The method of claim 16, wherein the transmitting the
response information to the host after completing an opera-
tion of transmitting data if the response transmission mode is
the normal mode in the read data transmission flow.
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