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INTELLIGENT UBIOUITOUS-CITY 
MIDDLEWARE APPARATUS AND THE 
U-CITY SYSTEMI HAVING THE SAME 

CROSS-REFERENCE TO RELATED PATENT 
APPLICATIONS 

0001. This application claims the benefit of a provisional 
application No. 61/316.357, filed on Mar. 22, 2010, in the 
United States Patent and Trademark Office, the disclosure of 
which is incorporated herein in its entirety by reference. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The present invention relates to a ubiquitous-city 
(“U-City', hereinafter) middleware apparatus and the U-City 
system having the same which Supports an infrastructure for 
the intelligent ubiquitous environment for a U-City by pro 
viding not only dynamic and intelligent service execution 
based on context-awareness but also variety of converged 
services. 
0004 2. Description of the Related Art 
0005. What is the U-city? A U-City refers to a city created 
through a convergence among the ICT (Information and com 
munication technologies), construction technologies, urban 
engineering. It is the combination of the ubiquitous comput 
ing, citizens, activities, facilities and land. In the U-city, all 
information systems are linked, and virtually everything is 
linked to an information system. U-city is an intelligent and 
self-innovative city and is realized by applying intelligence, 
cyber geo-reference and network. It is different from e-soci 
ety. 
0006 Ubiquitous computing is a major IT trend to prepare 
IT innovation. With it, we are seeking the way to satisfy our 
desire to enjoy IT services with any device, anytime, any 
where. With the IT innovations, we even dream to build smart 
or intelligent cities, that is, the U-city, nowadays. It is defined 
to be a post-desktop model of human-computer interaction in 
which information processing has been thoroughly integrated 
into everyday objects and activity 1. It plays as a fundamen 
tal technology for the U-city which provides various inte 
grated services for the intelligent city. 
0007. In order to cope with the various activities in the 
U-City effectively, decisions should be made in a timely 
manner by the efficient cooperation among single individuals 
or groups or by the real time computation of data relevant to 
the decision. Even though the existing ubiquitous systems 
provide users with intelligent services, they are not suitable 
for U-City since they cannot meet the U-City activity in a 
flexible and timely manner. 
0008. There are a number of projects2,3,4,5,6,7,8 that 
provide middleware Support for ubiquitous computing envi 
ronments. The numbers in brackets refer to the number of 
references listed below. As control middleware, there are 
HAVi9, 10, 11, Jini 12, 13, UPnP 14, 15, LonWork 16, 
etc. As context-aware middleware, there are RCSM17, Gaia 
18, 19, 20, 21, Aura 22, SOCAM23, CAMUS24 and 
Accord 25. As QOS-aware middleware, there are 26, 27. 
28, 29, 30, etc. 
0009 Gaia transforms physical spaces and their ubiqui 
tous computing devices into a programmable computing sys 
tem and manages the tasks common to all applications built 
for physical spaces. However, Gaia is not for U-City. Gaia 
uses framework approach but we use layer approach. Gaia is 
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based on CORBA. Our system does not use CORBA but uses 
web service technology which is more advanced than 
CORBA 
0010. The Aura Project has a unique concept of personal 
Aura that acts as a proxy for the mobile user it represents and 
has several nice features such as marshaling appropriate 
resources to Support the user's task when a user enters a new 
environment and capturing the constraints that the physical 
context around the user imposes on the tasks requiring several 
information sources and applications. Oxygen targets to com 
bine specific user with system technologies to enable perva 
sive, human-centered computing. For it, Oxygen uses speech 
and vision technologies, automation, individualized knowl 
edge access and collaboration technologies to perform a wide 
variety of tasks that users want to do in the ways they like to 
do them. Service-Oriented Context-Aware Middleware (SO 
CAM) is claimed to be a special architecture designed to have 
the development-time advantage for context-aware applica 
tions, provides Context Provider, Context Interpreter and Ser 
Vice Locating Service and uses the context ontology that 
represents current entities states and is separated into two 
areas such as upper ontology and domain-specific ontology. 
(0011. However, GAIA, AURA, Oxygen and SOCAM are 
middlewares for relatively smaller ubiquitous systems, that 
is, these middlewares are not designed to Support full scale 
U-City applications but relatively smaller scale ubiquitous 
applications such as intelligent home application or intelli 
gent building applications. 
0012 Yet, there is no U-City middleware apparatus which 

is designed to Support full scale ubiquitous city and no U-City 
system which use it. 

SUMMARY OF THE INVENTION 

0013 The present invention provides a U-City middle 
ware which Supports U-City (System and applications) and 
by providing not only dynamic service execution based on 
context-awareness but also variety of converged services. 
0014. The present invention also provides the three tier 
U-City system which has the U-City middleware apparatus. 
0015. According to an aspect of the present invention, 
there is provided an intelligent U-City middleware apparatus 
for realizing a service for a U-City system having plural 
sensors with individual sensor characteristics and plural ubiq 
uitous remote resources with individual resource character 
istics. The intelligent U-City middleware apparatus com 
prises a common device interface component receiving the 
individual sensor signals from the sensors and converting the 
received individual sensor signals to common sensor signals; 
a context-aware computing component analyzing the com 
mon sensor signals to infer current context information of the 
u-city system; and a ubiquitous core computing component 
receiving the context information from the context-aware 
computing module and configured to intelligently determine 
a service to be realized corresponding to the received context 
information. Furthermore, the intelligent U-City middleware 
apparatus further comprises: a common application interface 
component converting information related to the service, 
Such that the information is compatible with any application 
executed in terminals with different operation environments, 
and providing the converted result to the terminals. Also, 
ubiquitous core computing component comprises a Grid 
computing manager managing Grid computing functions. Or 
the ubiquitous core computing component comprises a cloud 
computing manager managing cloud computing functions. 
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Furthermore, the context-aware computing module com 
prises: a context repository storing context domains and con 
text ontology instances; a context interpreter receiving the 
common sensor signals and converting the received common 
sensor signals to context ontology instances; a context aggre 
gator combining the context ontology instances received 
from the context interpreter and providing a high-level con 
text from low-level contexts; a context analyzer inferring the 
context information from the high-level context by using 
predefined rules based on the domain ontology; and a context 
provider providing the inferred context information to the 
ubiquitous core computing module. According to one 
embodiment of the present invention, the ubiquitous core 
computing component comprises: a context manager receiv 
ing the context information and converting the context infor 
mation to a format used for service discovery; a service man 
ager finding a service which best-matches the context 
information; a task manager analyzing the services from the 
service manager and deploying the services to target systems; 
and an environment manager setting communication environ 
ment parameters in response to a request from the task man 
ager. Preferably, the ubiquitous core computing component 
comprises: a computer based cooperative work functions 
which enable applications or services to be realized by the 
entities in a collaborative manner. 
0016. According to another aspect of the present inven 

tion, there is provided a U-City system having plural sensors 
with individual sensor characteristics and plural ubiquitous 
remote resources with individual resource characteristics. 
The U-City system comprises a feeling tier having the U-City 
infrastructure including sensors and remote resources; an 
intelligent U-City middleware apparatus receiving individual 
sensor signals from the feeling tier, inferring current context 
information of the U-City system from the received sensor 
signals, and determining and realizing a service to be 
executed corresponding to the context information in an intel 
ligent manner, and a presentation tier allowing having human 
computer interaction and, therefore, displaying information 
related to the service and configured to allow the intelligent 
U-City middleware apparatus to control the remote resources. 
According to the present invention, the intelligent U-City 
middleware apparatus comprises: a common device interface 
component converting the individual sensor signals received 
from the feeling tier to common sensor signals; a context 
aware computing component analyzing the common sensor 
signals to infer current context information of the u-city sys 
tem; a ubiquitous core computing component receiving the 
context information from the context-aware computing mod 
ule and configured to intelligently determine the service to be 
realized for the u-city system corresponding to the received 
context information; and a common application interface 
component converting information related to the service, 
Such that the information is compatible with any application 
executed in terminals with different operation environments, 
and providing the converted result to the terminals. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0017. The above and other features and advantages of the 
present invention will become more apparent by describing in 
detail exemplary embodiments thereof with reference to the 
attached drawings in which: 
0018 FIG. 1 schematically illustrates architecture of the 
Intelligent U-City Middleware according to an embodiment 
of the present invention; 
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0019 FIG. 2 schematically illustrates the operation of the 
context-aware computing included in FIG. 1; 
0020 FIG. 3 schematically illustrates the operation of the 
ubiquitous core computing included in FIG. 1; 
0021 FIG. 4 schematically illustrates the operation of the 
OWL-S translator; 
0022 FIG. 5 schematically illustrates the operation of the 
service manager, and 
0023 FIG. 6 shows an example of a service ontology for 
U-City applications. 

DETAILED DESCRIPTION OF THE INVENTION 

0024. The present invention will now be described more 
fully with reference to the accompanying drawings, in which 
exemplary embodiments of the invention are shown. 
(0025. The Architecture of Intelligent U-City Middleware 
Apparatus 
0026 FIG. 1 schematically illustrates architecture of the 
Intelligent U-City Middleware according to an embodiment 
of the present invention. 
0027. The intelligent U-City middleware apparatus 
according to the present invention provides a data acquisition 
interface to sensors and ubiquitous sensor networks and 
includes an inference engine that can process the collected 
data to make context-ware, that is, intelligent decision. There 
fore, optimal operations can be invoked and proper informa 
tion is generated by using the intelligent ubiquitous middle 
ware apparatus. It also Supports Grid computing and cloud 
computing so that the demand for high performance comput 
ing can be Smoothly satisfied and Access Grid so that the 
scattered researchers throughout Seoul Metropolitan area can 
cooperate gracefully. Any devices can be transparently con 
nected, as it is, to the intelligent U-City middleware apparatus 
through the Common Interface Layer. It consists of four lay 
ers: Common Device Interface Layer 130, Context-aware 
Computing Layer 140, Ubiquitous Core Computing Layer 
150 and Common Application Interface Layers 170 as shown 
in FIG. 1. 
0028. In the following sections, we present the design of 
each layer of intelligent ubiquitous middleware apparatus in 
detail respectively and show that it can provide modularity 
and expansibility through the design of multi-layer structure 
and it reduces complicatedness of the system and increases 
reusability of components through abstraction in each layer. 
(0029 Common Device Interface Layer 
0030. The Common Device Interface Layer 130 provides 
a common interface to feeling devices Such as sensors and 
various kinds of U-City devices. By doing so, the system 100 
can accommodate many different types of U-City infra 
devices in uniformed way as much as possible. Since the 
Common Device Interface 130 supports variable sensor net 
work data-sinks and protocols, it can be the central gateway 
for the multiple sensor networks built on the use of collecting 
sensor data. The Common Device Interface 130 consists of 
several adapters that define the basic features required to 
manage received sensing data. Because the frequent transmit 
of data influences latency to overall system, all data stream is 
controlled under the terms of specified time interval. Adapter 
collects data to its buffer and sends it to all listeners at a time. 
The Adapter also manages listeners that require time-depen 
dent data to interpreter the context information. 
0031 Context-Aware Computing Layer 
0032. The Context-aware Computing Layer 140 processes 
data obtained through sensor network and provides the intel 
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ligent context. Its key feature lies in its ability to define the 
context based on concept of specific domain ontology, inter 
pret and aggregate the data through sensor network after 
context extraction and reason about various contexts. 
Through the reasoning process, high-level contexts can be 
derived from low-level ones. The Context-aware Computing 
Layer 140 consists of 5 components: Context Interpreter, 
Context Aggregator, Context Analyzer, Context Repository 
and Context Provider. FIG. 2 shows the components of Con 
text-aware Computing Layer and their interaction. However 
the name and number of modules can be varied without 
changing the operational mechanism. 
0033. The Context Interpreter obtains raw data from vari 
ous sensors in heterogeneous formats such as user's positions, 
temperature and so on and converts them into context ontol 
ogy instances using domain ontology so that other compo 
nents can share and reuse them. Context Aggregator com 
bines related contexts from various Context Interpreters to 
provide high-level contexts by interpreting low-level con 
texts. One context data element is equivalent to one individual 
of the context domain-ontology model. Context Aggregator 
collects these individuals into one ontology data model that 
contains classes and instances graphs. Context Analyzer pro 
vides deduced contexts based on domain ontology by speci 
fying different inference rules, preloading them into the 
appropriate inference engine. It constructs full relationships 
among the received context information and produce service 
area context according to the pre-known facts and rules. 
0034. The Context Repository stores context domain 
ontologies and instances according to the application domain 
and allows other components to query, add, delete or modify 
context knowledge stored in the context history. Context Pro 
vider requests a service by providing the inferred context to 
the service discovery component, which in turn searches an 
appropriate service based on service ontology. It produces 
minimal set of context information for invoking new service 
unit. 

0035 
0036. The Ubiquitous Core Computing Layer 150 per 
forms intelligent services such as automatic service discov 
ery, automatic service deployment and automatic service 
execution based on inferred contexts offered by the Context 
aware Computing Layer in order to provide an automatic 
computing environment and make applications or services 
used everywhere in a timely and cooperative way. It con 
verges information from a variety of different devices and 
environments in order to provide predefined services in 
U-City applications such as Environment Management, Traf 
fic Accident Management, etc. It is composed of 4 compo 
nents: Context Manager, Service Manager, Task Manager and 
Environment Manager as shown in FIG. 3. 
0037 Ubiquitous Core Computing Layer uses semantic 
matchmaker that is based on service ontology to discover 
services optimal to the inferred information. Context Man 
ager translates the inferred context information of what, 
where and when (eventType, Location, Time) into the OWL 
format of service ontology in order to be used for service 
discovery. Inferred context information requests services as 
the service requester. For example, inferred context informa 
tion of fire accident requests the service which sends the 
emergency call or alerting information to a nearby fire station, 
emergency control center, a police office, a hospital, etc. 
Therefore, OWL-STranslator translates the inferred context 
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information into the request-service-ontology format which 
consists of service profile, service process, service ground 
ing. 
0038 FIG. 4 shows the translation procedure of the 
OWL-STranslator. 
0039. The translation procedure is as follows. 
0040 (1) Service Profile is Created. 

0041. ServiceName instance and the range of has What 
property is created for eventType. 

0.042. The range of has Where propertv is created for 9. property 
Location. 

0043. The range of hasTime property is created for 
time. 

0044) (2) Service Process is Created. 
0.045 ProcessName instance is created for eventType. 
0046. The range of hasInput property is created for 
eventType. 

0047 (3) Service Grounding is Created. 
0048 Context Manager sends Service Manager the 
request-service-ontology translated by OWL-S Translator. 
Service Manager finds the target service which the best 
matches the inferred context information and sends service 
discovery component the request-service-ontology received 
from Context Manager. 
0049 FIG. 5 shows the operation of Service Manager. 
0050 FIG. 6 shows the service ontology for U-City appli 
cations. 
0051 Semantic matchmaker seeks provider services 
which match the request Service, using Service ontology 
based matching mechanism: it extracts the process param 
eters from request-service-ontology and from provider-Ser 
vice-ontology respectively. The list of the matched service 
includes the name of service, the name of process, binding 
information, etc. Matchmaker works as follows. 
0.052 (1) Matchmaker calls findRequest which extracts 
process parameters from request-service-ontology 
0053 (2) Matchmaker calls findProvider which extracts 
process parameters from provider-service-ontology 
0054 (3) Matchmaker calls getMatchType which matches 
process parameters extracted from request-service-ontology 
with process parameter extracted from provider-service-on 
tology. 
0055 (4) Matchmaker adds to ArrayList the matching 
result of procedure (3) such as Match. EXACT, Match.SUB 
SUME and Match.RELAXED, excluding the Match. FAIL. 
0056 Ubiquitous Core Computing Layer can have either 
Grid computing facilities or cloud computing facilities or 
both of them inside. Grid computing facility and cloud com 
puting facility are used to provide computing powers to the 
process in Ubiquitous Core Computing Layer. FIG. 7 shows 
an example of performance monitoring in Grid computing. It 
is composed of 4 modules: Resource Manager, Data Man 
ager, Job Manager and Runtime Information Manager for 
resource allocation, file transfer, job execution and informa 
tion collection respectively. However the name and number of 
modules can be varied without changing the operational 
mechanism. 
0057 For Collaborative Computing, the Collaborative 
Computing component provides an environment which 
allows cooperation Such as the analysis, agreement and dis 
cussion among people with a lot of data using Access Grid. It 
has the modules which manage the information of session and 
people joining the session and share applications or services 
among the users and control the multimedia including audio 
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and video. It is composed of four managers: Collaboration 
Manager, Session Manager, Application Sharing Manager 
and Multimedia Manager. 
0058 Common Application Interface Layer 
0059. The Common Application Interface Layer 170 pro 
vides a common interface to applications in U-City portals. 
By doing so, the system 100 can manage various kinds of 
applications with common interface and can accommodate 
many different types of user devices such as desk-top com 
puters and mobile devices in uniformed way as much as 
possible. 
0060 We have described the design of the intelligent 
U-City middleware apparatus which supports an U-City 
infrastructure. 
0061 Our U-City middleware has the following outstand 
ing benefits. First, it provides common device interface. Since 
we designed it to Support variable sensor network data-sinks 
and protocols, it can be used as the common gateway for 
various kinds of sensors and ubiquitous sensor networks 
which collect sensed data. Second, we use ontology-based 
intelligent inference engine which provides context-aware, 
that is, intelligent information using the sensed data through 
the common device interface. Third, we provide a user-trans 
parent infrastructure that generates and provides intelligent 
services, which are invisible to users, to various applications 
Such as the environment management applications, the traffic 
accident management applications and the underground fire 
accident management applications. Fourth, we Support Grid 
computing and cloud computing so that it can Smoothly sat 
isfy applications which require real-time high performance 
computing. Fifth, we Support computer Supported coopera 
tive work (CSCW) through Access Grid which we know the 
best choice currently and a next generation CSCW. Sixth, we 
Support to control remote devices in real-time mode so that 
remote control devices such as fire doors and other emer 
gency devices can be controlled remotely in real-time mode. 
Seventh, there exist the advantages of layered architecture 
since our middleware is designed to have 4-layer architecture. 
Lastly and eighth, the intelligent ubiquitous middle apparatus 
can directly be connected to easy-to-use, yet convenient, user 
interfaces, the U-City portal. 
0062. The intelligent U-City middleware apparatus Sup 
port various kinds of U-city applications and shortens the 
period and expense to develop the U-city applications. 
0063. The invention can also be embodied as computer 
readable codes on a computer readable recording medium. 
The computer readable recording medium is any data storage 
device that can store data which can be thereafter read by a 
computer system. Examples of the computer readable record 
ing medium include read-only memory (ROM), random-ac 
cess memory (RAM), CD-ROMs, magnetic tapes, floppy 
disks, optical data storage devices, etc. The computer read 
able recording medium can also be distributed over network 
coupled computer systems so that the computer readable code 
is stored and executed in a distributed fashion. Also, func 
tional programs, codes, and code segments for accomplishing 
the present invention can be easily construed by programmers 
skilled in the art to which the present invention pertains. 
0064. While this invention has been particularly shown 
and described with reference to preferred embodiments 
thereof, it will be understood by those skilled in the art that 
various changes in form and details may be made therein 
without departing from the spirit and scope of the invention as 
defined by the appended claims. The preferred embodiments 
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should be considered in descriptive sense only and not for 
purposes of limitation. Therefore, the scope of the invention is 
defined not by the detailed description of the invention but by 
the appended claims, and all differences within the scope will 
be construed as being included in the present invention. 
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What is claimed is: 
1. An intelligent U-City middleware apparatus for realizing 

a service for a U-City system having plural sensors with 
individual sensor characteristics and plural ubiquitous remote 
resources with individual resource characteristics, the intel 
ligent U-City middleware apparatus comprising: 

a common device interface component receiving the indi 
vidual sensor signals from the sensors and converting 
the received individual sensor signals to common sensor 
signals: 

a context-aware computing componentanalyzing the com 
mon sensor signals to infer current context information 
of the u-city system; and 

a ubiquitous core computing component receiving the con 
text information from the context-aware computing 
module and configured to intelligently determine a ser 
vice to be realized corresponding to the received context 
information. 

2. The intelligent U-City middleware apparatus of claim 1, 
further comprising: 

a common application interface component converting 
information related to the service, such that the informa 
tion is compatible with any application executed inter 
minals with different operation environments, and pro 
viding the converted result to the terminals. 

3. The intelligent U-City middleware apparatus of claim 2, 
wherein the ubiquitous core computing component com 
prises: 

a Grid computing manager managing Grid computing 
functions. 

5. The intelligent U-City middleware apparatus of claim 2, 
wherein the ubiquitous core computing component com 
prises: 

a cloud computing manager managing cloud computing 
functions. 

6. The intelligent U-City middleware apparatus of claim 2, 
wherein the context-aware computing module comprises: 

a context repository storing context domains and context 
ontology instances; 

a context interpreter receiving the common sensor signals 
and converting the received common sensor signals to 
context ontology instances; 

a context aggregator combining the context ontology 
instances received from the context interpreter and pro 
viding a high-level context from low-level contexts: 

a context analyzer inferring the context information from 
the high-level context by using predefined rules based on 
the domain ontology; and 

a context provider providing the inferred context informa 
tion to the ubiquitous core computing module. 

7. The intelligent U-City middleware apparatus of claim 2, 
wherein the ubiquitous core computing component com 
prises: 
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a context manager receiving the context information and 
converting the context information to a format used for 
service discovery; 

a service manager finding a service which best-matches the 
context information; 

a task manager analyzing the services from the service 
manager and deploying the services to target systems; 
and 

an environment manager setting communication environ 
ment parameters in response to a request from the task 
manager. 

8. The intelligent U-City middleware apparatus of claim 2, 
wherein the ubiquitous core computing component com 
prises: 

a computer based cooperative work functions which enable 
applications or services to be realized by the entities in a 
collaborative manner. 

9. A U-City system having plural sensors with individual 
sensor characteristics and plural ubiquitous remote resources 
with individual resource characteristics, the U-City system 
comprising: 

a feeling tier having the U-City infrastructure including 
sensors and remote resources; 

an intelligent U-City middleware apparatus receiving indi 
vidual sensor signals from the feeling tier, inferring cur 
rent context information of the U-City system from the 
received sensor signals, and determining and realizing a 
service to be executed corresponding to the context 
information in an intelligent manner; and 

a presentation tier allowing having human computer inter 
action and, therefore, displaying information related to 
the service and configured to allow the intelligent U-City 
middleware apparatus to control the remote resources, 
wherein the intelligent U-City middleware apparatus 
comprises: 

a common device interface component converting the indi 
vidual sensor signals received from the feeling tier to 
common sensor signals; 

a context-aware computing component analyzing the com 
mon sensor signals to infer current context information 
of the u-city system; 

a ubiquitous core computing component receiving the con 
text information from the context-aware computing 
module and configured to intelligently determine the 
service to be realized for the u-city system correspond 
ing to the received context information; and 
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a common application interface component converting 
information related to the service, such that the informa 
tion is compatible with any application executed inter 
minals with different operation environments, and pro 
viding the converted result to the terminals. 

10. The U-City system of claim 9, the context-aware com 
puting module comprising: 

a context repository storing context domains and context 
ontology instances; 

a context interpreter receiving the common sensor signals 
and converting the received common sensor signals to 
context ontology instances; 

a context aggregator combining the context ontology 
instances received from the context interpreter and pro 
viding a high-level context from low-level contexts: 

a context analyzer inferring the context information from 
the high-level context by using predefined rules based on 
the domain ontology; and 

a context providing the inferred context information to the 
ubiquitous core computing module. 

11. The U-City system of claim 9, wherein the ubiquitous 
core computing module comprises: 

a context manager receiving the context information and 
converting the context information to a format used for 
service discovery; 

a service manager finding a service which best-matches the 
context information; 

a task manager analyzing the services from the service 
manager and deploying the services to target systems; 
and 

an environment manager setting communication environ 
ment parameters in response to a request from the task 
manager. 

12. The U-City system of claim 9, wherein the ubiquitous 
core computing component comprises: 

a Grid computing manager managing Grid computing 
functions. 

13. The U-City system of claim 9, wherein the ubiquitous 
core computing component comprises: 

a cloud computing manager managing cloud computing 
functions. 

14. The U-City system of claim 9, wherein the ubiquitous 
core computing component comprises: 

a computer based cooperative work functions which enable 
applications or services to be realized by the entities in a 
collaborative manner. 
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