US 20180227564A1

a9y United States

a2y Patent Application Publication (o) Pub. No.: US 2018/0227564 A1l

WOLF et al.

(54)

(71)

(72)

@
(22)

(60)

(1)

METHOD AND DEVICE FOR
STEREOSCOPIC VISION

Applicant: ROBO-TEAM HOME LTD., Tel Aviv
L)

Inventors: Yosef Arie WOLF, Tel Aviv (IL); Gal
GOREN, Beit Oren (IL); Efraim
VITZRABIN, Holon (IL); Gil GILAD,
Haifa (IL)

Appl. No.: 15/889,548

Filed: Feb. 6, 2018

Related U.S. Application Data

Provisional application No. 62/454,970, filed on Feb.

6, 2017.

Publication Classification

Int. CL.
HO4N 13/00
HO4N 5/33

(2006.01)
(2006.01)

Transmission
%

43) Pub. Date: Aug. 9, 2018
(52) U.S. CL
CPC ... HO4N 13/0037 (2013.01); HO4N 13/0239

(2013.01); HO4N 2013/0081 (2013.01); HO4N
13/0253 (2013.01); HO4N 5/332 (2013.01)
57 ABSTRACT
A stereoscopic vision device, a method and a robot, the
stereoscopic vision device comprising: a first image capture
device and a second image capture device configured to
capture a light pattern formed in an environment of the
device by a light source configured to emit NIR light at a
multiplicity of directions, each of the first image capture
device and the second image capture device comprising a
filter configured to transmit at least 75 percent of the NIR
light, and to transmit at most 50 percent of visible light; and
a processor configured to: determine depth information of
the environment from a first image captured by the first
image capture device and a second image captured by the
second image capture device, based on the light pattern as
depicted in the first image and the second image; and
determine color information of the environment the first
image and the second image.
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METHOD AND DEVICE FOR
STEREOSCOPIC VISION

BACKGROUND
[0001] The invention relates to the field of stereoscopic
vision devices.
[0002] Sterecoscopic vision is required and used in a mul-

tiplicity of applications, including but not limited to deter-
mining three-dimensional (3D) information in an environ-
ment for automatically navigating a robot therein. The task
is particularly complex in an indoor or another environment
in which the robot is surrounded by multiple static or
dynamic objects at various and changing distances from the
robot.

[0003] In order to obtain three-dimensional information of
an environment, some systems use a pair of cameras whose
fields of view (FOVs) have part or full overlap. Depth
information may be obtained by registering the two images,
comprising identifying one or more objects or locations
appearing in the two images, and deducing depth informa-
tion from their respective locations, size, orientation or other
parameters.

[0004] The foregoing examples of the related art and
limitations related therewith are intended to be illustrative
and not exclusive. Other limitations of the related art may
become apparent to those of skill in the art upon a reading
of the specification and a study of the figures.

SUMMARY

[0005] The following embodiments and aspects thereof
are described and illustrated in conjunction with systems,
tools and methods which are meant to be exemplary and
illustrative, not limiting in scope.

[0006] There is provided, in accordance with an embodi-
ment a stereoscopic vision device, comprising: a first image
capture device and a second image capture device config-
ured to capture a light pattern formed in an environment of
the device by a light source configured to emit near infrared
(NIR) light at a multiplicity of directions, each of the first
image capture device and the second image capture device
comprising a filter configured to transmit at least 75 percent
of'the NIR light, and to transmit at most 50 percent of visible
light; and a processor configured to: determine depth infor-
mation of the environment from a first image captured by the
first image capture device and a second image captured by
the second image capture device, using the light pattern as
captured in the first image and the second image; and
determine color information of the environment the first
image and the second image. Within the device, the filter is
optionally configured to transmit at least 85 percent of the
NIR light. Within the device, the filter is optionally config-
ured to transmit at most 40 percent of the visible light.
[0007] There is provided, in accordance with another
embodiment a method for obtaining stereoscopic data of an
environment, comprising: emitting NIR light at a multiplic-
ity of directions, thus forming a light pattern in the envi-
ronment; obtaining a first image captured by a first image
capture device and a second image captured by a second
capture device, the first image and the second image depict-
ing at least a part of the light pattern, wherein each of the first
image capture device and the second image capture device
capture the first image and the second image, respectively,
through a filter configured to transmit at least 75 percent of
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the NIR light, and to transmit at most 50 percent of visible
light; identifying the light pattern in the first image and in the
second image; registering the first image and the second
image in accordance with the light pattern; determining
depth information for each light point comprised in the light
pattern; and determining color information of the environ-
ment from the first image and in the second image. Within
the method the filter is optionally configured to transmit at
least 85 percent of the NIR light. Within the method, the
filter is optionally configured to transmit at most 40 percent
of'the visible light. Within the method, the depth information
is optionally determined by comparing locations of points in
the light pattern as captured in the first image and in the
second image.

[0008] There is provided, in accordance with yet another
embodiment a robot comprising: a light source configured to
emit a pattern of NIR light at a multiplicity of directions,
thus forming a light pattern in an environment of the robot;
a first image capture device and a second image capture
device, each comprising a filter configured to transmit at
least 75 percent of the NIR light, and to transmit at most 50
percent of visible light, the first image capture device and a
second image capture device configured to capture at least a
part of the light pattern; and a processor configured to:
determine depth information in the environment from a first
image captured by the first image capture device and a
second image captured by the second image capture device,
using the at least part of the light pattern as captured in the
first image and the second image; and determine color
information of at least one object from the first image and
the second image; a steering mechanism or changing a
position of the robot in accordance with the at least one
object; and a motor for activating the steering mechanism.
Within the robot, the filter is configured to transmit at least
85 percent of the NIR light. Within the robot, the filter is
optionally configured to transmit at most 40 percent of the
visible light. Within the robot, the depth information is
optionally determined by comparing locations of points in
the light pattern as captured in the first image and in the
second image.

[0009] In addition to the exemplary aspects and embodi-
ments described above, further aspects and embodiments
may become apparent by reference to the figures and by
study of the following detailed description.

[0010] This Summary is provided to introduce a selection
of concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter.

[0011] Unless otherwise defined, all technical and/or sci-
entific terms used herein have the same meaning as com-
monly understood by one of ordinary skill in the art to which
the invention pertains. Although methods and materials
similar or equivalent to those described herein may be used
in the practice or testing of embodiments of the invention,
exemplary methods, systems, and/or materials are described
below. In case of conflict, the patent specification, including
definitions, will control. In addition, the materials, methods,
and examples are illustrative only and are not intended to be
necessarily limiting.
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BRIEF DESCRIPTION OF THE FIGURES

[0012] Exemplary embodiments are illustrated in refer-
enced figures. Dimensions of components and features
shown in the figures are generally chosen for convenience
and clarity of presentation and are not necessarily shown to
scale. The figures are listed below.

[0013] FIG. 1 shows a schematic exemplary illustration of
experimental wavelength transmittance of a filter for differ-
ent wavelengths, in accordance with an example of the
presently disclosed subject matter;

[0014] FIG. 2 shows a schematic illustration of a mobile
device comprising a stereoscopic vision device, in accor-
dance with an example of the presently disclosed subject
matter;

[0015] FIG. 3 shows a functional block diagram of a
mobile device using a light source and two cameras, in
accordance with an example of the presently disclosed
subject matter; and

[0016] FIG. 4 is a flowchart of operations carried out for
obtaining stereoscopic vision of the environment by a device
using a light source and two cameras, in accordance with an
example of the presently disclosed subject matter.

DETAILED DESCRIPTION

[0017] One technical problem handled by the disclosed
subject matter relates to a need for a system and method for
stereoscopic vision.

[0018] Another technical problem handled by the dis-
closed subject matter relates to a system and method for
navigating in an area wherein static or mobile objects are to
be regarded, e.g., tracked, led, or avoided.

[0019] Stercoscopic vision and navigating upon stereo-
scopic vision is generally done by capturing at least two
corresponding images taken at slightly different angles, and
registering the images based upon features or objects
appearing in the two images.

[0020] However, in some situations, no or insufficient
features may be identified for registering the two images. In
order to overcome such situations, known techniques
include the projection of a multiplicity, such as between ten
and tens of thousands or even more, points or other shapes
in the Near Infrared (NIR) wavelength range. The points
may be projected by a laser emitter combined with a
diffractive optical element (DOE), with a predetermined
pattern, or any random pattern. For example, the light points
are projected in multiple directions, such as simultaneously
with a static multifaceted lens, serially with a dynamic
rotating lens, and/or the like. By identifying corresponding
patterns in the two images, the images may be registered. By
using cameras with lenses that are sensitive to NIR wave-
lengths, the points may be detected without interfering
humans in the environment. However, differentiating the
points from their surroundings is difficult since the color
component reflected by objects is usually more dominant
than the NIR component. In order to overcome this, a filter
is typically used with such cameras, which filters the visible
light range and passes only the NIR range. Then, since it is
still required to obtain color information in order to receive
more information about the environment for algorithms such
as tracking, leading, avoiding obstacles and differentiate
between objects, a third camera may be added to the system,
for capturing color information for every depth point iden-
tified by the two cameras capturing only the NIR points.
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Examples to such 3-camera combinations include the Intel®
Realsense® r200 camera, provided by Intel Corporation® of
Santa Clara, Calif.

[0021] This approach has a number of deficiencies, for
example: A. The cost of a third camera, and the increase in
the device size due to the usage of three cameras. B. the extra
burden of registration between the depth cameras and the
color camera, which implies registration between three
systems. Moreover, this registration needs to be done in real
time, and for each depth point. C. Some materials, for
example certain fabrics absorb the NIR wavelength range,
such that depth cameras do not identify objects or features
of these fabrics and may not provide depth information for
them. The color camera, on the other hand, only provides
color information for the spots identified by the depth
cameras, and thus may not recognize such objects either. For
example, a person wearing cloth of such fabric may not be
identified and information may not be available regarding
the person’s presence at the scene.

[0022] One technical solution provided by the disclosure
is the provisioning of a two-camera set, wherein each
camera is equipped with a filter that passes all or a signifi-
cant part of the NIR light, and blocks significant parts, but
not all, of the visible wavelengths. For example, the filter
may have a transmission rate of about 10-40% in the range
0f 400-650 nm, and a transmission rate of at least about 85%
for wave lengths in the vicinity of 850 nm, which may be
used by some laser sources. It may be appreciated by people
skilled in the art that different transmission may be used for
each wavelength, but as long as higher transmittance rate is
provided for the NIR wavelengths than for visible light.
[0023] Referring now to FIG. 1, showing measurements of
the transmittance rate taken with an exemplary filter manu-
factured in accordance with the disclosure, for which the
required transmittance rate for light of wavelength 400-650
nm was defined to be 20%, and the required transmittance
rate for light of wavelength of about 850 nm was defined to
be 90%. IT is seen that some wave lengths have multiple
measurements. However, all measurements for the wave-
lengths exceeding about 400 nm and below 740 nm are
below 40%, and for wavelengths exceeding about 450 nm
and below about 700 are below about 30%, and thus deviate
in up to about 8% from the definition. Thus, the exemplary
measurements, which were taken upon an actual filter show
that the filter filters out most of the visible light, and
transmits most of the NIR light. The exemplary measure-
ments were taken in situations in which satisfactory results
were obtained for identifying objects in a manner that
enables navigation in the environment.

[0024] Itmay be appreciated that the shown measurements
are exemplary only, and variations in the transmittance
degrees may occur, however, significant part of the NIR light
is transmitted, and significant part of the visible colors is
partially but not fully blocked, such that color information is
still available.

[0025] A system having two cameras with filters as dis-
closed above provides for the projected point pattern being
noticeable, thus enabling the registration between the pat-
terns in the two cameras, and reconstruction of the depth
information. The depth information may comprise, for
example, the distance at which the nearest object is found at
each particular angle, thus mapping the available space in
the vicinity of the system. On the other hand, color infor-
mation is available and is sufficient for tracking objects,
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including objects that absorb the NIR radiation and therefore
no depth information is obtained for them. In some embodi-
ments, such as navigating a robot, it is not required to
display to a human the environment as captured, thus the
color quality is not of particular importance beyond the
ability to differentiate and track objects.

[0026] Referring now to FIG. 2, showing an illustration of
a mobile device, such as a robot, comprising a stereoscopic
vision device navigating in accordance with the disclosed
stereoscopic vision device, and to FIG. 3, showing a func-
tional block diagram of the same.

[0027] The mobile device, generally referenced 200, com-
prises a steering mechanism 300 (not shown in FIG. 2)
which may be located at its bottom part 204, and comprising
one or more wheels or one or more bearings, chains or any
other mechanism for moving. Device 200 may also com-
prise motor 304 for activating steering mechanism 300, and
motor controller 308 for providing commands to motor 304
in accordance with the required motion.

[0028] Mobile device 200 may further comprise one or
more stereoscopic vision device 208, enabling stereoscopic
vision. Stereoscopic vision device 208 may include light
source 309, such as a laser emitter emitting light at NIR
wavelength, a first camera 310 and a second camera 311,
each camera comprising a filter such as the filter described
in association with FIG. 1 above. Stereoscopic vision device
208 may also comprise a processor as described below in
association with processor 324.

[0029] In some embodiments, stereoscopic vision device
208 may rotate, for example at a rate of 120 RPM, such that
at least 120 times every minute objects surrounding the
device may be captured and analyzed.

[0030] Mobile device 200 may further comprise utilities
312 such as a tray or a handle, a display device 212, or the
like.

[0031] Display device 212 may display a part of the
environment as captured by cameras 308 and 309 to a user
or another person, thus giving a feeling that a human
instructor is leading or following the user. Display device
may also display alerts, entertainment information, required
information such as items to carry, or any other information.
Utilities 312 may also comprise a speaker for playing or
streaming sound, a basket, or the like

[0032] Mobile device 200 may further comprise one or
more computer storage devices 316 for storing data or
program code operative to cause mobile device 200 to
perform acts associated with any of the steps of the methods
detailed below or with any other steps related for example to
navigation of the robot. Storage device 316 may be persis-
tent or volatile. For example, storage device 316 may be a
Flash disk, a Random Access Memory (RAM), a memory
chip, an optical storage device such as a CD, a DVD, or a
laser disk; a magnetic storage device such as a tape, a hard
disk, storage area network (SAN), a network attached stor-
age (NAS), or others; a semiconductor storage device such
as Flash device, memory stick, or the like.

[0033] In some exemplary embodiments of the disclosed
subject matter, mobile device 200 may comprise one or more
Input/Output (I/O) devices 320, which may be utilized to
receive input or provide output to and from mobile device
200, such as receiving commands, displaying instructions,
or the like. I/O device 320 may include previously men-
tioned members, such as display 212, speaker, microphone,
a touch screen, or others.
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[0034] In some exemplary embodiments, mobile device
200 may comprise one or more processors 324. Each pro-
cessor 324 may be a Central Processing Unit (CPU), a
microprocessor, an electronic circuit, an Integrated Circuit
(IC) or the like. Alternatively, processor 324 may be imple-
mented as firmware programmed for or ported to a specific
processor such as digital signal processor (DSP) and/or
microcontrollers, or may be implemented as hardware or
configurable hardware such as field programmable gate
array (FPGA) or application specific integrated circuit
(ASIC).

[0035] In some embodiments, one or more processor(s)
324 may be located remotely from mobile device 200, such
that some or all the computations are performed remotely
from the device and the results are transmitted via a com-
munication channel to mobile device 200.

[0036] It may be appreciated that processor(s) 324 may be
configured to execute several functional modules in accor-
dance with computer-readable instructions implemented on
a non-transitory computer-readable storage medium, such as
but not limited to storage device 316. Such functional
modules are referred to hereinafter as comprised in the
processor.

[0037] The components detailed below may be imple-
mented as one or more sets of interrelated computer instruc-
tions, executed for example by processor 324 or by another
processor. For example, components related to images or
captured by stereoscopic vision device 208 may be executed
by a processor associated with stereoscopic vision device
108. The components may be arranged as one or more
executable files, dynamic libraries, static libraries, methods,
functions, services, or the like, programmed in any program-
ming language and under any computing environment.
[0038] Processor 324 may comprise image registration
module 328, for receiving two images captured by first
capture device 309 and second capture device 310, both
comprising filters as disclosed above. Each of the images
represents a multiplicity of light points, and the registration
between the images may be determined by matching corre-
sponding light patterns. It may be appreciated that since the
cameras are at constant position relative to each other, no
ongoing registration is required, rather registration may be
performed on a preparation stage, at certain times, intervals
or upon specific events.

[0039] Processor 324 may comprise depth information
retrieval module 332 for retrieving depth information for
each point identified in the two images, thus producing depth
information. By capturing images around the device, the full
environment may be mapped.

[0040] Processor 324 may comprise color information
retrieval module 336 for retrieving color information and
differentiating objects based on color differences. The depth
information determined by depth information retrieval mod-
ule 332, together with the color retrieved by color informa-
tion retrieval module 236 may provide enough data for
navigating so as to follow or lead an object such as a person,
avoid objects such as furniture, or the like. It may be
appreciated that objects having patterns that absorb the IR
wavelengths may still be differentiated based on their color
information, since color retrieval is not limited to points for
which depth information is available.

[0041] Processor 324 may comprise navigation module
340 for navigating within the environment, based on the
gathered object information.
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[0042] It may be appreciated that using a stereoscopic
vision device achieves a multiplicity of advantages over
traditional solutions. The device comprises two cameras,
thus saving the additional cost and additional place required
for a third camera. By the two cameras capturing objects
with the same transmittance graph, it is not required to
register between cameras capturing objects in different man-
ners. Employing only two cameras implies a more efficient
process as only one registration is required, and also avoids
error accumulation caused by multiple registrations. In some
embodiments, the registration may be performed offline,
thus saving computing resources on an ongoing basis.
[0043] Due to the color sensitivity of the cameras, even
objects made of material that absorbs NIR radiation may be
detected and tracked, since the color recognition and thus
object separation is independent of the depth information,
unlike traditional systems in which color information is only
obtained for points for which depth information is obtained
by the NIR recognition. Thus, a stereoscopic vision device
in accordance with the disclosure avoids gaps in the descrip-
tion of the environment.

[0044] Referring now to FIG. 4, showing a flowchart of
operations carried out for obtaining stereoscopic vision of an
environment, in accordance with some embodiments of the
disclosure

[0045] At step 400, a multiplicity of light points, at a
frequency within the NIR wavelength range may be pro-
jected by a light source in the environment of the device.
[0046] At step 404, a first image showing the light points
and captured by a first camera, with a filter such as the filter
disclosed above may be obtained.

[0047] At step 408, a second image showing the light
points and captured by a second camera, with a filter such as
the filter disclosed above may be obtained.

[0048] At step 412, the NIR points may be identified in the
first and the second image. If no valid registration is avail-
able for the cameras, registration may be performed by
matching corresponding patterns formed by the light points.
It may be appreciated that since the cameras are fixed
relatively to each other, registration need not be performed
for each pair of images but only when the setup changes or
upon specific demand.

[0049] At step 416 depth information may be determined
for each light point from the difference in the location of
each point between the two images.

[0050] At step 420, color information may be obtained
from the images. Although the colors in the images is
different than it would seem to a human user, due to the
changes caused by the low and non-uniform transmittance
rate of the filter across the visible spectrum, the color does
enable differentiation between objects, including objects that
absorb the NIR radiation to some degree. The differentiation
enables tracking of the objects between consecutive images
of the area of each such object.

[0051] Throughout this application, various embodiments
of this invention may be presented in a range format. It
should be understood that the description in range format is
merely for convenience and brevity and should not be
construed as an inflexible limitation on the scope of the
invention. Accordingly, the description of a range should be
considered to have specifically disclosed all the possible
subranges as well as individual numerical values within that
range. For example, description of a range such as from 1 to
6 should be considered to have specifically disclosed sub-
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ranges such as from 1 to 3, from 1 to 4, from 1 to 5, from
2 to 4, from 2 to 6, from 3 to 6 etc., as well as individual
numbers within that range, for example, 1, 2, 3, 4, 5, and 6.
This applies regardless of the breadth of the range.

[0052] Whenever a numerical range is indicated herein, it
is meant to include any cited numeral (fractional or integral)
within the indicated range. The phrases “ranging/ranges
between” a first indicate number and a second indicate
number and “ranging/ranges from” a first indicate number
“to” a second indicate number are used herein interchange-
ably and are meant to include the first and second indicated
numbers and all the fractional and integral numerals ther-
ebetween.

[0053] The present invention may be a system, a method,
and/or a computer program product. The computer program
product may include a computer readable storage medium
(or media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention.

[0054] The computer readable storage medium may be a
tangible device that may retain and store instructions for use
by an instruction execution device. The computer readable
storage medium may be, for example, but is not limited to,
an electronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device having instruc-
tions recorded thereon, and any suitable combination of the
foregoing. A computer readable storage medium, as used
herein, is not to be construed as being transitory signals per
se, such as radio waves or other freely propagating electro-
magnetic waves, electromagnetic waves propagating
through a waveguide or other transmission media (e.g., light
pulses passing through a fiber-optic cable), or electrical
signals transmitted through a wire. Rather, the computer
readable storage medium is a non-transient (i.e., not-vola-
tile) medium.

[0055] Computer readable program instructions described
herein may be downloaded to respective computing/process-
ing devices from a computer readable storage medium or to
an external computer or external storage device via a net-
work, for example, the Internet, a local area network, a wide
area network and/or a wireless network. The network may
comprise copper transmission cables, optical transmission
fibers, wireless transmission, routers, firewalls, switches,
gateway computers and/or edge servers. A network adapter
card or network interface in each computing/processing
device receives computer readable program instructions
from the network and forwards the computer readable
program instructions for storage in a computer readable
storage medium within the respective computing/processing
device.

[0056] Computer readable program instructions for carry-
ing out operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
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microcode, firmware instructions, state-setting data, or
either source code or object code written in any combination
of one or more programming languages, including an object
oriented programming language such as Java, Smalltalk,
C++ or the like, and conventional procedural programming
languages, such as the “C” programming language or similar
programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information
of'the computer readable program instructions to personalize
the electronic circuitry, in order to perform aspects of the
present invention.

[0057] Aspects of the present invention are described
herein with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems), and computer
program products according to embodiments of the inven-
tion. It may be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
may be implemented by computer readable program instruc-
tions.

[0058] These computer readable program instructions may
be provided to a processor of a general-purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that may direct a
computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or
blocks.

[0059] The computer readable program instructions may
also be loaded onto a computer, other programmable data
processing apparatus, or other device to cause a series of
operational steps to be performed on the computer, other
programmable apparatus or other device to produce a com-
puter implemented process, such that the instructions which
execute on the computer, other programmable apparatus, or
other device implement the functions/acts specified in the
flowchart and/or block diagram block or blocks.

[0060] The flowchart and block diagrams in the Figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods, and com-
puter program products according to various embodiments
of the present invention. In this regard, each block in the
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flowchart or block diagrams may represent a module, seg-
ment, or portion of instructions, which comprises one or
more executable instructions for implementing the specified
logical function(s). In some alternative implementations, the
functions noted in the block may occur out of the order noted
in the figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It may also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, may be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.
[0061] The descriptions of the various embodiments of the
present invention have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations may be apparent to those of ordinary skill in the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments
disclosed herein.

What is claimed is:

1. A stereoscopic vision device, comprising:

a first image capture device and a second image capture
device each configured to capture a light pattern formed
in an environment of the device by a light source
configured to emit near infrared (NIR) light at a mul-
tiplicity of directions, each of the first image capture
device and the second image capture device comprising
a filter configured to transmit at least 75 percent of the
NIR light in a NIR wavelength of at least 850 nano-
meters, and to transmit at most 50 percent of visible
light; and
a processor configured to:

determine depth information of the environment
from a first image captured by the first image
capture device and a second image captured by the
second image capture device, based on the light
pattern depicted in the first image and the second
image; and

determine color information of the environment
based on the first image and the second image.

2. The device of claim 1, wherein the NIR light has a
wavelength of at least 850 nanometers.

3. The device of claim 1, wherein the visible light has a
wavelength range of 400-650 nanometers.

4. The device of claim 1, wherein the filter is configured
to transmit at least 85 percent of the NIR light at a wave-
length of at least 850 nanometers.

5. The device of claim 1, wherein the filter is configured
to transmit at most between 10 and 40 percent of the visible
light at a wavelength range of 400-650 nanometers.

6. The device of claim 1, further comprising the light
source configured to emit near infrared (NIR) light at a
multiplicity of directions.

7. The device of claim 1, wherein the multiplicity of
directions comprise selectively emitting the NIR light in the
light pattern.
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8. The device of claim 1, wherein the depth information
is determined by (i) identifying the light pattern depicted in
the first image and in the second image, and (ii) registration
of the light pattern depicted in the first image with the the
light pattern depicted in the second image.

9. A method for obtaining stereoscopic data of an envi-
ronment, comprising:

emitting NIR light at a multiplicity of directions, thus

forming a light pattern in the environment;
obtaining a first image captured by a first image capture
device and a second image captured by a second
capture device, the first image and the second image
each depicting at least a part of the light pattern,

wherein each of the first image capture device and the
second image capture device capture the first image and
the second image, respectively, through a filter config-
ured to transmit at least 75 percent of the NIR light, and
to transmit at most 50 percent of visible light;

identifying the light pattern depicted in each of the first
image and the second image;

registering the first image and the second image in accor-

dance with the light pattern;

determining depth information for each light point com-

prised in the light pattern depicted in the registered first
and second images; and

determining color information of the environment from

the first image and in the second image.

10. The method of claim 9, wherein the NIR light has a
wavelength of at least 850 nanometers.

11. The method of claim 9, wherein the visible light has
a wavelength range of 400-650 nanometers.

12. The method of claim 9, wherein the filter is configured
to transmit at least 85 percent of the NIR light at a wave-
length of at least 850 nanometers.

13. The method of claim 9, wherein the filter is configured
to transmit at most between 10 and 40 percent of the visible
light at a wavelength range of 400-650 nanometers.

14. The method of claim 9, wherein the depth information
is determined by comparing locations of points in the light
pattern as depicted in the first image and in the second
image.
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15. The method of claim 9, wherein the multiplicity of
directions comprise selectively emitting the NIR light in the
light pattern.

16. A robot comprising:

a light source configured to emit a pattern of NIR light at

a multiplicity of directions, thus forming a light pattern
in an environment of the robot;
a first image capture device and a second image capture
device, each comprising a filter configured to transmit
at least 75 percent of the NIR light, and to transmit at
most 50 percent of visible light, the first image capture
device and a second image capture device configured to
each capture at least a part of the light pattern; and
a processor configured to:
determine depth information in the environment from a
first image captured by the first image capture device
and a second image captured by the second image
capture device, based on the at least part of the light
pattern as depicted in each of the first image and the
second image; and

determine color information of at least one object from
the first image and the second image;

a steering mechanism or changing a position of the robot
in accordance with the at least one object; and

a motor for activating the steering mechanism.

17. The robot of claim 16, wherein the filter is configured
to transmit at least 85 percent of the NIR light at a wave-
length of at least 850 nanometers.

18. The robot of claim 16, wherein the filter is configured
to transmit at most 40 percent of the visible light at a
wavelength range of 400-650 nanometers.

19. The robot of claim 16, wherein the depth information
is determined by comparing locations of points in the light
pattern as depicted in the first image and in the second
image.

20. The robot of claim 16, wherein the depth information
is determined by (i) identifying the light pattern in each of
the first image and the second image, and (ii) registration of
the light pattern depicted in the first image with the the light
pattern depicted in the second image.
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