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( 57 ) ABSTRACT 

An apparatus for classifying a defect generated in a sub 
strate , includes : a first storage part for storing a first image 
data for defect classification determination , which includes 
a defect region in which the defect is generated and a 
surrounding region of the defect region ; a first estimation 
part for estimating a first type of defect by using a deep 
learning system , based on the first image data ; a second 
storage part for storing a second image data for defect 
classification estimation , which is obtained by expressing 
the defect region and the surrounding region by a binarized 
data ; a second estimation part for estimating a second type 
of defect by using a rule - based system , based on an attribute 
of the defect region extracted from the second image data ; 
and a comprehensive determination part for comprehen 
sively determining a type of defect based on the first and 
second types of defects . 

14 Claims , 12 Drawing Sheets 
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SUBSTRATE DEFECT INSPECTION erated in a substrate based on an image of an inspection 
APPARATUS , SUBSTRATE DEFECT object , which is obtained by picking up an image of the 

INSPECTION METHOD , AND STORAGE substrate . 
MEDIUM According to one embodiment of the present disclosure , 

there is provided a substrate defect inspection apparatus for 
classifying a defect generated in a substrate based on a CROSS - REFERENCE TO RELATED picked - up image as an inspection object which is obtained APPLICATION by picking up an image of the substrate , including : a first 
storage part configured to store a first image data for defect 

This application claims the benefit of Japanese Patent classification determination , wherein the first image data is 
Application No. 2018-005584 , filed on Jan. 17 , 2018 , in the cut out from an image created based on the picked - up image 
Japan Patent Office , the disclosure of which is incorporated and includes a defect region in which the defect is generated 
herein in its entirety by reference . and a surrounding region of the defect region , and a pixel 

value is assigned to each of a plurality of pixels of the first 
TECHNICAL FIELD image data ; a first estimation part configured to estimate a 

15 first type of defect by using a deep learning system , based on 
The present disclosure relates to a technique for deter the first image data stored in the first storage part ; a second 

mining whether and what kind of defect is generated in a storage part configured to store a second image data for 
substrate based on an image data obtained by picking up an defect classification estimation , wherein the second image 
image of the substrate . data is created based on the picked - up image and is obtained 

20 by expressing the defect region in which the defect is 
BACKGROUND generated and the surrounding region of the defect region by 

a binarized data ; a second estimation part configured to 
In a photolithography of a semiconductor device manu estimate a second type of defect by using a rule - based 

facturing process , formation of a resist film by application of system , based on an attribute of the defect region extracted 
a resist , exposure of the resist film , and development of the 25 from the second image data stored in the second storage part ; 
resist film are sequentially performed on a front surface of and a comprehensive determination part configured to com 
a semiconductor wafer ( hereinafter referred to as a wafer ) W prehensively determine a type of defect based on the first 
which is a substrate . Thus , a resist pattern is formed . type of defect estimated by the first estimation part and the 

second type of defect estimated by the second estimation With respect to the wafer W that has been subjected to a part . series of processes , an inspection apparatus inspects whether 30 According to another embodiment of the present disclo a good resist pattern is formed on the front surface of the sure , there is provided a substrate defect inspection method 
wafer W , whether scratches are formed on the front surface for classifying a defect generated in a substrate , based on a 
of the wafer W , whether foreign matter adheres onto the picked - up image as an inspection object which is obtained 
front surface of the wafer W , or the like . Such a problem is by picking up an image of the substrate , the method includ 
referred to as a defect . There are various types of defects 35 ing : a first estimating process of estimating a first type of 
depending on the causes of respective defects . Therefore , defect by using a deep learning system , based on a first 
from the viewpoint of managing the manufacture of a image data for defect classification determination , wherein 
semiconductor device , the inspection apparatus is required the first image data is cut out from an image created based 
to have a function of not only determining whether a defect on the picked - up image and includes a defect region in 
is generated in the substrate but also determining the type of 40 which the defect is generated and a surrounding region of the 
found defect . defect region , a pixel value is assigned to each of a plurality 

The inspection apparatus is configured to pick up an of pixels of the first image data ; a second estimating process 
image of the wafer using , for example , a CCD camera or the of estimating a second type of defect by using a rule - based 
like while relatively moving an illumination area with system , based on a second image data for defect classifica 
respect to a mounting table on which the wafer is mounted , 45 tion estimation which is created based on the picked - up 
and to process the picked - up wafer to determine the pres image and is obtained by expressing the defect region in 
ence or absence of defect and the type of defect . which the defect is generated and the surrounding region of 
As a method for determining the type of defect , a system the defect region by a binarized data , and an attribute of the 

called deep learning is utilized . For example , in the related defect region extracted from the second image data ; and a 
art , there is known a technique in which feature amounts ( a 50 comprehensive determining process of comprehensively 
feature such as shade , color or the like of defect , a geometric determining a type of defect based on the first type of defect 
feature of detect ; etc. ) of defects are calculated based on an estimated by the first estimating process and the second type 
image of an inspection object , which is obtained by picking of defect estimated by the second estimating process . 
up an image of a substrate , and the defects are classified According to yet another embodiment of the present 
using a method such as a neural network or the like based on 55 disclosure , there is provided a non - transitory computer 
the feature amounts . readable storage medium that stores a software used in an 

Detect classification by the deep learning system is per apparatus for classifying a defect generated in a substrate 
formed by a supervised learning . However , in a case where based on a picked - up image as an inspection object which is 
such a learning is insufficient , misclassification may occur . obtained by picking up an image of the substrate , wherein 
Meanwhile , from the viewpoint of further improving the 60 the software includes a program having a group of instruc 
yield of a semiconductor integrated circuit , there is a desire tions for executing the aforementioned substrate defect 
to perform defect classification in a more reliable manner . inspection method . 

SUMMARY BRIEF DESCRIPTION OF THE DRAWINGS 
65 

Some embodiments of the present disclosure provide a 
technique capable of appropriately classifying defects gen 

The accompanying drawings , which are incorporated in 
and constitute a part of the specification , illustrate embodi 
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ments of the present disclosure , and together with the A2 , a processing block A3 , and an interface block A4 in this 
general description given above and the detailed description order in the horizontal direction . An exposure device A5 is 
of the embodiments given below , serve to explain the connected to the interface block A4 . A carrier 101 in which 
principles of the present disclosure . a wafer W as a substrate is received is transferred to and 

FIG . 1 is an overall configuration diagram schematically 5 mounted on the carrier block A1 by a carrier transfer 
showing a coating / developing apparatus to which the pres mechanism ( not shown ) . The processing block A3 is pro 
ent disclosure is applied . vided with a coating module 102 for supplying a resist to a 
FIG . 2 is a schematic view of an imaging module pro front surface of the wafer W as a substrate to form a resist 

vided in the coating / developing apparatus to acquire an film , and a developing module 103 for supplying a devel image of a front surface of a wafer . oping solution onto the resist film exposed along a prede FIG . 3 is an explanatory diagram schematically showing 
an embodiment of a substrate defect inspection apparatus termined pattern by the exposure device A5 to form a resist 

pattern . The intermediate block A2 includes an imaging according to the present disclosure . module 104 for imaging the entire front surface of the wafer FIG . 4 is an explanatory diagram showing a combination of a configuration and a data flow in an embodiment of a 15 W thus developed . The entire front surface of the wafer W 
substrate defect inspection apparatus according to the pres may be the entire front surface of a region where a semi 
ent disclosure . conductor device is formed . 

Each of the blocks A1 to A4 includes a wafer transfer FIG . 5 is an explanatory diagram showing an image of a 
configuration of a feature region extraction part used in the mechanism ( not shown ) . The wafer W received in the carrier 
above embodiment . 20 101 is taken out by the wafer transfer mechanism , and 
FIG . 6 is an explanatory diagram showing an output result transferred in the order of the intermediate block A2- > the 

obtained by a two - class classification part used in the above coating module 102 - the interface block A4 > the exposure 
embodiment , which illustrates a defect region in association device A5 -- the interface block A4 -- the developing module 
with an image region inputted to the feature region extrac 103 > the imaging module 104. In this way , the wafer W is 

25 returned to the carrier 101. A dotted arrow in FIG . 1 
FIGS . 7A to 7C are explanatory diagrams showing a indicates a transfer path of the wafer W. By transferring the 

cutout image cut out as a rectangular image including the wafer W in this manner , the resist pattern is formed on the 
defect region , from an image including the defect region front surface of the wafer W , and subsequently , an image of 
obtained by the two - class classification part . the entire front surface of the wafer W is picked up by the 
FIG . 8 is an explanatory diagram showing an image of a 30 imaging module 104 . 

configuration of a defect candidate output part used in the As shown in FIG . 2 , the imaging module 104 includes a 
above embodiment . housing 801. A mounting table 802 that holds the wafer W 

FIG.9 is a configuration diagram showing a configuration in a horizontal posture by adsorbing the central portion of a 
of an embodiment of the substrate defect inspection appa back surface of the wafer W , is installed inside the housing 
ratus according to the present disclosure . 35 801. In FIG . 2 , reference numeral 803 denotes a transfer port 
FIG . 10 is an explanatory diagram showing an example of of the wafer W , which is opened in a side wall of the housing 

a display for displaying the type of defect determined by a 801. Assuming that a side where the transfer port 803 is 
comprehensive determination and a position on a wafer in opened in the housing 801 is a front side , the mounting table 
association with each other . 802 is configured to be horizontally movable between the 
FIGS . 11A to 11D are explanatory diagrams schematically 40 front side and a back side . In FIG . 2 , reference numeral 804 

showing a specific example of a defect . denotes a guide for horizontally moving the mounting table 
FIG . 12 is a priority matrix table for implementing a 802 and extends from the front side to the back side . 

priority determination method . A horizontally - elongated half mirror 805 configured to 
extend in a left - right direction inside the housing 801 is 

DETAILED DESCRIPTION 45 provided above the guide 804. The half mirror 805 is 
provided obliquely with respect to the extension direction of 

Reference will now be made in detail to various embodi the guide 804 as viewed from a side . Further , a lighting part 
ments , examples of which are illustrated in the accompany 806 for irradiating light downward through the half mirror 
ing drawings . In the following detailed description , numer 805 is provided above the half mirror 805. An imaging part 
ous specific details are set forth in order to provide a 50 807 composed of , for example , a CCD camera , is provided 
thorough understanding of the present disclosure . However , to face the half mirror 805 at the back side . Light irradiated 
it will be apparent to one of ordinary skill in the art that the from the lighting part 806 passes through the half mirror 805 
present disclosure may be practiced without these specific and is incident onto an irradiation region below the half 
details . In other instances , well - known methods , procedures , mirror 805. Next , a reflected light reflected off an object in 
systems , and components have not been described in detail 55 the irradiation region is reflected at the half mirror 805 and 
so as not to unnecessarily obscure aspects of the various introduced into the imaging part 807. That is to say , the 
embodiments . imaging part 807 can pick up an image of the object located 

The substrate defect inspection apparatus according to the below the half mirror 805. Subsequently , while the wafer W 
present disclosure is applied to a coating / developing appa is moving along the guide 804 from the front side to the back 
ratus that performs , for example , a resist application and a 60 side below the half mirror 805 , the imaging part 807 
development after exposure , and captures an image of a performs the pickup intermittently to pick up an image of the 
wafer picked up by an imaging module provided in the entire front surface of the wafer W , thereby creating an 
coating developing apparatus to perform a defect inspection . image data of the entire front surface of the wafer W. 

First , an example of the coating / developing apparatus will In the following description , for the sake of avoiding 
be described with reference to FIG . 1 which is a schematic 65 confusion of terms , the image data of the image of the entire 
diagram . The coating / developing apparatus is constituted by front surface of the wafer W picked up by the imaging part 
linearly connecting a carrier block A1 , an intermediate block 807 is referred to as a picked - up image . 
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Next , embodiments of the substrate defect inspection nent is assigned to each pixel . A contrast enhancement 
apparatus and a substrate defect inspection method of the process is performed on the picked - up image 11 by a first 
present disclosure will be described . According to an outline preprocessing part 12 . 
of the embodiment of the present disclosure , two types ( first The contrast enhancement process is a process of enhanc 
and second ) of image data for defect classification determi- 5 ing a component selected from the R component , the G 
nation , which includes a defect region , are acquired based on component , and the B component to easily extract the detect 
a picked - up image . Specifically , a first type of defect is region from the picked - up image 11. For example , the 
estimated by a first estimation method based on the first contrast enhancement process is , for example , a process of 
image data , and a second type of defect is estimated by a increasing a pixel value of a predetermined range size of the 
second estimation method based on the second image data . 10 selected component by a predetermined value . 
The type of defect is comprehensively determined based on A feature region extraction part 2 is configured by a 
respective estimation results . software for executing a deep learning system . For example , 

FIG . 3 is an explanatory diagram showing the outline of a convolution neural network is used as the deep teaming 
the embodiment of the present disclosure . The first image system . A process in the case of using the convolution neural 
data is inputted to a first estimation part 4. The first estima- 15 network will be described with reference to FIG . 5. FIG . 5 
tion part 4 estimates the first type of defect included in the is a diagram schematically showing the convolution neural 
first image data . The first estimation part is constituted of a network for the sake of avoiding complexity of description 
deep learning - based system ( software ) which will be and illustration . Reference numeral 20 denotes an input 
described in detail later . The first image data includes a image ( also referred to as a picked - up image after prepro 
defect region in which defect is generated and a surrounding 20 cessing ) obtained by the first preprocessing part 12 , refer 
region of the defect region , and is a rectangular image data ence numerals 21 , 22 , 23 are convolution layers , reference 
cut out from an image obtained by processing the picked - up numerals 21a and 22a are pooling layers , and reference 
image . The first image data may be a monochrome image numeral 24 is a coupled layer . In the convolution layers 21 
data or a color image data . In the following embodiments , a to 23 , a plurality of filters is laminated one above another . 
case in which the first image data is the color image data , 25 The convolution layer 21 is shown as an image obtained by 
namely an image data in which each pixel value of an R arranging filters F1 , F2 , etc. on behalf of the convolution 
component , a G component , and a B component is assigned layers 21 to 23 . 
to each pixel , will be described as an example . First , in order to facilitate understanding , the input image 
More specifically , in the case where a plurality of defect 20 obtained by the first preprocessing part 12 is assumed to 

regions corresponding to a plurality of defects is included in 30 be a grayscale of nxn pixels . The input image 20 is input to 
the picked - up image , the first image data is the rectangular the filter F1 of nxn pixels in the front row of the convolution 
image data including only one defect region among the layer 21 positioned at the preceding stage . The pixel values 
plurality of defect regions and the surrounding region of the of the input image 20 may be normalized values or stan 
respective defect region . Although there may be a case dardized values and may be numerical values of “ O ” to “ 1 ” . 
where a plurality of defects is generated at the same portion 35 Assuming that a pixel value of a pixel ( i , j ) of the input 
in practice , the expression “ including only one defect image is x ( i , j ) , the pixel value of the pixel ( i , j ) which is the 
region ” may mean a region recognized as one defect region pixel of the filter F1 is the same value as x ( i , j ) , which is 
in the software . described to be fl ( i , j ) { -x ( i , j ) } . It should be noted that ( i , 

In addition , the second image data is an image data j ) indicates a pixel in a row i and a column j in nxn pixels . 
obtained by binarizing a defect region where defect is 40 Pixels of a filter may be referred to as nodes . 
generated and a surrounding region of the respective defect A pixel value { f2 ( i , j ) } of a pixel ( i , j ) in the filter F2 is 
region . A second estimation part 6 estimates the second type calculated by integrating a predetermined coefficient to a 
of defect using a rule - based system , based on an attribute of pixel value of each of the nxn pixels ( 1 , 1 ) to ( N , N ) in the 
the defect region extracted from the second image data , filter F1 , adding all of integrated values thus obtained to 
ultimately a position of the defect region on the wafer W. 45 obtain an added value I , and performing a predetermined 

It is necessary that the defect region constituted by the calculation on the added value I. The predetermined coef 
first image data and the defect region constituted by the ficient is a value determined by learning for each combina 
second image data is the same region in the picked - up tion of the pixels of the filter F1 and the pixels of the filter 
image . F2 . More specifically , the predetermined coefficient is deter 

Reference numeral 7 denotes a comprehensive determi- 50 mined by repeated supervised learning ( with correct label ) . 
nation part which comprehensively determines the type of The predetermined calculation may be , for example , a 
defect based on the first type of defect estimated by the first calculation using a sigmoid function with the added value I 
estimation part 4 and the second type of defect estimated by as an input . By performing a convolution process in this 
the second estimation part 6. Reference numeral 71 denotes way , the pixel values of the nxn pixels ( 1 , 1 ) to ( N , N ) in the 
a display part for displaying the type of defect comprehen- 55 filter F2 are obtained . 
sively determined by the comprehensive determination part f3 ( i , j ) which is a pixel value in the filter F3 is calculated 
7 . similarly by using the pixel values of the pixels in the filter 
FIG . 4 is an explanatory diagram showing a combination F2 . Pixel values in each of subsequent filters are sequentially 

of the overall configuration and data flow in the embodiment calculated in a similar manner . Finally , pixel values in the 
of the present disclosure . Creation of the first image data and 60 filter Fm of the last stage are obtained . 
the second image data and the processing of the image data The convolution layer following the convolution layer 21 
will be described with reference to FIG . 4. Reference has a number of pixels smaller than the number of pixels of 
numeral 11 denotes the picked - up image including the image the convolution layer 21 by the pooling layer 21a interlaid 
of the entire front surface of the wafer W picked up by the between the convolution layer 21 and the convolution layer 
imaging part 807 ( see FIG . 2 ) . In the picked - up image 11 , 65 22. The pooling layer 21a is a part for performing a thinning 
each pixel value ( received light intensity ) of an R ( red ) process on pixels . For example , as shown in the image of 
component , a G ( green ) component , and a B ( blue ) compo FIG . 5 , in pixel groups in the filter Fm of the last stage in the 
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convolution layer 21 , for example , a group of 2x2 pixels In FIG . 4 , reference numeral 40 denotes a second pre 
which constitutes a square by being arranged adjacent to processing part , reference numeral 5 denotes a defect can 
each other is defined as one pixel . In this case , for example , didate output part using the deep learning system , and 
the largest value among the 2x2 pixel groups is assigned as reference numeral 41 denotes a selection part . A combina 
a pixel value of one pixel . In other words , by performing the 5 tion of the defect candidate output part 5 and the selection 
above thinning process on , for example , 27x27 pixel groups part 41 constitutes the first estimation part 4 shown in FIG . 

3 . while excluding pixels other than the pixel of the largest 
value , 13x13 pixel groups are obtained . The second preprocessing part 40 , based on the binarized 

Similarly , the calculation is performed on respective fil data 30 , performs a process for creating the first image data 
ters of the convolution layers 22 and 23. While in the above 10 described in detail in FIG . 3 is performed . That is to say , in 
description , the pixels of the input image 20 are handled as this embodiment , the first image data for defect classifica 

tion determination is created on the basis of the second being the grayscale , when pixel values of the R component , image data for defect classification determination and the the G component , and the B component are assigned to the input image 20. As described above , the first image data is pixels of the input image 20 , a set of the convolution layers 15 a rectangle image data including one defect region and a 
21 , 22 and 23 , the pooling layers 21a and 22a , and the surrounding region of the one defect region . Each pixel coupled layer 24 may be provided for each of the R value of the R component , the G component , and the B component , the G component , and the B component . For component is assigned to each pixel . The pixel values of the 
example , in the case where the above set is provided for each R component , the G component , and the B component are , 
of the R component , the G component , and the B component 20 for example , normalized or standardized values of 0 to 1 . 
and thus a total of three sets is provided , the calculation FIGS . 7A to 7C are explanatory diagrams showing an 
process is performed in parallel on each of the three sets . In example of the first image data obtained by the second 
addition , each pixel value of the R component , the G preprocessing part 40 . 
component , and the B component is , for example , a nor The defect candidate output part 5 is composed of soft 
malized or standardized value of 0 to 1 . 25 ware for executing the deep learning system . For example , 

The calculation process as described above is a process the convolution neural network described in the feature 
the convolution process ) for separating and extracting fea region extraction part 2 is used as the software . Describing 
ture portions from the input image 20 , specifically , a process the defect candidate output part 5 in association with FIG . 5 , 
for detecting which position of a shade pattern formed in the an output layer ( not shown in FIG . 5 ) located at a subsequent 
filter is located in the input image . In other words , it can be 30 stage of the coupled layer 24 is constituted by nodes which 
said that the calculation process is a process of extracting a correspond to respective types of defects . For example , if the 
feature portion represented by a filter from the input image number of types of defects to be detected is 10 , the number 
20 by using the filter . of nodes is 10 . 

Returning to FIG . 4 , based on the processing result of the The relationship between each pixel value of the coupled 
feature region extraction part 2 , the two - class classification 35 layer 24 and a value outputted front each node is substan 
part 3 is configured to determine whether each pixel of the tially the same as the relationship between the pixel value of 
input image 20 is a pixel ( defective pixel : black pixel ) each pixel of the filter F2 and the pixel value of each pixel 
corresponding to defect or a pixel ( white pixel ) correspond of the filter F3 , which is described in FIG . 5 ( coefficients and 
ing to a normal portion without defect . Specifically , the functions are different from those in the case of FIG . 5 ) . That 
two - class classification part 3 is configured to determine 40 is to say , the pixel value of each pixel of the coupled layer 
whether each pixel of the input image 20 is a defective pixel is integrated by a predetermined calculation . An added value 
on the basis of a vector spatial distribution constituted by a obtained by adding all integrated values is outputted to each 
plurality of feature amount vectors in each pixel of the input node . Each node performs a predetermined calculation on 
image 20 , which is obtained by the feature region extraction the added value to output the result . 
part 2. The feature amount vector referred to herein is a pixel 45 FIG . 8 is an explanatory diagram schematically showing 
value of a pixel corresponding to each pixel of the input an output layer of the neural network which constitutes the 
image 20 with respect to all the filters constituting the defect candidate output part 5. In this example , it is assumed 
convolution layers 21 to 23. Therefore , with respect to each that the number of pixels of the coupled layer is k and the 
pixel of the input image 20 , the two - class classification part number of nodes of the output layer is 10. Reference 
3 determines whether the respective pixel is a defective pixel 50 numerals 51-1 to 51 - k denote pixels of the coupled layer , 
or a pixel at a normal portion on the basis of the arrangement reference numerals 52-1 to 52-10 denote nodes of the output 
distribution of pixel values of all the filters corresponding to layer , and defects ( 1 ) to ( 10 ) denote types ( classes ) of the 
the respective pixel . defects . Reference numeral 50 is a bias output part for 
An example of the two - class classification part 3 may outputting a bias value to be added to the integrated value . 

include software that executes a support vector machine 55 Each of the nodes 52-1 to 52-10 corresponds to 10 types 
( SVM ) , or the like . of defects . An output value ( a calculated value ) outputted 
An example of the output result of the two - class classi from each of the nodes 52-1 to 52-10 is a value of 0 to 1. This 

fication part 3 is shown in FIG . 6. In FIG . 6 , a square region outputted value is a numerical value indicating a degree of 
corresponds to the region of the input image 20 constituted correctness of defects listed as candidates in the defect 
by the nxn pixel groups , and D indicates defect regions ( D 60 candidate output part 5. Here , “ 1 ” indicates 100 % as esti 
is representatively shown with respect to only two defect mated by the neural network , “ O ” indicates that it is impos 
regions ) . The defect region D is an aggregate of black pixels sible as a candidate for a defect . For example , assuming that 
which are , for example , defective pixels , which is shown in the output value of the node 52-1 is “ 0.8 ” , it means that a 
white in FIG . 6. The image data shown in FIG . 6 corre probability that the type of defect is the type of defect 
sponds to binarized image data ( referred to as “ binarized 65 corresponding to the node 52-1 is 80 % . 
data " ) 30 shown in FIG . 4. The binarized data 30 corre In this manner , a candidate for the type of defect and a 
sponds to the second image data shown in FIG . 3 . score which can also be referred to as a probability indicat 
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ing the degree of correctness are obtained by the neural system created beforehand . To do this , the second estimation 
network ( the detect candidate output part 5 ) . Then , the type part 6 includes an attribute extraction part for extracting the 
of defect estimated in the first estimation part 4 is selected attribute of the defect region , a defect position detection part 
by the selection part 41 shown in FIG . 4 on the basis of the for detecting the position of the detect region on the wafer 
candidate for the type of defect and the score . The selection 5 W , and a rule - based system . Examples of the attribute of the 
result is outputted as an estimation result . defect region may include the shape , area , length dimension , 
A case in which three types of “ center mode ” , “ hot spot ” , width dimension , circumference length , extending direction , 

and “ comet ” are cited as candidates for types of defects in an average value of grayscale values , and the like . Examples 
the neural network will be described as a specific example of the shape of the defect region may include a degree of 
of the estimation procedure in the first estimation part 4. 10 circularity of the defect region and a degree of unevenness 
Various types of defects including these three types of around the defect region . 
defects will be described later in detail . An example of a method of obtaining the length dimen 
As an example of a selection method , the selection part 41 sion of the defect region and the like is described below . 

may select the first candidate as the estimation result when The length dimension of the defect region corresponds to 
a score of a first candidate is equal to or greater than a 15 a length of the major axis of an equivalent ellipse . The length 
threshold value Sa ( e.g. , 0.9 ) and a difference between the of the major axis is obtained by the following method . 
score of the first candidate and a score of the second First , a gravity center Gx in an X - axis direction and a 
candidate is equal to or greater than a threshold value Sb gravity center Gy in a Y - axis direction of the defect region 
( e.g. , 0.25 ) . are obtained , and then a variance Ax in the X - axis direction 
< Case 1 > 20 ( a value obtained by squaring a difference between an X - axis 
First candidate = center mode ( score is 0.92 ) coordinate position and the gravity center Gx for each pixel 
Second candidate = hot spot ( score is 0.64 ) and summing up the squared values for each pixel ) , a 
Third candidate = comet ( score is 0.46 ) variance Ay in the Y - axis direction , and a covariance Axy in 
In this case , the score of the first candidate is equal to or the X - Y axis ( a value obtained by integrating the difference 

greater than the threshold Sa ( 0.9 ) . Since the difference 25 between the X - coordinate position and the gravity center Gx 
between the first candidate and the second candidate is 0.28 and a difference between a Y - coordinate position and the 
which is equal to or greater than the threshold Sb ( 0.25 ) , the gravity center Gy for each pixel and summing up the 
" center mode ” is outputted as the estimation result . integrated values ) are obtained . The length of the major axis 
< Case 2 > is obtained by the following equation . 
First candidate = center mode ( score is 0.92 ) Length of major axis = 21 / 2x [ Ax + Ay + { ( Ax - Av ) + 
Second candidate = hotspot ( score is 0.88 ) 4Axy ? } 1/2 ] 1/2 
Third candidate = comet ( score is 0.46 ) The width dimension of the defect region corresponds to , In this case , since the score of the first candidate is equal for example , a length of the minor axis of the equivalent to or greater than the threshold value Sa ( 0.9 ) but the ellipse . The length of the minor axis is obtained by the difference between the first candidate and the second can- 35 following equation . didate is 0.04 which is less than the threshold value Sb 

( 0.25 ) , " classification impossible ” is outputted as the esti Length of minor axis = 21 / 2x [ Ax + Ay - { ( Ax - Ay ) 2+ 
mation result . 4Axy ? } 12 ] 1/2 
< Case 3 > The extending direction of the defect region is a direction 
First candidate = center mode ( score is 0.84 ) 40 in which the major axis of the equivalent ellipse extends . 
Second candidate = hot spot ( score is 0.55 ) The degree of circularity of the defect region is a value 
Third candidate = comet ( score is 0.43 ) represented by , for example , 4ax ( area of defect region ) 
In this case , since the difference between the first candi ( circumferential length of defect region ) ? 

date and the second candidate is 0.29 , which is equal to or The degree of unevenness around the defect region is , for 
greater than the threshold value Sb ( 0.25 ) , but the score of 45 example , ( area of defect region ) / ( area of convex hull of 
the first candidate is less than the threshold value Sa ( 0.9 ) , defect region ) . The area of the convex hull is the smallest 
" classification impossible ” is outputted as the estimation convex polygon which encompasses all the pixels of the 
result . defect region . The position ( position information of the 

The selection method is not limited to the above example . defect region on the wafer W is , for example , a coordinate 
For example , a method in which whether defect classifica- 50 position on the wafer W and / or a distance from the center of 
tion of the first candidate is outputted or handled as classi the wafer W. 
fication impossible on the basis of only whether the differ The rule - based system includes , for example , a rule 
ence between the first candidate and the second candidate is ( conditional expression ) defined for each type of defect , and 
equal to or greater than the threshold value may be used . estimates the type of defect by comparing the attribute and 

Furthermore , the first estimation part 4 may select a first 55 position of the defect region with the rule . 
candidate ( a candidate with the highest score ) among can An example of the rule is as follows . 
didates for the types of defects outputted by the neural In the case where defect is " center mode ” , 
network ( the defect candidate output parts ) as the estimation IF ( distance from center is between thresholds S1 and S2 ) , 
result , without performing the selection process by the IF ( area is between thresholds S3 and S4 ) , and 
selection part 41 . IF ( degree of circularity is between thresholds S5 and S6 ) 

Returning to FIG . 4 , the second estimation part 6 sequen > The type of defect is the center mode . 
tially extracts the defect regions one by one on the basis of In the case where detect is “ hot spot ” , 
the binarized data as the second image data , obtains an IF ( area is between thresholds T1 and T2 ) , 
attribute of each defect region and a position ( position IF ( degree of circularity is between thresholds T3 and T4 ) , 
information ) of each defect region on the wafer W , and 65 and 
estimates the type of defect for each defect region by IF ( average value of grayscale value is between thresholds 
comparing the attribute and the position with a rule - based T5 and T6 ) 

60 
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? The type of defect is the hot spot . 6 , and the comprehensive determination part 7 shown in 
Similarly , other defects are defined in such a manner that FIG . 9 may correspond to storage parts that stores softwares 

IF ( ... ) , IF ( ... ) and ... > the type of defect is OOO . for executing the respective processes described above . In 
For example , the number of types of defects is assumed the second estimation part 6 , the attribute extraction part , the 

to be 10 and conditional expressions corresponding to the 5 defect position detection part , and the rule - based system as 
ten types of defects are assumed to be defined as conditional described above are denoted by reference numerals 61 , 62 , 
expressions 1 to 10. In this case , the rule - based system and 63 , respectively . The rule - based system 61 includes the 
determines whether defect regions to be estimated match the above - described rule ( conditional expression ) and an infer 
conditional expressions 1 to 10 on the basis of the detected ence engine for inferring using the rule . 
attribute and position . If it is determined that there is the 10 Reference numerals 92 , 93 and 94 denote storage parts . 
matched conditional expression , the type of defect corre The storage part 92 stores the picked - up image and data 
sponding to the respective conditional expression becomes obtained by being preprocessed by the first preprocessing 
the estimation result . If it is determined that there is no part 12. The storage part 93 stores the first image data and 
matched conditional expression , classification impossible is the second image data , and also serves as a first storage part 
outputted as the estimation result . Further , the priority of 15 and a second storage part . The storage part 94 stores the 
conditional expressions may be determined in advance . In a estimation result obtained by the first estimation part 4 and 
case where there is a plurality of matched conditional the estimation result obtained by the second estimation part 
expressions , the type of defect corresponding to a respective 6. Reference numeral 95 is an operation screen of the 
conditional expression having the higher priority becomes computer and also serves as the display part 71 . 
the estimation result . Each of the above - described softwares is stored in a 

Returning to FIG . 4 , the comprehensive determination storage medium such as a flexible disk , a compact disk , a 
part 7 performs a comprehensive determination with respect hard disk , a magneto - optical ( MO ) disk , a memory card , and 
to the type of defect on the basis of the estimation result of the like , and is installed from the storage medium on each of 
the first estimation part 4 using the deep learning system and the storage parts 12 , 2 , 3 , 40 , 4 , 6 , and 7 . 
the estimation result of the second estimation part 6 using 25 Next , the overall operation of the above - described 
the rule - based system . The comprehensive determination is embodiment related to the substrate defect inspection appa 
to finally determine whether a defect region as a determi ratus and the substrate defect inspection method will be 
nation target has any type of defect . summarized mainly with reference to the description of FIG . 

For the sake of convenience in illustration of the com 4 . 
prehensive determination , the estimation result of the first 30 An image ( the picked - up image ) of the entire wafer W as 
estimation part 4 is referred to as a deep learning ( DL ) a substrate , which is picked up by the imaging part 807 , is 
classification , and the estimation result of the second esti subjected to the enhancement process and a reduction pro 
mation part 6 is referred as a rule - based classification . cess by the first preprocessing part 12 , and is inputted as the 
An example of the comprehensive determination method input image 20 ( see FIG . 5 ) to the feature region extraction 

is as follows . 35 part 2 using the deep learning system . The input image 20 is 
When the DL classification and the rule - based classifica subjected to the convolution process in the feature region 

tion are the same , the estimation result is adopted as it is as extraction part 2 so that a pixel value of each pixel on a filter 
the determination result . is obtained with respect to each pixel of the input image 20 . 

Priority of the DL classification and the rule - based clas Subsequently , the two - class classification part 3 determines 
sification is set for each type of defect in advance to 40 whether a respective pixel is a defective pixel according to 
determine which of the DL classification and the rule - based the arrangement distribution of pixel values in a group of 
classification is to be adopted as the estimation result . In a pixel values of the filter corresponding to each pixel of the 
case where the DL classification and the rule - based classi input image 20 , and obtains a binarized data ( the second 
fication are different from each other , the respective estima image data ) ( see FIG . 6 ) . 
tion result is outputted according to the priority . The binarized data is subjected to a preprocess in the 

The precision of the DL classification is greatly influenced second preprocessing part 40. In other words , based on the 
by preliminary learning . Thus , the DL classification related binarized data and the picked - up image ( the input image 20 ) 
to estimation of defect classification according to insufficient preprocessed by the first preprocessing part 12 , an image 
learning has a low priority ( the rule - based classification has ( the first image data ) which is a rectangular image including 
priority ) , whereas the DL classification related to estimation 50 one defect region and includes the pixel values of the R 
of defect classification according to sufficient learning has a component , the G component , and the B component , is 
high priority ( the DL classification has priority ) . In order to obtained . Based on the first image , the first estimation part 
implement such a determination method , for example , a 4 obtains data by associating a candidate for the type of 
priority matrix table shown in FIG . 12 can be used . defect corresponding to the defect region with values indi 

If the type of defect in the defect region as a determination 55 cating the degree of correctness by using the deep learning 
target is determined based on the priority matrix table shown system . The first estimation part 4 outputs the estimation 
in FIG . 12 by the comprehensive determination part 7 , the result of the type of defect on the basis of the obtained data . 
determination result is displayed on the display part 71 . On the other hand , the second estimation part 6 obtains 
Specific examples of the display of the determination result the attribute of one defect region and the position of the 
and the type of defect will be described in an operation 60 respective defect region on the wafer W , and estimates the 
description to be described later . type of defect corresponding to the respective defect region 
A configuration of a computer corresponding to the block by using the rule - based system on the basis of information 

diagram of FIG . 4 is shown in FIG . 9. Reference numeral 90 thus obtained . The comprehensive determination part 7 , 
is a bus and reference numeral 91 is a CPU . The first based on the estimation result of the first estimation part 4 
preprocessing part 12 , the feature region extraction part 2 , 65 and the estimation result of the second estimation part 6 , 
the two - class classification part 3 , the second preprocessing comprehensively determines the type of defect with refer 
part 40 , the first estimation part 4 , the second estimation part ence to the priority matrix table shown in FIG . 12 . 

45 



20 

US 10,818,004 B2 
13 14 

In the case where the binarized data includes a plurality of In the above - described embodiment , the rule - based sys 
defect regions , the first estimation part 4 and the second tem creates the conditional expression on the basis of the 
estimation part 6 estimate the plurality of defect regions detected attribute and position of the defect region as an 
sequentially one by one , and perform the comprehensive estimation object . However , the rule - based system may 
determination on the basis of respective estimation results . 5 create the condition expression using only the attribute 
FIG . 10 shows an example in which the results of the without using the position . The attribute of the defect region 
comprehensive determination are displayed on the display used in the conditional expression may be at least one of a 
part 71. In FIG . 10 , P1 to P6 indicate , for example , positions shape , an area , a length dimension , a width dimension , a 
of defects on the wafer in the picked - up image . The types of circumference length , and an extending direction . For 
defects respectively corresponding to the positions P1 to P6 10 example , in the conditional expressions created for each type 
are shown in the vicinity of the outline of the wafer W. of defect , only the shape of the defect region may be 

included in the attribute of the defect region . Here , an example of the type of defect and the state ( or The binarized data corresponding to the second image cause ) of the detect will be given as follows . data is not limited to one created by the above - described Scratch : the front surface of the wafer W is scratched 15 embodiment . As an example , the binarized data may be Comet : this is a coating spot portion caused when air created by binarizing values of received light intensity bubbles present in a dropped resist solution in a case where ( degree of grayscale ) of the respective R component , G 
the resist is spin - coated ( rotational coating process ) on the component , and B component represented for each pixel of 
front surface of the wafer W. The coating spot portion tends the picked - up image by using a threshold value . 
to have thinner film thickness than the surrounding . Further , the deep learning system used in the feature 

Arcing : this is a defect that causes a discharge phenom region extraction part 2 and the defect candidate output part 
enon in which an electrical arc occurs on the front surface 5 is not limited to the convolution neural network , and other 
( or the back surface ) of the wafer W during in a plasma deep learning systems may be used . 
process , and the front surface ( or the back surface ) is likely According to the present disclosure , on the basis of a first 
to be burnt . 25 image data which is created based on a picked - up image 

Center mode : this is a defect caused when the position of obtained by picking up an image of a substrate and includes 
a resist nozzle deviates from the rotational center position of a defect region and a surrounding region of the detect region , 
the wafer W while a resist is spin - coated ( spin coating in which a pixel value ( grayscale value ) corresponding to a 
process ) on the front surface of the wafer W. grayscale is assigned to each pixel , a type of defect is 

Hot spot : this is a defect caused by defocus in the 30 estimated using deep learning system . In addition , on the 
exposure device , and occurs when foreign matter presents basis of an attribute of the defect region extracted from a 
between a wafer stage inside the exposure device and the second image data which is created based on the picked - up 
back surface of the wafer W. image and is obtained by binarizing the defect region in 

FIGS . 11A to 11D show the states of four types of detects which defect is generated and the surrounding region of the 
on behalf of various types of defects . FIG . 11A shows the 35 defect region , the type of defect is estimated using a rule 
comet , FIG . 11B shows the scratch , FIG . 11C shows the hot based system . The type of defect is comprehensively deter 
spot , and FIG . 11D shows the arcing . In FIGS . 11A to 11D , mined on the basis of an estimation result obtained by the 
vertical and horizontal lines within a frame are scribe lines . deep learning system and an estimation result obtained by 

In the above embodiment , the type of defect is determined the rule - based system . Therefore , it is possible to determine 
by using , in combination , the estimation of the defect 40 the type of defect generated in the substrate with high 
classification by the deep learning system and the estimation accuracy . 
of the defect classification by the rule - based system based on While certain embodiments have been described , these 
the attribute of the defect region and the position of the embodiments have been presented by way of example only , 
detect region on the wafer W. Accordingly , it is possible to and are not intended to limit the scope of the disclosures . 
determine the type of defect occurring on the wafer W with 45 Indeed , the embodiments described herein may be embodied 
high accuracy . Since the binarized data is also created using in a variety of other forms . Furthermore , various omissions , 
the deep learning system on the basis of the picked - up substitutions and changes in the form of the embodiments 
image , it is possible to extract a defect region with high described herein may be made without departing from the 
accuracy by performing sufficient learning . This increases spirit of the disclosures . The accompanying claims and their 
the determination accuracy of the type of detect . 50 equivalents are intended to cover such forms or modifica 
A modification of the present disclosure will be described tions as would fall within the scope and spirit of the 

below . disclosures . 
As described at the beginning of the embodiment of the What is claimed is : 

substrate defect inspection apparatus , the present disclosure 1. A substrate defect inspection apparatus for classifying 
may be configured to obtain a picked - up image by picking 55 a defect generated in a substrate based on a picked - up image 
up an image of a substrate with a monochrome camera . In as an inspection object which is obtained by picking up an 
this case , the input image 20 shown in FIG . 5 and the first image of the substrate , comprising : 
image data which is the output data of the second prepro a first storage pail configured to store a first image data for 
cessing output part 40 shown in FIG . 4 are monochrome defect classification determination , wherein the first 
images . Similarly to color images , the monochrome images 60 image data is cut out from an image created based on 
can be processed by using pixel values ( grayscale values ) for the picked - up image and includes a defect region in 
each pixel . which the defect is generated and a surrounding region 

Further , even if the picked - up image is a color image , the of the defect region , and a pixel value is assigned to 
input image 20 and the first image data may be created using each of a plurality of pixels of the first image data ; 
one or two of the R component , the G component , and the 65 a first estimation part configured to estimate a first type of 
B component , and processing may be performed based on defect by using a deep learning system , based on the 
the created result . first image data stored in the first storage part ; 
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a second storage part configured to store a second image and a B component is assigned to each of the plurality of 
data for defect classification estimation , wherein the pixels of the first image data . 
second image data is created based on the picked - up 8. The substrate defect inspection apparatus of claim 1 , 
image and is obtained by expressing the defect region wherein the comprehensive determination part is configured 
in which the defect is generated and the surrounding 5 to determine the type of defect based on a rule for deter 
region of the defect region by a binarized data ; mining one of the first type of defect and the second type of a second estimation part configured to estimate a second defect with priority when the first type of defect estimated by type of defect by using a rule - based system , based on the first estimation part and the second type of defect an attribute of the defect region extracted from the estimated by the second estimation part are different from second image data stored in the second storage part ; 10 each other . and 9. A substrate defect inspection method for classifying a a comprehensive determination part configured to com 
prehensively determine a type of defect based on the defect generated in a substrate , based on a picked - up image 
first type of defect estimated by the first estimation part as an inspection object which is obtained by picking up an 
and the second type of defect estimated by the second 15 image of the substrate , the method comprising : 
estimation part ; a first estimating process of estimating a first type of 

a feature region extraction part and a two - class classifi defect by using a deep learning system , based on a first 
cation part configured to use the deep learning system image data for defect classification determination , 
to create the second image data , wherein the first image data is cut out from an image 

wherein the feature region extraction part includes an 20 created based on the picked - up image and includes a 
image data corresponding to the picked - up image , of defect region in which the defect is generated and a 
which the pixel value is assigned to each of the plurality surrounding region of the defect region , a pixel value is 
of pixels , as an input data , the feature region extraction assigned to each of a plurality ' of pixels of the first 
part including a plurality of convolution layers , each of image data ; 
which is provided with a plurality of filters , the plural- 25 a second estimating process of estimating a second type of 
ity of pixels being arranged in a matrix form in each of defect by using a rule - based system , based on a second 
the plurality of filters , and image data for defect classification estimation which is 

wherein the two - class classification part is configured to created based on the picked - up image and is obtained 
use a data obtained by associating pixels obtained by a by expressing the defect region in which the defect is 
convolution process in each of the plurality of convo- 30 generated and the surrounding region of the defect 
lution layers with calculation values which are results region by a binarized data , and an attribute of the defect 
of the convolution process , to classify whether each of region extracted from the second image data ; and 
the plurality of pixels is a pixel corresponding to the a comprehensive determining process of comprehensively 
defect or a pixel corresponding to a normal portion determining a type of defect based on the first type of 
based on an arrangement distribution of the calculation 35 defect estimated by the first estimating process and the 
values of the plurality of convolution layers for each of second type of defect estimated by the second estimat 
the plurality of pixels , and to obtain the second image ing process ; 
data for defect classification estimation . a feature region extraction part and a two - class classifi 

2. The substrate defect inspection apparatus of claim 1 , cation part configured to use the deep learning system 
wherein the first estimation part is configured to estimate a 40 to create the second image data , 
plurality of candidates for the first type of defect using the wherein the feature region extraction part includes an 
deep learning system based on the first image data , obtain a image data corresponding to the picked - up image , of 
data by associating the plurality of candidates estimated for which the pixel value is assigned to each of the plurality 
the first type of defect with a numerical value indicating a of pixels , as an input data , the feature region extraction 
degree of correctness of each of the plurality of candidates , 45 part including a plurality of convolution layers , each of 
and estimate the first type of defect based on the obtained which is provided with a plurality of filters , the plural 
data . ity of pixels being arranged in a matrix form in each of 

3. The substrate detect inspection apparatus of claim 1 , the plurality of filters , and 
wherein the second estimation part is configured to estimate wherein the two - class classification part is configured to 
the second type of defect using the rule - based system , based 50 use a data obtained by associating pixels obtained by a 
on the attribute and a position of the detect region . convolution process in each of the plurality of convo 

4. The substrate defect inspection apparatus of claim 1 , lution layers with calculation values which are results 
wherein the attribute of the defect region is at least one of a of the convolution process , to classify whether each of 
shape , an area , a length dimension , a width dimension , a the plurality of pixels is a pixel corresponding to the 
circumference length , and an extending direction . defect or a pixel corresponding to a normal portion 

5. The substrate defect inspection apparatus of claim 4 , based on an arrangement distribution of the calculation 
wherein the attribute of the defect region includes the shape , values of the plurality of convolution layers for each of 
and the shape includes a degree of circularity of the defect the plurality of pixels , and to obtain the second image 
region and a degree of unevenness around the defect region . data for defect classification estimation . 

6. The substrate defect inspection apparatus of claim 1 , 60 10. The substrate detect inspection method of claim 9 , 
further comprising : wherein the first estimating process includes : 

a preprocessing part configured to create the first image estimating a plurality of candidates for the first type of 
data based on the second image data for defect classi defect using the deep learning system ; 
fication estimation expressed by the binarized data and obtaining a data by associating the plurality of candidates 
the picked - up image . estimated for the first type of defect with a numerical 

7. The substrate defect inspection apparatus of claim 1 , value indicating a degree of correctness of each of the 
wherein the pixel value of an R component , a G component , plurality of candidates ; and 

55 
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estimating the first type of defect based on the obtained 

data . 
11. The substrate defect inspection method of claim 9 , 

wherein the second estimating process includes estimating 
the second type of defect using the rule - based system , based 5 
on the attribute and a position of the defect region . 

12. The substrate defect inspection method of claim 9 , 
wherein the attribute of the defect region is at least one of a 
shape , an area , a length dimension , a width dimension , a 
circumference length , and an extending direction . 

13. The substrate defect inspection method of claim 9 , 
further comprising : creating the first image data based on the 
second image data for defect classification estimation 
expressed by the binarized data and the picked - up image . 

14. A non - transitory computer - readable storage medium 15 
that stores a software used in an apparatus for classifying a 
defect generated in a substrate based on a picked - up image 
as an inspection object which is obtained by picking up an 
image of the substrate , wherein the software includes a 
program having a group of instructions for executing the 20 
substrate detect inspection method of claim 9 . 
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