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OPTICAL FINGERPRINT SENSOR WITH
NON-TOUCH IMAGING CAPABILITY

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This patent document is a continuation of U.S.
patent application Ser. No. 15/983,034, filed on May 17,
2018, which claims the benefits and priority of U.S. Provi-
sional Patent Application No. 62/507,779, filed on May 17,
2017. The entire contents of the before-mentioned patent
applications are incorporated by reference as part of the
disclosure of this patent document.

TECHNICAL FIELD

[0002] This patent document generally relates to finger-
print recognition and its applications for securely accessing
an electronic device or an information system.

BACKGROUND

[0003] Fingerprints can be used to authenticate users for
accessing electronic devices, computer-controlled systems,
electronic databases or information systems, either used as
a stand-alone authentication method or in combination with
one or more other authentication methods such as a pass-
word authentication method. For example, electronic
devices including portable or mobile computing devices,
such as laptops, tablets, smartphones, and gaming systems
can employ user authentication mechanisms to protect per-
sonal data and prevent unauthorized access. In another
example, a computer or a computer-controlled device or
system for an organization or enterprise should be secured to
allow only authorized personnel to access for protecting the
information or the use of the device or system for the
organization or enterprise. The information stored in por-
table devices and computer-controlled databases, devices or
systems, may be personal in nature, such as personal con-
tacts or phonebook, personal photos, personal health infor-
mation or other personal information, or confidential infor-
mation for proprietary use by an organization or enterprise,
such as business financial information, employee data, trade
secrets and other proprietary information. If the security of
the access to the electronic device or system is compro-
mised, these data may be accessed by others, causing loss of
privacy of individuals or loss of valuable confidential infor-
mation. Beyond security of information, securing access to
computers and computer-controlled devices or systems also
allows safeguard the use of devices or systems that are
controlled by computers or computer processors such as
computer-controlled automobiles and other systems such as
ATMs.

[0004] Secured access to a device such as a mobile device
or a system such as an electronic database and a computer-
controlled system can be achieved in different ways, includ-
ing, for example, using user passwords. A password, how-
ever, may be easy to be spread or obtained and this nature
of passwords can reduce the level of the security. Moreover,
a user needs to remember a password to use electronic
devices or systems, and, if the user forgets the password, the
user needs to undertake certain password recovery proce-
dures to get authenticated or otherwise regain the access to
the device and such processes may be burdensome to users
and have various practical limitations and inconveniences.
The personal fingerprint identification can be utilized to
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achieve the user authentication for enhancing the data secu-
rity while mitigating certain undesired effects associated
with passwords.

[0005] Electronic devices or systems, including portable
or mobile computing devices, may employ user authentica-
tion mechanisms to protect personal or other confidential
data and prevent unauthorized access. User authentication
on an electronic device or system may be carried out through
one or multiple forms of biometric identifiers, which can be
used alone or in addition to conventional password authen-
tication methods. One form of biometric identifiers is a
person’s fingerprint pattern. A fingerprint sensor can be built
into an electronic device or an information system to read a
user’s fingerprint pattern so that the device can only be
unlocked by an authorized user of the device through
authentication of the authorized user’s fingerprint pattern.

SUMMARY

[0006] The examples of implementations described in this
patent document provide fingerprint sensor designs that use
optical sensors for sensing fingerprints. The described fin-
gerprint sensor designs can be used in various devices,
systems or applications, including mobile applications, and
various wearable or portable devices (e.g., smartphones,
tablet computers, wrist-worn devices), larger electronic
devices or systems.

[0007] Certain implementations of the disclosed optical
sensors allow for capturing images of a user’s finger when
the finger is near but not in contact with a device such as a
mobile phone or tablet or other system and when the finger
is in contact with the device to enable advanced fingerprint
authentication features including more advanced and robust
anti-spoof features for enhancing the access security.
[0008] In one aspect, for example, a method is provided
for authenticating a user for accessing an electronic device
by using an optical sensor module placed underneath an
extended section of a top transparent layer of the electronic
device and located adjacent to one end of a display panel
placed underneath the top transparent layer. This method
includes operating one or more probe light sources of the
optical sensor module to produce probe light to illuminate a
portion of the top transparent layer and an adjacent area
above the top transparent layer above the display panel;
operating an optical sensor array of optical detectors of the
optical sensor module to detect reflected light from an object
that is present above the top transparent layer and is not in
contact with the top transparent layer to determine the
presence of the object; and operating the one or more probe
light sources and the optical sensor array to perform a first
optical fingerprint sensing operation when the presence of
the object is detected while the object is not in contact with
the top transparent layer to capture one or more first optical
images of the object to determine whether the captured one
or more first optical images of the object contain a first
stored fingerprint of a finger of an authorized user previously
obtained from the authorized user by operating the one or
more probe light sources and the optical sensor array when
the finger of the authorized user was not in contact with the
top transparent layer. In this method, an access to the
electronic device is denied when the captured one or more
first optical images of the object are determined not to
contain the first stored fingerprint of the authorized user;
and, when the first optical fingerprint sensing operation
determines that the captured one or more first optical images
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of the object in the first optical fingerprint sensing operation
are determined to contain the fingerprint of an authorized
user, the one or more probe light sources and the optical
sensor array are operated to perform a second optical fin-
gerprint sensing operation when the object is in contact with
the top transparent layer to capture one or more second
optical images of the object to determine whether the
captured one or more second optical images of the object
contain a second stored fingerprint of the finger of the
authorized user previously obtained from the authorized user
by operating the one or more probe light sources and the
optical sensor array when the finger of the authorized user
was in contact with the top transparent layer. This method
also includes denying an access to the electronic device
when the captured one or more second optical images of the
object are determined not to contain the second stored
fingerprint of the authorized user; and granting an access to
the electronic device when the captured one or more second
optical images of the object are determined to contain the
second stored fingerprint of the authorized user.

[0009] The above method can be implemented in various
ways and can include various features. For example, the
method can include operating a touch sensor formed under-
neath the top transparent layer to determine whether an
object is in contact with the top transparent layer. For
example, the method can include operating the one or more
probe light sources of the optical sensor module to emit the
probe light at an optical wavelength that penetrates into a
human skin surface so that the optical sensor module cap-
tures images containing tissue structures below the skin
surface to provide anti-spoof fingerprint sensing, and, may
also include operating the one or more probe light sources of
the optical sensor module to emit the probe light at an
infrared (IR) optical wavelength that penetrates into a
human skin surface.

[0010] For example, the method can include operating the
one or more probe light sources of the optical sensor module
to emit the probe light at two or more different optical
wavelengths at which a human live finger exhibits different
optical properties; and operating the optical sensor array to
measure returned probe light at the two or more different
wavelengths to compare an extinction ratios of the probe
light at the two or more different wavelengths to determine
whether the object is a finger from a live person. In this
regard, the method may further include operating the optical
sensor module to measure both (1) extinction ratios of the
probe light at the two or more different wavelengths and (2)
time-domain evolution of a press force from the object in
contact with the top transparent layer to determine whether
the received contact is from a live person.

[0011] For example, the method can include operating the
display panel to display a marked fingerprint sensing area
visible to a user below the area where the probe light is
projected to indicate to a user where to place a finger for
fingerprint sensing. The marked fingerprint sensing area is
adjacent to the optical sensor module to allow the optical
sensor module to receive returned probe light while a user
finger is above the marked fingerprint sensing area and
further allows the optical sensor module to capture returned
light from a portion of a user finger when in contact with the
marked fingerprint sensing area.

[0012] In another aspect, the disclosed technology can be
implemented to provide an electronic device having an
optical fingerprint sensing module. This device can include
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a display panel that displays images and contents and
receives user contact inputs; and a top transparent layer
formed over the display panel to provide a touch interface
for receiving a user contact input and to allow viewing of the
displayed images and contents of the display panel in which
the top transparent layer includes an extended section
extending beyond at least one end of the display panel. An
optical sensor module is placed underneath the extended
section of the top transparent layer and located adjacent to
the one end of the display panel and the optical sensor
module includes one or more probe light sources to produce
probe light to illuminate the extended section of the top
transparent layer and an adjacent area above the top trans-
parent layer above the display panel so as to illuminate an
object above or in contact with the top transparent layer for
optical sensing, and an optical sensor array including optical
detectors to detect reflected light from the object above or in
contact with the top transparent layer to detect both (1) a first
signal to provide a first indication of whether the object is a
finger of an authorized user and (2) a second different signal
to provide a separate second indication of whether the object
is a finger of an authorized user. The device further includes
an optical sensor controller coupled to the optical sensor
module to control operations of the one or more probe light
sources and the optical sensor array to trigger capturing of
different images of the object including an image of the
object when the object is above the top transparent layer
without contacting the top transparent layer as part of the
first signal and another image of the object when the object
is in contact with the top transparent layer as part of the
second signal. In this device, the optical sensor controller
processes the captured images of the object, including both
the captured image of the object when the object is above the
top transparent layer without contacting the top transparent
layer as part of the first signal and the other captured image
of the object when the object is in contact with the top
transparent layer as part of the second signal, to determine
whether the object is a finger of an authorized user for the
electronic device.

[0013] The above device can be implemented in various
ways and can include various features. For example, in the
device, the one or more probe light sources of the optical
sensor module are configured to emit the probe light at an
optical wavelength that penetrates into a human skin sur-
face, the optical sensor array captures images formed by the
probe light at the optical wavelength that penetrates into a
human skin surface and containing tissue structures below
the skin surface, and the optical sensor controller processes
a captured image of the object at the optical wavelength that
penetrates into a human skin surface containing tissue
structures below the skin surface to include information on
the tissue structures below the skin surface as part of
determination of whether the object is a finger of an autho-
rized user for the electronic device to provide anti-spoof
fingerprint sensing. In addition, the one or more probe light
sources of the optical sensor module may be configured to
emit the probe light at an infrared (IR) optical wavelength
that penetrates into a human skin surface.

[0014] For example, in the device, the one or more probe
light sources of the optical sensor module can be configured
to emit the probe light at an optical wavelength that pen-
etrates into a human skin surface, the optical sensor array
captures (1) images formed by the probe light at the optical
wavelength that penetrates into a human skin surface and
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containing tissue structures below the skin surface, and (2)
images representing a surface pattern of the skin surface
such as a fingerprint pattern of ridges and valleys of a finger,
and the optical sensor controller processes (1) the images
formed by the probe light at the optical wavelength that
penetrates into a human skin surface and containing tissue
structures below the skin surface, and (2) the images rep-
resenting a surface pattern of the skin surface such as a
fingerprint pattern of ridges and valleys of a finger to form
a 3-dimensional profile for determination of whether the
object is a finger of an authorized user for the electronic
device to provide anti-spoof fingerprint sensing.

[0015] For example, in the device, the optical sensor
controller coupled to the optical sensor module can be
operable to trigger capturing of different images of the object
when object is above the top transparent layer without
contacting the top transparent layer and is approaching the
top transparent layer, when the object is in contact with the
top transparent layer, and when the object is moving away
from the top transparent layer.

[0016] For example, in the device, the one or more probe
light sources of the optical sensor module can be structured
to emit the probe light at two or more different optical
wavelengths at which a human live finger exhibits different
optical properties; and the optical sensor controller is struc-
tured to measure returned probe light at the two or more
different wavelengths to compare an extinction ratios of the
probe light at the two or more different wavelengths to
determine whether the object is a finger from a live person.
In addition, the optical sensor module may be structured to
measure both (1) extinction ratios of the probe light at the
two or more different wavelengths and (2) time-domain
evolution of a press force from the object in contact with the
top transparent layer to determine whether the received
contact is from a live person.

[0017] For example, in implementing the above device,
the display panel may be in various display configurations,
including a liquid crystal display (LCD) panel, an organic
light emitting diode (OLED) display panel, or an active
matrix organic light emitting diode (AMOLED) display
panel.

[0018] For example, in the device, the optical sensor
module placed underneath the extended section of the top
transparent layer can be structured to project the probe light
from the one or more probe light sources over an area above
the display panel to allow capturing of returned probe light
from an object in the area above the display panel to capture
images of the object when the object is not in contact with
the top transparent layer. In this regard, the display panel
may be operated to display a marked fingerprint sensing area
visible to a user below the area where the probe light is
projected to indicate to the user where to place a finger for
fingerprint sensing, and the marked fingerprint sensing area
may be adjacent to the optical sensor module to allow the
optical sensor module to receive returned probe light while
a user finger is above the marked fingerprint sensing area
and further allows the optical sensor module to capture
returned light from a portion of a user finger when in contact
with the marked fingerprint sensing area. In addition, the
optical sensor module may include an optical imaging
aperture formed by a microlens that captures returned probe
light from an object to form an image from the captured
returned probe light on the optical sensor array, or an optical
imaging aperture formed by a pinhole that captures returned
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probe light from an object to form an image from the
captured returned probe light on the optical sensor array.
[0019] For example, in the device, the optical sensor
module may include (1) an optical imaging aperture for
capturing returned probe light to be imaged to the optical
sensor array, and (2) an optical probe light transparent
opening that is displaced away from the optical imaging
aperture and is above each optical probe light source to
export the probe light above the top transparent layer for
fingerprint sensing. The optical sensor module may also
include a color coating that interfaces with and is below the
top transparent layer to cover space between the optical
imaging aperture and each optical probe light transparent
opening, and the color coating may be at least partially
transparent to the probe light.

[0020] For example, in the device, the optical sensor
module can include an optical filter above the optical sensor
array to transmit the probe light while blocking background
light from reaching the optical sensor array. Specifically, the
optical filter may be structured to reduce infrared light from
reaching the optical sensor array.

[0021] For example, the device can further include a
trigger sensor separate from the optical sensor module and
located underneath the top transparent layer, the trigger
sensor being structured to sense presence of an object before
the object touches the top transparent layer and to trigger a
first optical fingerprint sensing operation by the optical
sensor module while the object is not in contact with the top
transparent layer. The optical sensor controller processes
captured optical images from the first optical fingerprint
sensing operation by the optical sensor module to determine
whether the object is a finger of an authorized user for the
electronic device and an access is denied when the deter-
mination based on the first optical fingerprint sensing opera-
tion is negative. When the determination based on the first
optical fingerprint sensing operation is positive, the optical
sensor module is operated to perform a second optical
fingerprint sensing operation by capturing fingerprint
images when the object contacts the top transparent layer to
further determine whether the object is a finger of an
authorized user for the electronic device and the access is
granted only after the determination of the second optical
fingerprint sensing operation is positive. In addition, the
trigger senor separate from the optical sensor module may
include a capacitive sensor that measures a capacitance
associated with the object positioned above the top trans-
parent layer; or the trigger senor separate from the optical
sensor module may include an ultrasound sensor that directs
a sound signal to the object and to detect a reflected sound
signal from the object positioned above the top transparent
layer.

[0022] For yet another example, the device can include a
support transparent layer formed below the top transparent
layer and engaged to the top transparent layer, the support
transparent layer including an opening underneath the
extended section of the top transparent layer and is located
adjacent to the one end of the display panel and the optical
sensor module can be placed inside the opening of the
support transparent layer underneath the extended section of
the top transparent layer. In this regard, the top transparent
layer and the support transparent layer may be glass trans-
parent substrates.

[0023] As yet another example, the device may include a
touch sensor formed underneath the top transparent layer
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and structured to determine whether an object is in contact
with the top transparent layer.

[0024] In another aspect, the disclosed technology can be
implemented provide optical fingerprint sensing by captur-
ing images in non-contact and contact configurations while
placing the optical sensor module at various positions in a
device. Specifically, a method is provided for authenticating
a user for accessing an electronic device by using an optical
sensor module of the electronic device to include operating
one or more probe light sources of the optical sensor module
to produce probe light to illuminate an adjacent area of the
electronic device; operating an optical sensor array of opti-
cal detectors of the optical sensor module to detect reflected
light from an object that is present in the illuminated
adjacent area to determine the presence of the object;
operating the one or more probe light sources and the optical
sensor array to perform a first optical fingerprint sensing
operation when the presence of the object is detected while
the object is not in contact with the electronic device to
capture one or more first optical images of the object to
determine whether the captured one or more first optical
images of the object contain a first stored fingerprint of a
finger of an authorized user previously obtained from the
authorized user by operating the one or more probe light
sources and the optical sensor array when the finger of the
authorized user was not in contact with the electronic
device; denying an access to the electronic device when the
captured one or more first optical images of the object are
determined not to contain the first stored fingerprint of the
authorized user; when the first optical fingerprint sensing
operation determines that the captured one or more first
optical images of the object in the first optical fingerprint
sensing operation are determined to contain the fingerprint
of an authorized user, operating the one or more probe light
sources and the optical sensor array to perform a second
optical fingerprint sensing operation when the object is in
contact with the electronic device to capture one or more
second optical images of the object to determine whether the
captured one or more second optical images of the obj ect
contain a second stored fingerprint of the finger of the
authorized user previously obtained from the authorized user
by operating the one or more probe light sources and the
optical sensor array when the finger of the authorized user
was in contact with the electronic device; denying an access
to the electronic device when the captured one or more
second optical images of the object are determined not to
contain the second stored fingerprint of the authorized user;
and granting an access to the electronic device when the
captured one or more second optical images of the object are
determined to contain the second stored fingerprint of the
authorized user.

[0025] The above method can be implemented in various
ways and can include various features. For example, the
optical sensor module can be located in a button of the
electronic device. In some implementations, the button of
the electronic device can be on a side facet of the electronic
device, a front side of the electronic device that includes a
display panel. The button of the electronic device can be
operable to perform another operation different from finger-
print sensing. The button of the electronic device may be a
power button for turning on power of the electronic device.
[0026] For example, in implementing the above method,
the electronic device can include a front side that includes a
display panel, a back side opposite to the front side, and side

Jul. 9, 2020

surfaces between the front and back sides. The optical sensor
module can be placed on a side surface of the electronic
device, or on the back side of the electronic device, or on the
front side of the electronic device. The optical sensor
module may also be placed in a button formed on a front side
of the electronic device and is located outside the display
panel.

[0027] For another example, the above method may
include operating the one or more probe light sources of the
optical sensor module to emit the probe light at an optical
wavelength that penetrates into a human skin surface so that
the optical sensor module captures images containing tissue
structures below the skin surface to provide anti-spoof
fingerprint sensing. The one or more probe light sources of
the optical sensor module may be configured to emit the
probe light at an infrared (IR) optical wavelength that
penetrates into a human skin surface.

[0028] For yet another example, the method may include
operating the one or more probe light sources of the optical
sensor module to emit the probe light at two or more
different optical wavelengths at which a human live finger
exhibits different optical properties; and operating the opti-
cal sensor array to measure returned probe light at the two
or more different wavelengths to compare an extinction
ratios of the probe light at the two or more different
wavelengths to determine whether the object is a finger from
a live person. In this regard, this method may further include
operating the optical sensor module to measure both (1)
extinction ratios of the probe light at the two or more
different wavelengths and (2) time-domain evolution of a
press force from the object in contact with the top transpar-
ent layer to determine whether the received contact is from
a live person.

[0029] The disclosed technology can be implemented to
provide other features.

[0030] Forexample, an electronic device having an optical
fingerprint sensing module is provided to include a display
panel that displays images and contents and receives user
contact inputs; and an optical sensor module placed under-
neath the display panel and configured to detect a presence
of a received contact input associated with a fingerprint to
generate a first signal indicative of an image of a spatial
pattern of the fingerprint and a second signal indicative of a
biometric marker that is different from the spatial pattern of
the fingerprint and represents a property of a live person, the
optical sensor module including an optical sensor array
positioned to receive reflected probe light that carries infor-
mation of the received contact input and to produce an
optical sensor signal. The optical sensor module captures
different fingerprint patterns at different times to monitor
time-domain evolution of the fingerprint ridge pattern.
[0031] For another example, an electronic device having
an optical fingerprint sensing module is provided to include
a display panel that displays images and contents and
receives user contact inputs; and an optical sensor module
placed underneath the display panel and configured to detect
a presence of a received contact input associated with a
fingerprint to generate a first signal indicative of an image of
a spatial pattern of the fingerprint and a second signal
indicative of a biometric marker that is different from the
spatial pattern of the fingerprint and represents a property of
a live person. The optical sensor module includes an optical
sensor array positioned to receive reflected probe light that
carries information of the received contact input and to
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produce an optical sensor signal. In some implementations,
the optical sensor module further includes an optical filter
layer between optical sensor array and the display panel to
reduce background light such as sunlight or ambient light.
[0032] For another example, an electronic device having
an optical fingerprint sensing function is provided to include
a touch receiving surface including a touch area for receives
a contact input; an optical sensor module that detects a
presence of a received contact input associated with a
fingerprint on the touch receiving surface to generate a first
signal indicative of an image of a spatial pattern of the
fingerprint and a second signal indicative of a biometric
marker that is different from the spatial pattern of the
fingerprint and represents a property of a live person. The
optical sensor module includes: a light source to produce
probe light projected onto the touch receiving surface, and
an optical sensor array positioned to receive probe light from
the touch receiving surface that carries information of the
received contact input and to produce an optical sensor
signal. The device may further include processing circuitry
that is communicatively coupled to receive the optical
sensor signal to process the first signal to determine whether
the detected image matches a fingerprint pattern of an
authorized user and to process the second signal to deter-
mine whether the biometric marker indicates that the contact
input associated with the fingerprint is from a finger of a live
person.

[0033] For another example, the optical fingerprint sensor
of the disclosed technology can be implemented to provide
one or more of the following features. The optical fingerprint
sensor includes a light source, coupler, spacer, photo diode
array, and cover glass. The spacer may be made of glass
material, adhesive material, or even air gap or vacuum. The
coupler may be made of glass material, adhesive material, or
even air or vacuum. The cover glass may be partial of the
display cover glass, or separate cover glass. Each of the
mentioned coupler, spacer, and cover glass may be of
multiple layers.

[0034] The disclosed technology can be used to provide
flexibilities to control the signal contrast by matching the
materials shapes and refractive indexes. By matching the
probe light beam incident angle, divergent angle, and the
materials of the involved coupler, spacer and cover glass, the
probe light beam may be controlled to be totally reflected or
partially reflected at the sensing surface for different touch-
ing materials.

[0035] In some implementations, the disclosed optical
fingerprint sensor can be configured to provide a water-free
fingerprint sensing effect. A typical smartphone cover glass
has a refractive index of about 1.50. One design is to use low
refractive index material (MgF2, CaF2, Polymer etc.) to
form the coupler. The disclosed technology can be used to
control the local probe light beam incident angle at the
sensing surface to be about 68.5°. The total reflection angle
is about 62.46° when water touches the sensing surface of
the optical fingerprint sensor, and the total reflection angle is
about 73.74° when the ridges of a fingerprint touch the
sensing surface. The total reflection angle is about 41.81°
when nothing touches the sensing surface. In this design, at
the water soaking area, the probe light is totally reflected to
the photo diode array; at the fingerprint ridges touching
positions, less than 5% of the probe light is reflected to the
photo diode array; and at the dry fingerprint valleys posi-
tions, the probe light beam is also totally reflected to the
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photo diode array. This means that only the fingerprint
ridges generate signals that are detected.

[0036] Sweat has a refractive index that is lower than the
finger’s skin. The disclosed technology provides a solution
to distinguish the sweat pores in the fingerprint.

[0037] When air gap is used to form the coupler, total
reflection at the sensing surface does not occur. The reflec-
tance difference among different touching materials (the
fingerprint ridges, fingerprint valleys, and other contamina-
tions) can be used to detect the fingerprint image.

[0038] Due to the light path compression effect, the sens-
ing area size may be greater than the photo diode array size.
[0039] The light source may be a point light source
installed at proper distance.

[0040] The probe light beam may be collimated by spheri-
cal lenses, cylinder lenses, or aspheric lenses.

[0041] The probe light beam may be of proper divergent
angle. The probe light beam may also be divergent or
convergent.

[0042] Due to the light path compression effect, the cou-
pler may be very thin. For example, less than 1 mm
thickness CaF2 coupler can be used to realize even 10 mm
sensing area size. In this example, the image compression
ratio is 1:10. This helps to reduce the sensor cost.

[0043] The photo diode array is installed on one end of the
coupler instead of under the coupler. This design leaves the
flexibility to apply color paint, illumination light etc. to
compensate the color or decorate the sensor area.

[0044] The probe light source may be modulated to help
reduce the influence of the background light. The photo
diode array is designed to work well in any illumination
environments.

[0045] The cover glass thickness does not limit the fin-
gerprint sensing.

[0046] The principle can be used to build optical touch
panel.
[0047] In another aspect, the optical fingerprint sensor of

the disclosed technology can be implemented to perform
live-finger detection including the following:

[0048] The optical fingerprint sensor can detect whether
the touching material is a live-finger and can improve the
security of the sensor.

[0049] Specified light sources and detectors can be used to
detect whether the obj ect touching the sensing area is a
live-finger or a nonliving material.

[0050] When single wavelength is used, the heartbeat
detection provides a reliable criterion to detect whether the
object touching the sensing area is a live-finger or a non-
living material, including the fingerprint of a live-finger.
[0051] When two or more wavelengths are used, the
extinction ratio of the wavelengths are compared to detect
whether the object touching the sensing area is a live-finger
or a nonliving material, including the fingerprint of a live-
finger.

[0052] The fingerprint sensor light sources and photo
diode array can be used to detect whether the object touching
the sensing area is a live-finger or a nonliving material,
including the fingerprint of a live-finger.

[0053] The dynamic fingerprint images can be used to
detect whether the object touching the sensing area is a
live-finger or a nonliving material, including the fingerprint
of a live-finger.
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[0054] The dynamic fingerprint images can also be used to
detect the press force when a live finger is touching the
sensing area.

[0055] Multiple security level can be set up for different
security requirement tasks.

[0056] In yet another aspect, the optical fingerprint sensor
can be implemented to enable various decorative elements
including the following:

[0057] The bottom surface of the coupler can be painted
with same color or pattern layers to match with the platform
surface color.

[0058] The bottom surface of the coupler can be painted
with different color or pattern layers to show new styles
out-looking.

[0059] Color light sources can be installed around the
coupler to decorate the sensor area.

[0060] In yet another aspect, the optical fingerprint sensor
packaged as a separate button can perform the same finger-
print detection and live-finger detection as described above.
In addition, the optical fingerprint sensor package as a
separate button can be implemented to perform the follow-
ing features:

[0061] The cover glass and related spacer material feature
flexibility in the thickness according to the applications.
[0062] Especially, it is a practical package not to use cover
glass and spacer material.

[0063] Another practical design is to use a thin layer of
cover glass to protect the coupler. The cover glass may be of
high hardness.

[0064] To use colored glass or other optical materials to
build the cover is also practical.

[0065] The package method provides a solution to build a
compact button that can detect the fingerprint with improved
security.

[0066] Other mechanical parts may be integrated to make
the module strong.

[0067] In yet another example for implementing the dis-
closed technology, an electronic device having an optical
fingerprint sensing module is provided to include a touch
sensing display panel including a touch sensing and display-
ing area for displaying images and contents and for receiv-
ing user contact inputs; a top transparent cover formed on
top of the touch sensing display panel and operable as a top
touch sensing surface for a user to provide user contact input
to the touch sensing display panel and to transmit light for
a user to view images displayed by the touch sensing display
panel; and an optical sensor module placed underneath the
top transparent cover and displaced from the touch sensing
display panel. The optical sensor module is configured to
detect a presence of a received contact input associated with
a fingerprint on the top touch sensing surface to generate a
first signal indicative of an image of a spatial pattern of the
fingerprint and a second signal indicative of a biometric
marker that is different from the spatial pattern of the
fingerprint and represents a property of a live person. The
optical sensor module includes a probe light source to
produce probe light projected onto the top touch sensing
surface, and an optical sensor array positioned to receive
reflected probe light from the top touch sensing surface that
carries information of the received contact input and to
produce an optical sensor signal. The probe light source
produces probe light of two different wavelengths with
different optical absorptions by blood. The first signal
indicative of the image of the spatial pattern of the finger-

Jul. 9, 2020

print is captured by the optical sensor array by sensing the
reflected probe light at each of the two different wave-
lengths, and the second signal indicative of the biometric
marker is carried by differences in the reflected probe light
at the two different wavelengths.

[0068] In yet another aspect, the disclosed technology can
be implemented to provide an electronic device having an
optical fingerprint sensing module to include a display panel
that displays images and contents and receives user contact
inputs; a top transparent layer formed over the display panel
to provide a touch interface for receiving a user contact input
and to allow viewing of the displayed images and contents
of the display panel; and an optical sensor module placed
underneath the top transparent layer and the display panel.
The optical sensor module includes one or more probe light
sources to produce probe light to illuminate the extended
section of the top transparent layer and an adjacent area
above the top transparent layer above the display panel so as
to illuminate an object above or in contact with the top
transparent layer for optical sensing, and an optical sensor
array including optical detectors to detect reflected light
from the object above or in contact with the top transparent
layer to detect both (1) a first signal to provide a first
indication of whether the object is a finger of an authorized
user and (2) a second different signal to provide a separate
second indication of whether the object is a finger of an
authorized user. This device includes an optical sensor
controller coupled to the optical sensor module to control
operations of the one or more probe light sources and the
optical sensor array to trigger capturing of different images
of the object including an image of the object when the
object is above the top transparent layer without contacting
the top transparent layer as part of the first signal and another
image of the object when the object is in contact with the top
transparent layer as part of the second signal. The optical
sensor controller processes the captured images of the
object, including both the captured image of the object when
the object is above the top transparent layer without con-
tacting the top transparent layer as part of the first signal and
the other captured image of the object when the object is in
contact with the top transparent layer as part of the second
signal, to determine whether the object is a finger of an
authorized user for the electronic device.

[0069] In implementations, the top transparent layer can
include a designated fingerprint sensing area for a user to
place a finger for fingerprint sensing; the optical sensor
module can be located underneath the designated fingerprint
sensing area to receive light from the top transparent layer
to detect a fingerprint, wherein the optical sensor module
includes an optical sensor array of optical detectors to
convert the received light that carries a fingerprint pattern of
the user into detector signals representing the fingerprint
pattern; and the device can further include extra illumination
light sources located outside the optical sensor module at
different locations to produce different illumination probe
beams to illuminate the designated fingerprint sensing area
on the top transparent layer in different illumination direc-
tions where each extra illumination light source is structured
to produce probe light in an optical spectral range with
respect to which tissues of a human finger exhibit optical
transmission to allow probe light in each illumination probe
beam to enter a user finger over the designated fingerprint
sensing area on the top transparent layer to produce scattered
probe light by scattering of tissues inside the finger that
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propagates towards and passes the top transparent layer to
carry both (1) fingerprint pattern information and (2) differ-
ent fingerprint topographical information associated with the
different illumination directions, respectively, caused by
transmission through internal tissues of ridges and valleys of
the finger; and the device can further include a probe
illumination control circuit coupled to control the extra
illumination light sources to sequentially turn on and off in
generating the different illumination probe beams at differ-
ent times, one beam at a time, so that the optical sensor
module located below the display panel is operable to
sequentially detect the scattered probe light from the differ-
ent illumination probe beams to capture both (1) the finger-
print pattern information and (2) the different fingerprint
topographical information associated with the different illu-
mination directions, respectively.

[0070] The above and other aspects and features are
described in greater detail in the attached drawings, the
description and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0071] FIG. 1A is a block diagram of an example of an
optical sensing based fingerprint user authentication system
that controls the access to a computer processor controlled
device or system.

[0072] FIG. 1B is a block diagram showing an exemplary
fingerprint sensor device implementing in a mobile device
such as a smartphone based on the design in FIG. 1A.
[0073] FIG. 2 is a diagram showing an exemplary optical
fingerprint sensor packaged under a screen cover glass of a
platform, such as a smart phone.

[0074] FIGS. 3A-3B are diagrams showing exemplary
fingerprint sensing light paths.

[0075] FIG. 4 is a diagram of an exemplary optical fin-
gerprint sensor with an air or vacuum coupler.

[0076] FIGS. 5A-5C are block diagrams showing an
exemplary optical fingerprint sensor for fingerprint sensing.
[0077] FIG. 6 is a diagram illustrating exemplary live-
fingerprint detection.

[0078] FIG. 7 shows exemplary extension coefficients of
materials being monitored.

[0079] FIG. 8 shows blood flow in different parts of a
tissue.
[0080] FIG. 9 shows a comparison between a nonliving

material (e.g., a fake finger) and a live-finger.

[0081] FIG. 10 shows a process flow diagram of an
exemplary process 1000 for setting up different security
levels for authenticating a live finger.

[0082] FIG. 11 is a diagram showing an exemplary optical
fingerprint sensor for sensor area decorating.

[0083] FIG. 12 is a diagram showing an exemplary optical
fingerprint sensor packaged as a separate button.

[0084] FIG. 13 is a diagram showing exemplary finger-
print and live-finger detection using the optical fingerprint
sensor packaged as a separate button.

[0085] FIGS. 14 and 15 show examples of devices using
LCD and OLED display modules in connection with an
optical sensor module based on the disclosed technology.
[0086] FIGS. 16,17, 18, 19,20 and 21 illustrate examples
of features for implementing an optical sensor module to
allow for optical sensing of an object in contact and non-
contact conditions.

[0087] FIG. 22 illustrates an example of an optical sensor
module to allow for optical sensing of an object in contact
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and non-contact conditions in form of a discrete sensor
structure similar to the design in FIG. 12.

[0088] FIG. 23 illustrates examples of placing the optical
sensor module in a device.

[0089] FIG. 24 shows an example of operating an optical
sensor module to allow for optical sensing of an object in
contact and non-contact conditions.

[0090] FIG. 25 shows two different fingerprint patterns of
the same finger under different press forces to illustrate the
operation of the optical sensor module for capturing differ-
ent fingerprint patterns at different times to monitor time-
domain evolution of the fingerprint ridge pattern.

[0091] FIGS. 26A and 26B illustrate one exemplary
implementation of an electronic device having a touch
sensing display screen assembly and an optical sensor
module positioned underneath the touch sensing display
screen assembly.

[0092] FIGS. 27A and 27B illustrate an example of a
device that implements the optical sensor module in FIGS.
26A and 26B.

[0093] FIGS. 28A and 28B show an example of one
implementation of an optical sensor module under the
display screen assembly for implementing the design in
FIGS. 26A and 26B.

[0094] FIGS. 29A, 29B and 29C illustrate signal genera-
tion for the returned light from the sensing zone on the top
sensing surface under two different optical conditions to
facilitate the understanding of the operation of the under-
screen optical sensor module.

[0095] FIGS. 30A-30C show example designs of under-
screen optical sensor modules.

[0096] FIG. 31 illustrates an example of various designs
for fingerprint sensing using an under-screen optical sensor
module.

[0097] FIGS. 31A, 31B and 31C show examples of LCD
diffuser designs for improved under-LCD optical sensing.
[0098] FIGS. 31D and 31E show examples of LCD reflec-
tor designs for improved under-L.CD optical sensing.
[0099] FIGS. 32-38 show examples and operations of an
under-screen optical sensor module based on a pinhole-lens
assembly.

[0100] FIGS. 39A, 39B, 40A, 40B, 40C, 41 and 42 show
examples of the invisible under-LLCD optical sensor module
design by placing optical transmissive features or regions
under the opaque border frame of the LCD screen.

[0101] FIGS. 43A, 43B, 44A, 44B, 45, 46, 47, 48A and
48B illustrate examples for obtaining both optical reflective
and transmissive patterns to improve the optical fingerprint
sensing.

[0102] FIGS. 49A and 49B show an example of one
implementation of an optical sensor module under the
display screen assembly.

[0103] FIGS. 50A and 50B illustrate signal generation for
the returned light from the sensing zone on the top sensing
surface under two different optical conditions to obtain
optical reflective patterns representing external fingerprint
patterns formed on the outer skin of a finger and the
operation of the under-screen optical sensor module.
[0104] FIGS. 51A-51C show example designs of under-
screen optical sensor modules.

[0105] FIGS. 52, 53A, and 53B illustrate examples of
various designs for fingerprint sensing using an under-screen
optical sensor module using an array of optical collimators
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or pinholes for directing signal light carrying fingerprint
information to the optical sensor array.

[0106] FIG. 54 illustrates improved optical imaging reso-
Iution based on a pinhole camera effect in designing the
optical sensor module.

[0107] FIGS. 55 and 56 show behaviors different optical
signals in an example of an under-screen optical sensor
module having extra illumination light sources to supple-
ment the fingerprint sensing illumination by the OLED
display light.

[0108] FIGS. 57 through 59 show examples of under-
OLED optical sensor module designs for placing extra
illumination light sources to obtain optical transmissive
patterns by directing the illumination light to transmit
through a finger under the detection.

[0109] FIG. 60 shows an example of an under-screen
optical sensor module based on a pinhole-lens assembly.
[0110] FIG. 61 shows an example of an under-OLED
screen optical sensor module based on a pinhole-lens assem-
bly that uses a housing to block the environmental light.

DETAILED DESCRIPTION

[0111] Electronic devices or systems may be equipped
with fingerprint authentication mechanisms to improve the
security for accessing the devices. Such electronic devices or
system may include, portable or mobile computing devices,
e.g., smartphones, tablet computers, wrist-worn devices and
other wearable or portable devices, larger electronic devices
or systems, e.g., personal computers in portable forms or
desktop forms, ATMs, various terminals to various elec-
tronic systems, databases, or information systems for com-
mercial or governmental uses, motorized transportation sys-
tems including automobiles, boats, trains, aircraft and
others.

[0112] Fingerprint sensing is useful in mobile applications
and other applications that use or require secure access. For
example, fingerprint sensing can be used to provide secure
access to a mobile device and secure financial transactions
including online purchases. It is desirable to include robust
and reliable fingerprint sensing suitable for mobile devices
and other applications. In mobile, portable or wearable
devices, it is desirable for fingerprint sensors to minimize or
eliminate the footprint for fingerprint sensing given the
limited space on those devices, especially considering the
demands for a maximum display area on a given device.
Many implementations of capacitive fingerprint sensors
must be implemented on the top surface of a device due to
the near-field interaction requirement of capacitive sensing.
[0113] Optical sensing modules can be designed to miti-
gate the above and other limitations in the capacitive fin-
gerprint sensors and to achieve additional technical advan-
tages. For example, in implementing an optical fingerprint
sensing device, the light carrying fingerprint imagining
information can be directed over distance to an optical
detector array of optical detectors for detecting the finger-
print without being limited to the near-field sensing in a
capacitive sensor. In particular, light carrying fingerprint
imagining information can be directed to transmit through
the top cover glass commonly used in many display screens
such as touch sensing screens and other structures and may
be directed for folded or complex optical paths to reach the
optical detector array, thus allowing for flexibility in placing
an optical fingerprint sensor in a device that is not available
for a capacitive fingerprint sensor. Optical sensor modules
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based on the disclosed technology in this patent document
can be an under-screen optical sensor module that is placed
below a display screen in some designs to capture and detect
light from a finger placed on or above the top sensing surface
of the screen. As disclosed in this patent document, optical
sensing can also be used to, in addition to detecting and
sensing a fingerprint pattern, detect other parameters such as
whether a detected fingerprint is from a finger of a live
person and to provide anti-spoofing mechanism, or certain
biological parameters of the person.

[0114] The optical sensing technology and examples of
implementations described in this patent document provide
an optical sensor module that uses, at least in part, the light
from a display screen as the illumination probe light to
illuminate a fingerprint sensing area on the touch sensing
surface of the display screen to perform one or more sensing
operations based on optical sensing of such light. A suitable
display screen for implementing the disclosed optical sensor
technology can be based on various display technologies or
configurations, including, a liquid crystal display (LCD)
screen using a backlight to provide while light illumination
to the LCD pixels with optical filters to produce colored
LCD pixels, a display screen having light emitting display
pixels without using backlight where each individual pixel
generates light for forming a display image on the screen
such as an organic light emitting diode (OLED) display
screens, or electroluminescent display screens.

[0115] Regarding the additional optical sensing functions
beyond fingerprint detection, the optical sensing may be
used to measure other parameters. For example, the dis-
closed optical sensor technology can measure a pattern of a
palm of a person given the large touch area available over
the entire LCD display screen (in contrast, some designated
fingerprint sensors such as the fingerprint senor in the home
button of Apple’s iPhone/iPad devices have a rather small
and designated off-screen fingerprint sensing area that is
highly limited in the sensing area size that may not be
suitable for sensing large patterns). For yet another example,
the disclosed optical sensor technology can be used not only
to use optical sensing to capture and detect a pattern of a
finger or palm that is associated with a person, but also to use
optical sensing or other sensing mechanisms to detect
whether the captured or detected pattern of a fingerprint or
palm is from a live person’s hand by a “live finger” detection
mechanism, which may be based on, for example, the
different optical absorption behaviors of the blood at differ-
ent optical wavelengths, the fact that a live person’s finger
tends to be moving or stretching due to the person’s natural
movement or motion (either intended or unintended) or
pulsing when the blood flows through the person’s body in
connection with the heartbeat. In one implementation, the
optical sensor module can detect a change in the returned
light from a finger or palm due to the heartbeat/blood flow
change and thus to detect whether there is a live heartbeat in
the object presented as a finger or palm. The user authenti-
cation can be based on the combination of the both the
optical sensing of the fingerprint/palm pattern and the posi-
tive determination of the presence of a live person to
enhance the access control. For yet another example, the
optical sensor module may include a sensing function for
measuring a glucose level or a degree of oxygen saturation
based on optical sensing in the returned light from a finger
or palm. As yet another example, as a person touches the
LCD display screen, a change in the touching force can be
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reflected in one or more ways, including fingerprint pattern
deforming, a change in the contacting area between the
finger and the screen surface, fingerprint ridge widening, or
a blood flow dynamics change. Those and other changes can
be measured by optical sensing based on the disclosed
optical sensor technology and can be used to calculate the
touch force. This touch force sensing can be used to add
more functions to the optical sensor module beyond the
fingerprint sensing.

[0116] With respect to useful operations or control fea-
tures in connection with the touch sensing aspect of the
display screen, the disclosed optical sensor technology can
provide triggering functions or additional functions based on
one or more sensing results from the optical sensor module
to perform certain operations in connection with the touch
sensing control over the display screen. For example, the
optical property of a finger skin (e.g., the index of refraction)
tends to be different from other artificial objects. Based on
this, the optical sensor module may be designed to selec-
tively receive and detect returned light that is caused by a
finger in touch with the surface of the display screen while
returned light caused by other objects would not be detected
by the optical sensor module. This object-selective optical
detection can be used to provide useful user controls by
touch sensing, such as waking up the smartphone or device
only by a touch via a person’s finger or palm while touches
by other objects would not cause the device to wake up for
energy efficient operations and to prolong the battery use.
This operation can be implemented by a control based on the
output of the optical sensor module to control the waking up
circuitry operation of the display screen which, the pixels are
putin a “sleep” mode by being turned off while one or more
illumination light sources (e.g., LEDs) for the under-panel
optical sensor module or selected display pixels in an LED
display are turned on in a flash mode to intermittently emit
flash light to the screen surface for sensing any touch by a
person’s finger or palm. Under this design, the optical sensor
module operates the one or more illumination light sources
to produce the “sleep” mode wake-up sensing light flashes
so that the optical sensor module can detect returned light of
such wake-up sensing light caused by the finger touch on the
display screen and, upon a positive detection, the entire
display screen is turned on or “woken up”. In some imple-
mentations, the wake-up sensing light can be in the infrared
invisible spectral range so a user will not experience any
visual of a flash light. The display screen operation can be
controlled to provide an improved fingerprint sensing by
eliminating background light for optical sensing of the
fingerprint. In one implementation, for example, each dis-
play scan frame generates a frame of fingerprint signals. If,
two frames of fingerprint signals with the display are gen-
erated in one frame when the display screen is turned on and
in the other frame when the display screen is turned off, the
subtraction between those two frames of signals can be used
to reduce the ambient background light influence. By oper-
ating the fingerprint sensing frame rate is at one half of the
display frame rate in some implementations, the background
light noise in fingerprint sensing can be reduced.

[0117] In some implementations, an optical sensor module
based on the disclosed optical sensor technology can be
coupled to the backside of the display screen without
requiring creation of a designated area on the surface side of
the display screen that would occupy a valuable device
surface real estate in some electronic devices such as a
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smartphone, a tablet or a wearable device. This aspect of the
disclosed technology can be used to provide certain advan-
tages or benefits in both device designs and product inte-
gration or manufacturing.

[0118] Notably, among other features, the disclosed opti-
cal sensing technology can be implemented to provide
optical fingerprint sensing while a user finger is located near
a device while not in contact with the device for user
authentication in accessing the device and can further pro-
vide optical fingerprint sensing while a user finger is in
contact with the device. In some implementations (e.g.,
FIGS. 14-16 and 20-21 and their applications for optical
sensing implementations with LCD and OLED displays),
the optical fingerprint sensing can be performed on a finger
in both contact and non-contact instances to enhance the
fingerprint sensing and to provide anti-spoofing in the opti-
cal sensing. For example, multiple fingerprint images can be
captured when a finger is located near a device while not in
contact with the device and when the finger is in contact with
the device. The captured fingerprint images of the non-
contact finger and the captured fingerprint images of the
contact finger provide two different types of optical finger-
print sensing mechanisms and can be used collectively to
enhance the fingerprint sensing performance and anti-spoof-
ing feature.

[0119] Each user has unique inner topographical features
in their fingers that are below the skin surface and such inner
features are not usually captured or available in various
fingerprint sensors. Notably, such unique topographical fea-
tures below the skin surface are difficult to duplicate by fake
fingerprint pattern duplicating techniques many of which are
designed to mimic or reproduce external images represent-
ing the external surface pattern of the skin surface such as a
2-dimensional fingerprint pattern of ridges and valleys on
the external surface of a finger. The features of the external
surface pattern of ridges and valleys on the external surface
of a finger tend to vary in shape in connection with the
contact conditions of the finger, e.g., a captured image of the
fingerprint pattern when a finger is not pressed against a
surface would tend to reflect the shapes of ridges and valleys
of the finger in their natural positions would be different
from the captured image of the same finger when a finger is
deformed in shape when being pressed against a surface.
Such external fingerprint variation in shape in connection
with the contact condition of the finger can vary with the
amount or level of pressing when the finger is pressed under
different pressing forces or conditions, thus further compli-
cating the fingerprint detectability or reliability in fingerprint
sensing.

[0120] The disclosed optical sensing technology in this
patent document can be used to or implemented to capture
unique inner topographical features below the skin surface
in user fingers to improve the detection accuracy of the
optical fingerprint sensing and thus the security provided by
fingerprint authentication.

[0121] FIG. 1A is a block diagram of an example of an
optical sensing based fingerprint user authentication system
that controls the access to a computer processor controlled
device or system. The system uses an optical fingerprint
sensor with an array of optical detectors to capture an optical
image of received light that carries the fingerprint pattern
from a finger that is touched on the optical fingerprint sensor
sensing surface that is illuminated by an illumination light
beam. The system includes a fingerprint sensor control
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circuit that receives the outputs from the optical detectors in
the optical fingerprint sensor, and a digital fingerprint pro-
cessing processor which may include one or more proces-
sors for processing fingerprint patterns and determining
whether an input fingerprint pattern is one for an authorized
user. The fingerprint sensing system may compare a cap-
tured fingerprint to a stored fingerprint to enable or disable
functionality in a device or system that is secured by the
fingerprint user authentication system. For example, the
fingerprint user authentication system at an ATM may deter-
mine the fingerprint of a customer requesting to access
funds. Based on a comparison of the customer’s fingerprint
to one or more stored fingerprints, the fingerprint user
authentication system may cause the ATM system to allow
access to funds and may identify the customer in order to
associate an appropriate account to credit or deduct the
requested funds. A wide range of devices or systems may be
used in connection with the disclosed optical fingerprint
sensors, including mobile applications, and various wear-
able or portable devices (e.g., smartphones, tablet comput-
ers, wrist-worn devices), larger electronic devices or sys-
tems, e.g., personal computers in portable forms or desktop
forms, ATMs, various terminals to various electronic sys-
tems, databases, or information systems for commercial or
governmental uses, motorized transportation systems
including automobiles, boats, trains, aircraft and others.
FIG. 1B illustrates an example for a smartphone or a
portable device where the fingerprint user authentication
system is a module integrated to the smart phone.

[0122] Fingerprint sensing is useful in mobile applications
and other applications that use secure access. For example,
fingerprint sensing can be used to provide secure access to
a mobile device and secure financial transactions including
online purchases. It is desirable to include robust and
reliable fingerprint sensors features suitable for mobile
devices. For example, it is desirable for fingerprint sensors
in mobile devices to have a small footprint and thin to fit into
the highly limited space in mobile devices; it is also desir-
able to include a protective cover to protect such a finger-
print sensor from various contaminants.

[0123] The optical sensing technology described in this
patent document for fingerprint sensing can be implemented
to provide high performance fingerprint sensing and can be
packaged in compact sizes to fit into mobile and other small
device packages. In capacitive fingerprint sensors, the sens-
ing is based on measuring the capacitance between the
sensing electrode and a finger surface due to their capacitive
coupling. As the protective cover over the capacitive sensor
pixels becomes thicker, the electrical field sensed by each
capacitive sensor pixel disperses quickly in space leading to
a steep reduction in the spatial resolution of the sensor. In
connection with this reduction of the sensing spatial reso-
Iution, the sensor signal strength received at each sensor
pixel also reduces significantly with the increase in thickness
of the protective cover. Thus, when the protective cover
thickness exceeds a certain threshold (e.g., 300 pm), it can
become more difficult for such capacitive sensors to provide
a desired high spatial resolution in sensing fingerprint pat-
terns and to reliably resolve a sensed fingerprint pattern with
an acceptable fidelity.

[0124] The disclosed technology provides optical finger-
print sensor designs in thin optical fingerprint sensor pack-
ages for easy integration into a mobile device or other
compact devices. In some implementations, the optical
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fingerprint sensors of the disclosed technology use matched
light coupling solutions to provide optical fingerprint sens-
ing at low cost, high performance, and flexible package
structures. The disclosed optical fingerprint sensors may
also be configured to provide live-finger detection to
improve the fingerprint sensing security. Examples of imple-
mentations of the disclosed technology can be used for a
wide range of devices and systems including those with a
display structure. The optical fingerprint sensor based on the
disclosed technology can be integrated under the same cover
of a display such as a touch sensing display device or be
packaged in a discrete device that is located at various
locations on the device. In addition, disclosed optical fin-
gerprint sensor solutions may be used to provide separate
fingerprint sensing when a finger is at a non-contact position
and an in a contact position and the fingerprint sensing at
both contact and non-contact positions can be combined to
enhance the fingerprint sensing and anti-spoofing.

[0125] The performance of the optical fingerprint sensors
based on the disclosed technology is not limited by the
package cover thickness that may hinder capacitive finger-
print sensors. In this regard, an optical fingerprint sensor
based on the disclosed technology can be implemented into
a thin package by using suitable optical imaging capture
configurations, including configurations that are free of
imaging lenses or prisms that tend to render the optical
imaging modules bulky. Implementations of optical finger-
print sensors based on the disclosed technology can be
provide color matching design features to allow the colors of
the optical fingerprint sensing areas to be in certain desired
colors, e.g., matching colors of the surrounding structures.

[0126] In some implementations, the optical fingerprint
sensors of the disclosed technology can be packaged under
the platform screen cover glass without modifying the cover
thickness and color. The optical fingerprint sensor can
include an optical sensor array, e.g., a photo diode array, or
a CMOS sensor array, and the optical sensor array can be
dimensioned to a compact size due to the contribution of the
compressed light path structure. Moreover, the design pro-
vides flexibility to decorate the sensor area, for example,
with color light illumination.

[0127] Insome implementations, in addition to the optical
sensing of a fingerprint, optical sensing of a biometric
indication is provided to indicate whether an input of the
fingerprint pattern is from a live person. This additional
optical sensing feature can be used to meet the needs for
defeating various ways that may compromise the secured or
authorized access to fingerprint-protected devices or sys-
tems. For example, a fingerprint sensor may be hacked by
malicious individuals who can obtain the authorized user’s
fingerprint, and copy the stolen fingerprint pattern on a
carrier object that resembles a human finger. Such unauthor-
ized fingerprint patterns may be used on the fingerprint
sensor to unlock the targeted device or system. Hence, a
fingerprint pattern, although a unique biometric identifier,
may not be by itself a completely reliable or secure identi-
fication. The techniques, devices and systems described in
this document supplement the disclosed optical sensing
based fingerprint authentication technology further improve
the security level by using an optical sensing technique to
determine whether the input fingerprint is from a live person.
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[0128] Fingerprint Sensor Circuitry and Live Finger
Detection
[0129] FIG. 1B is a block diagram showing an exemplary

fingerprint sensor device 23 implementing in a mobile
device such as a smartphone, a tablet or a portable comput-
ing device 1 with a touch sensing display screen or touch
panel 10 for both touch sensing user inputs and display
images and functions of the device 1. This is specific
implementation example of the general optical fingerprint
sensing controlled system in FIG. 1A. The touch panel or
sensing display screen 10 can be implemented based on
various touch sensing display designs, including, a display
screen having light emitting display pixels without using
backlight where each individual pixel generates light for
forming a display image on the screen such as an organic
light emitting diode (OLED) display screens or electrolu-
minescent display screens or other display screens such as
LCD-based touch sensing display screens. The touch sens-
ing display panel includes a touch sensing and displaying
area for both displaying images and contents and for receiv-
ing contact inputs from a user.

[0130] A fingerprint sensor device marker 21 is shown in
FIG. 1B to illustrate an exemplary position of the fingerprint
sensor device 23 with respect to the mobile device 1. The
fingerprint sensor device 23 includes a sensing unit or
circuitry 2 that performs fingerprint scanning, live-finger-
print detection, and sensing area decorative functions. The
sensing unit 2 is communicatively coupled to processing
circuitry 5 that handles signal flows from the sensing unit 2
and to process the signals associated with fingerprint scan-
ning and live-fingerprint judgment, etc.

[0131] An interface 6 bridges a signal flow between the
fingerprint sensor device 23 and an application platform or
a host device 7, which is the smartphone 1 in this example.
Examples of the application platform 7 include the smart
phone 1, a tablet computer, a laptop computer, a wearable
device, and other electronic device where a secure access is
desired. For example, the interface 6 can communicate with
a central processor (either directly or through other compo-
nents, such as a bus or an interface) of the smartphone 1 to
provide sensor data from the fingerprint sensor device 23
under the fingerprint sensor device marker 21 including
fingerprint image data and information indicative of whether
the detected fingerprint making the contact input belongs to
a live fingerprint.

[0132] In the illustrated example in FIG. 1B, the sensing
unit 2 includes a fingerprint sensor 3, a live-fingerprint
detector 4, and a light coupling and illumination unit 8. The
fingerprint sensor 3 captures a fingerprint pattern and can be
implemented using one or more optical techniques. The
live-fingerprint sensor 4 can include circuitry for analyzing
fingerprint image dynamics. The live finger sensor 4 can
include circuitry, such as optical sensors, for sensing addi-
tional biometric markers, such as heartbeat or heart rate from
the scanned fingerprint.

[0133] The live finger sensor 4 is designed to detect
whether a fingerprint is from a finger of a live person and this
live finger detection or judgment is based on the fact that a
finger of a live person may exhibit certain motions or
physical traits that are typically associated with a live
person, e.g., a pulsing signal due to blood flows through the
user’s vessels. For example, blood cells manifest different
optical absorption spectral signatures at visible wavelengths
(e.g., a higher optical absorption) and near IR wavelengths
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(e.g., a lower optical absorption than that is a visible
wavelength). Such different optical absorption signatures by
blood can be optically captured by the liver finger sensor 4.
Other signatures of blood flows may be reflected by pressure
variations in blood vessels. In some implementations, the
live finger sensor 4 can include a pressure sensor, an optical
sensor, or other sensors that can detect the moving, stretch-
ing, or pulsing of a live finger. For example, an optical
sensor can include a light source, such as a light emitting
diode (LED) or a laser diode (LLD) to emit light and a light
detector, such as a photodiode to detect scattered light
scattered from the finger responsive to the emitted light.
When the light propagates through the finger tissues or the
blood cells, the light is partially absorbed and partially
scattered. The live finger movement or the blood flow causes
a change in the light absorption cross-section. The photo-
diode detects this kind of change and the detected signal can
be used to indicate whether a fingerprint that is being
presented to the device is from a live person.

[0134] The light coupling and illumination unit 8 creates
a probe light beam at the fingerprint sensing surface which
generates a reflected probe light beam into an optical sensor
array (e.g., a photo diode array or CMOS sensor array) of the
sensing unit. The fingerprint signals are generated when the
probe light beam meets with the finger skin that touches the
sensing surface. The fingerprint sensor 3 acquires the fin-
gerprint signals by detecting the reflection differences of the
probing light beam at the sensing surface across a fingerprint
pattern where locations of the skin of fingerprint ridges in a
finger in contact with the sensing surface creates a lower
optical reflection than the optical reflections at locations of
fingerprint valleys in the finger where the finger skin does
not contact the sensing surface. The spatial distribution the
above reflection differences across the touched sensing
surface by the finger is carried by the reflected optical probe
light beam as an optical image that is detected by the array
of optical detectors in the fingerprint sensor 3.

[0135] The disclosed technology provides for two finger-
print sensor packaging techniques to implement fingerprint
detection and live-finger detection. The first packaging tech-
nique is to package the fingerprint sensor under the screen
cover glass of the platform, such as a smartphone. The
second packaging technique is to package the fingerprint
sensor as a separate fingerprint sensing button.

[0136] Fingerprint Sensor Packaged Under the Screen
Cover Glass
[0137] FIG. 2 is a diagram showing an exemplary optical

fingerprint sensor packaged under a screen cover glass of a
platform, which can be a communication or computing
device such as a smartphone, a tablet or a portable electronic
device. FIGS. 3A-3B further illustrate an exemplary finger-
print sensing light paths of the device in FIG. 2.

[0138] In FIG. 2, the exemplary optical fingerprint sensor
23 is packaged under a top transparent layer 50 which may
be a screen cover glass, such as an enhanced cover glass of
aplatform 1. The location of the optical fingerprint sensor 23
is shown by a fingerprint sensor mark 21 in the top-down
view in the upper right-hand side of the device surface
having a device display 10 (typically, a touch panel assem-
bly) shown in FIG. 2. The illustrated device surface of the
smartphone platform 1 includes the touch panel assembly
10, other sensors 12, such as a camera, and physical buttons
14 and 16 on one or more sides for performing certain
operations of the device. There are various structures under
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the cover glass 50, including, e.g., a color material layer 52,
display layers 54 (e.g., OLED layers or LCD layers) as part
of the display screen in the touch panel assembly 10, and
bottom layers 56 of the display screen in the touch panel
assembly 10. A set of touching sensing layers may also be
placed to overlay the display layers 54 under the top cover
glass 50 (e.g., between the display layers 54 and the top
cover glass 50) to provide desired touching sensing func-
tions. Therefore, the optical fingerprint sensor 23 is placed
adjacent to and outside of the display module represented by
the display layers 54 but both the optical fingerprint sensor
23 and the display layers 54 are under the common con-
tiguous top glass cover 50.

[0139] In the example of the optical fingerprint sensor
design in FIG. 2, the packaging design is different from
some other fingerprint sensor designs using a separate
fingerprint sensor structure from the display screen with a
physical demarcation between the display screen and the
fingerprint sensor (e.g., a button like structure in an opening
of the top glass cover in some mobile phone designs) on the
surface of the mobile device. Under the illustrated design in
FIG. 2 and FIG. 1B, the fingerprint sensor 23 formed in the
area underneath fingerprint sensor device marker 21 for
optical fingerprint is located under the top cover glass or
layer 50 so that the top surface of the cover glass or layer 50
serves as the top surface of the device as a contiguous and
uniform glass surface across both the display screen of the
touch display assembly 10 and the optical detector sensor
module 23. In the examples shown in FIGS. 1-6, the optical
sensor module is located on one side of the transparent
substrate 50 as a glass cover that is contiguous without any
opening at or near the optical sensor module. This design is
different various smartphones with a fingerprint sensor and
provides unique features and benefits. This design for inte-
grating optical fingerprint sensing and the touch sensitive
display screen under a common and uniform surface pro-
vides benefits, including improved device integration,
enhanced device packaging, enhanced device resistance to
failure and wear and tear, and enhanced user experience. In
some implementations of the optical sensing of fingerprints
and other sensing operations, such as the design example in
FIG. 12, the optical sensor module may be packaged in a
discrete device configuration in which the optical sensor
module is embodied a distinct structure that has a structural
border or demarcation with the display screen or the top
cover glass 50, e.g., a button-like fingerprint sensor structure
in an opening of the top glass cover in some mobile phone
designs to provide a capacitive fingerprint sensor button or
areas. The design in FIG. 12 is based on all optical sensing
or a hybrid sensing with both capacitive sensing and optical
sensing and thus is different from other button-like finger-
print sensor structures based on capacitive sensing.

[0140] The optical fingerprint sensor 23 disposed under
the cover glass 50 can include an optical coupler 31 that is
made of an optical transparent material with a refractive
index nc (greater than 1) and is disposed over a matched
color material layer 25, and a probe light source 29 that
emits probe light to illuminate a finger placed over the cover
glass 50 for optical fingerprint sensing by the optical fin-
gerprint sensor 23. The matched coupler 31, the matched
color material layer 25, and the probe light source 29 are
disposed over a circuit 27, such as a flexible printed circuit
(FPC) with desired circuit elements. Also disposed on the
FPC 27 are one or more light sources 33 that produce probe

Jul. 9, 2020

light for liveness detection as further illustrated in the
examples associated with FIGS. 7-9, optical detectors 34
such as photo diodes for detecting probe light from the light
sources 33 after interacting with the finger to provide
liveness detection, light sources 35 for decorating illumina-
tion, and an optical detector array 37 of optical detectors
such as a photodiode array for capturing the fingerprint
pattern or information.

[0141] As shown in FIGS. 2 and 3, in some implementa-
tions, two optional color material layers 25 and 52 can be
provided and designed to be color matched to each other and
used to visually conceal or camouflage optical fingerprint
sensor 23 disposed under the cover glass 50. The color
material layer 25 is placed underneath the optical fingerprint
sensor 23 (e.g., on the lower surface of the transparent
coupler 31) and the color material layer 52 is placed under
the cover glass 50 and above the optical fingerprint sensor 23
to cover the area that is not covered by the color material
layer 25 so that the two color-matched material layers 25 and
52 collectively form a more or less uniform appearance
when viewed from the above the cover glass 50. In the
examples in FIGS. 2 and 3, the top color matched material
layer 52 has an opening that defines an optical sensing area
on the fingerprint sensing surface 45 on the top of the cover
glass 50 to allow for the probe light from the light source 29
to illuminate a finger placed over the cover glass 50 for
optical fingerprint sensing, and to allow light from the finger
to be collected by the optical fingerprint sensor 23.

[0142] FIG. 3A shows an example of the optical finger-
print sensor 23 and FIG. 3B illustrates optical fingerprint
sensing based on reflected probe light for capturing a spatial
variation in optical reflection at valleys and ridges on the
exterior of a finger.

[0143] As shown in FIG. 3A, the light coupler 31 is fixed
onto the cover glass 50 and an underlying spacer material 39
placed between the light coupler 31 and the lower surface of
the cover glass 50 to provide two different light coupling
functions. First, the light coupler 31 couples the probe light
from the light source 29 towards the top of the top cover
glass 50 to illuminate a finger placed over the cover glass 50
for optical fingerprint sensing, and, second, the light coupler
31 couples the probe light and other light coming from the
finger and the cover glass 50 to pass through the light
coupler 31 along a different optical path as the beam A'B' to
reach the optical detector array 37 for optical fingerprint
sensing. In the specific design shown in FIG. 3A, the coupler
31 is made from a solid transparent material with two angled
flat facets, one to receive light from the probe light source
29 and another one to interface with the optical detector
array 37 to direct returned light from the top sensing surface
45 to the optical detector array 37. The probe light source 29
is fixed at a proper position so that the probe light beam or
a portion of the probe light beam may be projected into the
coupler 31 at desired angles. In implementations, the coupler
31, the spacer material 39, and the cover glass 50 can each
be made of multiple layers. The optical detector array 37 is
fixed at a proper position to receive the reflected probe light
beam as part of the received beam A'B' for capturing the
optical image of the fingerprint pattern carried by the
reflected probe light beam.

[0144] Probe light source 29 projects probe light beam AB
into coupler 31 which further directs the probe light beam
AB through the opening of the optional color material layer
52 onto the fingerprint sensing surface 45 on the top of the
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cover glass 50 to illuminate the finger in contact. The light
beam AB is coupled into cover glass 50 with the help of the
spacer material 39 placed underneath the cover glass 50.
When nothing is placed on the top sensing surface 45 of the
cover glass 50, a portion or all of the probe light beam power
is reflected into the spacer 39, and this reflected light enters
into coupler 31 and forms the reflected probe light beam as
part of the received beam A'B' at the optical detector array
37. The reflected probe light beam as part of the received
beam A'B' is received by the matched optical sensor array 37
(e.g., a photo diode array) which converts the optical image
carried by the reflected probe light beam A'B' into an array
of detector signals for further processing.

[0145] When a finger 43 touches the sensing surface 45 of
the cover glass 50, the fingerprint ridges 73 change the local
surface reflectance in the contact area as shown by FIG. 3B.
A portion 61 of the probe light incident on each finger ridge
73 is refracted as light 65 that is scattered in the finger 43,
the rest is reflected as light 67 by the finger ridge 73. The
fingerprint valleys are separate from the sensing surface 45
and generally do not significantly change the local surface
reflection at the sensing surface 45. The incident light 63 that
is incident on the fingerprint valleys is reflected as light 69
by the sensing surface 45. The reflected probe light beam
which is part of the received light beam A'B' carries the
fingerprint signals. Similarly, when something other than a
finger skin touches the sensing surface 45 of the cover glass
50, the reflected probe light beam as part of the received
light beam A'B' carries the touching material information,
which is different from a live fingerprint.

[0146] In the example of the optical sensor in FIGS. 2 and
3, the materials of the coupler 31, spacer 39, and cover glass
50 may be of a proper level of optical transparency so that
the probe light beam can transmit in and through the
materials to reach the top sensing surface 45 and, once
returned back from the top sensing surface 45, can transmit
to the optical detector array 37. The propagation directions
of the probe light beam to and from the top sensing surface
45 are affected by the refractive index nc of the coupler 31,
the refractive index ns of the spacer material 39, the refrac-
tive index nd of the cover glass 50, and the refractive index
nf of the touching material such as a person’s finger.
[0147] The desired probe light beam angles may be real-
ized by the proper design of the light source 29 and the end
surface tilting angle of the coupler 31. The divergent angle
of the probe light beam is controlled by the structures of the
light source 29 and the shape of the coupler 31's end surface.
[0148] To obtain a clear fingerprint image without an
optical lens, the emitting area of the light source 29 may be
designed to be small to effectuate a point light source in
some implementations, or the probe light beam may be
collimated in other implementations. A small LED light
source can be installed as the light source 29 and is located
far away from the coupler 31 as practical to achieve this in
the optical system shown in FIG. 3.

[0149] The optical structures and configurations of the
light source 29, the coupler 31, the spacer material 39, the
cover glass 50, and the placement of the optical detector
array 37 in the optical sensor module, including matching
proper refractive indexes (nc, ns, nd, nf) of the materials in
the optical fingerprint sensor and initiating the probe light
beam incident angles, can be used to cause the probe light
beam to be totally reflected or partially reflected at the
sensing surface 45. For example, such an optical sensor can

Jul. 9, 2020

be designed so that the probe light beam is totally reflected
when the touch material is water having a refractive index of
about 1.33 at 589 nm, and partially reflected when the touch
material is finger skin having a refractive index of about 1.44
at 589 nm. Such and other designs can cause a variation in
the optical reflection spatial profile at the ridges and valleys
of a finger in contact with the top sensing surface 45 to
obtain a spatial pattern in the reflected probe light repre-
senting the fingerprint pattern on the outer skin of a finger.
[0150] In the example in FIG. 3, the probe beam AB size
can be H at the incident end facet of the coupler 31 for
receiving the probe light. The probe beam size may be W at
the sensing surface 45 once being redirected by the coupler
31 upward to illuminate the sensing surface 45. By matching
the refractive indexes of all of the materials and the shape of
the coupler 31 and spacer 39, the illuminated dimension W
on the sensing surface 45 may be set to be greater than H.
Under this condition, the reflected probe beam in the
received probe light beam A'B' may have a beam size
smaller than the probe light beam at the sensing surface 45
caused by a compression due to the refraction of the
reflected probe beam from the top sensing surface 45, to the
coupler 31 and to the optical detector array 37. The com-
pression ratio is typically decided by refractive indexes nc
and nd. This is an effective method to image a large area with
a small detector array without using an imaging lens. In
addition, by adjusting the probe light beam divergent angle
and the photo diode array tilting angle, the compression ratio
can be further adjusted at all dimensions. The reflection from
the coupler-spacer interface and from the spacer-cover inter-
face constitutes optical noise and can be removed in the
processing of the outputs of the optical detectors in the
optical sensor array 37.

[0151] Insome implementations, the probe light source 29
may be modulated to allow for an improved optical detec-
tion by the optical fingerprint sensor 23, e.g., implementing
a lock-in detection based on the modulation frequency for
modulating the probe light source 29. The matched photo
diode array 37 can be designed to have a high efficiency and
to work in various optical illumination environments.
[0152] Fingerprint Sensing via Air or Vacuum Coupler
[0153] FIG. 4 is a diagram of an exemplary optical fin-
gerprint sensor 23a with an air or vacuum coupler. The
optical fingerprint sensor 23a of FIG. 4 is similar to the
optical fingerprint sensor 23 shown in FIGS. 2 and 3A-3B in
certain aspects. In the optical fingerprint sensor 23a, a
coupler 32 made of air or vacuum (with an index of 1) is
implemented rather than the coupler 31 of FIGS. 2 and
3A-3B with a transparent material with an index greater than
1. Also, a light path window may be implemented to direct
the probe light to the finger 43.

[0154] The probe light source 29 and a matched prism 101
are provided under the top transparent glass 50 and are
structured to cooperate to couple the probe light beam AB
generated by the probe light source 29 towards the sensing
surface 45 on the top of the top transparent glass 50. The
prism 101 is placed between the probe light source 29 and
the air or vacuum coupler 32 and is structured to have a first
facet to receive and redirect the initially horizontal probe
light beam AB by optical refraction at a second opposing
angled facet to propagate upward through the air or vacuum
coupler 32 towards the sensing surface 45. An optically
transmissive spacer material 39 may be placed underneath
the top transparent glass 45 to facilitate the optical sensing
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operation by the optical detector array 37 and, in some
implementations, include anti-reflection coatings to reduce
undesired optical reflection in the optical paths in connection
with the optical sensing at the optical detector array 37. On
the other side of the air or vacuum coupler 32 in the optical
path leading to the optical detector array 37, a second prism
103 with an angled facet is provided to receive returned light
from the sensing surface 45 and to direct the received light,
including the reflected probe light beam A'B', towards the
optical detector array 37 through a second facet of the prism
103. The optical detector array 37 (e.g., a photo diode array)
produces an array of detector output signals for optical
sensing. Different from FIG. 2 or 3A-3B where the optical
coupler 31 formed of a solid transparent material includes a
lower surface to hold the color matched material layer 25
below the optical fingerprint sensor module 23, the color
matched color layer 25 in the optical fingerprint sensor 23a
in FIG. 4 is formed on (e.g., painted on) a substrate 105
located on the lower side of the air or vacuum coupler 32
above the FPC 27. This substrate 105 in the illustrated
example in FIG. 4 also provides support for the two prisms
101 and 103.

[0155] In the optical fingerprint sensor 23a in FIG. 4, the
optical configuration of the cover glass 50 for receiving the
probe light is configured so that the total internal reflection
does not happen in the cover glass 50. Due to differences of
the optical interfacing conditions of the cover glass 50 with
respect to fingerprint ridge positions and fingerprint valley
positions, when a finger 43 touches the sensing surface 45,
the reflectance at the fingerprint ridge positions differs from
the reflectance at the fingerprint valley positions. This dif-
ference varies spatially and represents a 2-dimensional pat-
tern of ridges and valleys of on the external surface of the
finger with different fingerprint signals at different locations
that are carried by the reflected probe beam A'B'.

[0156] Because the air or vacuum coupler 32 can be
implemented at a relatively low cost and can be easily made
of a range of different sizes by placing the two prisms 103
and 105 at desired spacings from each other, this design can
be used to construct optical touch panels with a range of
different display sizes without substantially increasing the
costs.

[0157] Fingerprint Sensing-A Sample Design

[0158] FIGS. 5A, 5B and 5C show an exemplary optical
fingerprint sensor 2354 for fingerprint sensing. FIG. 5A
shows the sectional view of different layers of the optical
fingerprint sensor 235, FIG. 5B shows a top view of the
same optical fingerprint sensor 235, and FIG. 5C shows a
side view of the same optical fingerprint sensor 235.
[0159] The specific design of the optical coupler 315 in the
optical fingerprint sensor 235 shown in FIGS. 5A, 5B and
5C is a different design from the optical coupler 315 for the
optical fingerprint sensor 23 of FIGS. 2 and 3A-3B. Spe-
cifically, one surface 111 of the coupler 315 on the left side
as shown in FIG. 5A has a curved (spherical or aspheric
surface) mirror shape for imaging. A probe light source 30
is placed at the focus point of the curved mirror surface 111
of the coupler 315 so that the light rays reflected by the
curved mirror surface 111 are parallel rays or the reflected
probe beam is a collimated beam that propagates towards the
top sensing surface 45 for illuminating a finger. In some
implementations, a pinhole can be used on the probe light
source 30 to spatially confine the probe light so that a
modified light source 30a only projects a portion of the light
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beam to the curved mirror surface 111, and the influence of
the scattered light is reduced or eliminated. The coupler 315
is set to be off center with proper distance D when the curved
surface 111 is fabricated. Therefore, the curved mirror
surface 111 of the coupler 315 is tilted properly so that the
collimated light beam from the curved mirror surface 111 is
incident into the spacer material 39 and the cover glass 50
with desired angles. For example, divergent light beam ASB
is collimated and projected to the sensing surface 45. The
reflected probe light beam A'B' is detected by the photo
diode array 37. Correspondingly, the central light SC is
reflected back to the optical detector array 37 (e.g., a photo
diode array) at or near a center C'.

[0160] Inthe example shown in FIG. 5, the light beams are
propagated mostly in the coupler 315. The structure can be
made compact and robust. In the example shown in FIG. 5,
the material of the coupler 315 can be of a single material,
or multiple material compounds.

[0161] The optical fingerprint sensor of the disclosed
technology can be implemented to provide one or more of
the following features. The optical fingerprint sensor
includes a light source, a coupler, a spacer, a photo diode
array, and a cover glass. The spacer may be made to include
a glass material, an adhesive material, or may be formed by
an air gap or vacuum layer. The coupler may be made to
include a glass material, an adhesive material, or a layer of
air or vacuum. The cover glass for the optical sensor may be
configured as part of the display cover glass in some designs,
or may be a separate cover glass in other designs. Each of
the coupler, spacer, and cover glass may include multiple
layers in various implementations.

[0162] The disclosed technology provides flexibilities in
controlling the signal contrast in the optical sensing at the
optical detector array 37 by matching the shapes of the
materials and refractive indexes of the materials. By match-
ing the probe light beam incident angle, divergent angle, and
the materials of the involved coupler, spacer and cover glass
along the optical path of the illumination probe light, the
probe light beam may be controlled to be totally reflected or
partially reflected at the sensing surface for different touch-
ing materials.

[0163] The disclosed optical fingerprint sensor may be
configured to operate to effectuate a water-free effect when
interfacing with a finger for optical fingerprint sensing. For
example, a smartphone cover glass in various smartphones
may have a refractive index of about 1.50. One design is to
use a low refractive index material (MgF2, CaF2, Polymer
etc.) to form the coupler 31 or 315 in the above design
examples. For example, the disclosed technology can be
used to control the local probe light beam incident angle at
the sensing surface 45 of the cover glass 50 to be about
68.5°. The total reflection angle is about 62.46° when water
is present on or in contact with the sensing surface 45 of the
optical fingerprint sensor, and the total reflection angle is
about 73.74° when the ridges of a fingerprint touch the
sensing surface 45. The total reflection angle is about 41.81°
when nothing touches the sensing surface 45. In this design,
at the water soaking area on the top sensing surface 45, the
probe light is totally reflected towards the photo diode array
37 at locations where the fingerprint ridges touch the top
sensing surface 45 so that less than 5% of the probe light is
reflected to the photo diode array 37; and at the dry finger-
print valleys positions, the probe light beam is also totally
reflected to the photo diode array 37. Under this design, the
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optical reflection varies from the ridges to valleys of the
finger and reflection caused by the fingerprint ridges gener-
ates stronger optical signals that are detected to create a high
contrast optical image of the fingerprint pattern at the photo
diode array 37.

[0164] Human sweat has a refractive index that is lower
than the finger’s skin. Therefore, based on the differences in
optical reflection in the above design, the disclosed technol-
ogy provides a solution to distinguishing the sweat pores in
the fingerprint. When an air gap is used to form the coupler
such as the example shown in FIG. 4, the total reflection at
the sensing surface does not occur. The reflectance differ-
ence among different touching materials (the fingerprint
ridges, fingerprint valleys, and other contaminations) can be
used to detect the fingerprint image.

[0165] Due to the light path compression effect in the
above optical designs in FIGS. 2 through 5, the sensing area
size at the sensing surface 45 on the cover glass 50 may be
greater than the photo diode array size of the photo diode
array 37. The light path compression effect can be utilized to
design the coupler 31 or 315 to be very thin, thus reducing
the overall thickness of the optical sensing module. For
example, less than 1 mm thickness CaF2 coupler can be used
to realize a 10 mm sensing area size on the top sensing
surface where the image compression ratio can be set around
1:10 by designing the various components in the optical
sensing module. This feature can be used to reduce the
sensor thickness and the sensor cost. In the examples in
FIGS. 2 through 5, the photo diode array 37 is installed on
one end of the coupler 31 or 315 instead of under the
coupler. This design leaves the flexibility to apply color
paint, illumination light etc. to compensate the color or
decorate the sensor area.

[0166] In implementations, the light source for optical
sensing may be a point light source installed at a proper
distance. In some implementations, the probe light beam
may be collimated by spherical lenses, cylinder lenses, or
aspheric lenses. In some implementations the light source be
placed a distance to be sufficiently far away from the sensing
area 45. The probe light beam may be of a proper divergent
angle in some designs. The probe light beam may be
divergent or convergent in various designs.

[0167] In some implementations, the probe light source
may be modulated to improve the optical sensing by reduc-
ing the influence of the background light which is not
modulated and thus can be distinguished from the modulated
probe light via a phase sensitive detection similar to detec-
tion based on a lock-in amplifier. The photo diode array is
designed to work well in any illumination environments.
Under the above optical design, the cover glass thickness
does not limit the optical fingerprint sensing. The principle
can be used to build optical touch panel.

[0168] Live-Fingerprint Detection

[0169] FIG. 6 shows an exemplary live-fingerprint detec-
tion design in an optical sensing module. The live-finger-
print detection part of the optical sensing module can be
implemented by one or more designated light source 33 and
one or more designated optical detectors 34 for live finger
detection in the example of the optical sensing module in
FIG. 2 that are separate from the light source 29 for
providing illumination for optical fingerprint sensing and the
optical detector array 37 for optical fingerprint sensing. FIG.
6 shows only the placement of the one or more designated
light source 33 and one or more designated optical detectors
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34 for live finger detection relative to the optical coupler 31
without showing other components of the optical sensing
module such as the light source 29 for providing illumina-
tion for optical fingerprint sensing and the optical detector
array 37 for optical fingerprint sensing.

[0170] Alternatively, in other implementations, the live-
fingerprint detection can be performed by the same the light
source 29 and the optical detector array 37 for fingerprint
sensing without using a separate optical sensing as shown in
FIG. 2. The live fingerprint detection in FIG. 6 can be
performed by a finger print sensor, such as one of the optical
fingerprint sensors 23 in FIG. 3, 23a in FIG. 4, or 2356 in
FIG. 5, in a way similar to what is now described below in
the specific example in FIG. 6.

[0171] InFIG. 6, the one or more light sources 33 and the
receiving photodetector (PD) array 34 are isolated by a
matched optical coupler 31 so that the emitting light beams
from the one or more light sources 33 cannot directly reach
the photodetector (PD) 34 for sensing whether a fingerprint
is from a live finger. The optical coupler 31 directs the light
beams from the light sources 33 to propagate through the
light path window 41 on the top cover glass 50 (which can
be formed by an opening of the color material layer 52 on
the bottom of the top cover glass 50) and transmit into the
touching material 43, for example, a finger. For a live-
fingerprint of a live-person, the blood flow 81 in the finger
exhibits certain optical absorption characteristics at different
probe wavelengths and also varies with the heartbeat, the
pressing force against the sensor, the breathing or other
parameters. Accordingly, the received probe light at the
optical detector 34 would carry detectable information asso-
ciated with optical absorption characteristics at different
probe wavelengths, the heartbeat, the pressing force against
the sensor, the breathing, micro movement of the finger, or
other parameters and thus can be processed to use such
information to determine whether a touched object is from
a live person. When the probe light beam 83 from the light
sources 33 is coupled by the optical coupler 31 to enter the
material being monitored, the tissues in the material scatter
a portion 85 of the probe light 83 into the receiving PD array
34. By analyzing the signals received, a sequence of signals
can be obtained and analyzed for live finger detection.
[0172] The fingerprint sensor photo diode array 37 may
also be used to detect the scattered light from the touching
materials and thus may also be used for live-fingerprint
detection. For example, the micro movement of the finger-
print can be used to indicate whether the fingerprint is from
a live-finger. A sequence of fingerprint images is used to
recover the signal amplitude and bright spots distribution
change with time. A fake, non-live-finger manifests different
dynamics from a live-finger.

[0173] FIG. 7 shows exemplary optical extinction coeffi-
cients of materials being monitored in blood where the
optical absorptions are different between the visible spectral
range e.g., red light at 660 nm and the infrared range, e.g.,
IR light at 940 nm. By using probe light to illuminate a
finger at a visible wavelength and an IR wavelength, the
differences in the optical absorption can be captured deter-
mine whether the touched object is a finger from a live
person.

[0174] FIG. 8 shows the blood flow in different parts of a
tissue. When a person’ heart beats, the pulse pressure pumps
the blood to flow in the arteries, so the extinction ratio of the
materials being monitored in the blood changes with the
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pulse. The received signal carries the pulse signals. These
properties of the blood can be used to detect whether the
monitored material is a live-fingerprint or a fake fingerprint.
[0175] FIG.9 shows a comparison between a nonliving
material (e.g., a fake finger) and a live-finger. Referring to
FIG. 6, the light source 33 and the corresponding designed
detector 34 in the optical fingerprint sensor can also operate
as a heartbeat sensor to monitor a living organism. One or
multiple light wavelengths can be provided from the light
source 33. When two or more wavelengths of light are used
(e.g., red light around 660 nm and IR light at 940 nm), the
extinction ratio difference can be used to quickly determine
whether the monitored material is a living organism, such as
live fingerprint. In the example shown in FIG. 8B, two light
sources are used to emit probe light at different wavelengths,
one at a visible wavelength and another at an IR wavelength
as illustrated in FIG. 7.

[0176] When a nonliving material touches the optical
fingerprint sensor, the received signal reveals strength levels
that are correlated to the surface pattern of the nonliving
material and the received signal does not contain signal
components associated with a finger of a living person.
However, when a finger of a living person touches the
optical fingerprint sensor, the received signal reveals signal
characteristics associated with a living person, including
different strength levels because the extinction ratios are
different for different wavelengths. This method does not
take long time to know whether the touching material is a
part of a living person. In FIG. 9, the pulse-shaped signal
reflects multiple touches instead of blood pulse. Similar
multiple touches with a nonliving material does not show the
difference caused by a living finger.

[0177] The above optical sensing of different optical
absorption behaviors of the blood at different optical wave-
lengths can be performed in a short period for live finger
detection and can be faster than optical detection of a
person’s heart beat using the same optical sensor.

[0178] In LCD displays, the LCD backlighting illumina-
tion light is white light and thus contains light at both the
visible and IR spectral ranges for performing the above live
finger detection at the optical sensor module. The LCD color
filters in the LCD display module can be used to allow the
optical sensor module to obtain measurements in FIGS. 7, 8
and 9. In addition, the designated light sources for producing
the illumination light for optical sensing can be operated to
emit probe light at the selected visible wavelength and IR
wavelength at different times and the reflected probe light at
the two different wavelengths is captured by the optical
detector array to determine whether touched object is a live
finger based on the above operations shown in FIGS. 7, 8
and 9. Notably, although the reflected probe light at the
selected visible wavelength and IR wavelength at different
times may reflect different optical absorption properties of
the blood, the fingerprint image is always captured by both
the probe light the selected visible wavelength and the probe
light at the IR wavelength at different times. Therefore, the
fingerprint sensing can be made at both the visible wave-
length and IR wavelength.

[0179] In an implementation where the live-fingerprint
detection can be implemented by a designed optical system
such as the light source 33 and optical detector 34 in the
example in FIG. 2 that are separate from the light source 29
and the optical detector array 37 for fingerprint sensing, the
designated light source 33 is operated to emit probe light at
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the selected visible wavelength and IR wavelength, e.g., at
different times, and the reflected probe light at the two
different wavelengths is captured by the designated optical
detector 34 to determine whether touched object is a live
finger based on the above operations shown in FIGS. 7 and
9.

[0180] Alternatively, in an implementation, live-finger-
print detection can be performed by the same the light source
29 and the optical detector array 37 for fingerprint sensing
without using a separate optical sensing component desig-
nated for live finger detection. Under this design using the
light source 29 and the optical detector array 37 for both
fingerprint sensing and the live-fingerprint detection, the
light source 29 is operated to emit probe light at the selected
visible wavelength and IR wavelength at different times and
the reflected probe light at the two different wavelengths is
captured by the designated optical detector 34 to determine
whether touched object is a live finger based on the above
operations shown in FIGS. 7 and 9. Notably, although the
reflected probe light at the selected visible wavelength and
IR wavelength at different times may reflect different optical
absorption properties of the blood, the fingerprint image is
always captured by both the probe light the selected visible
wavelength and the probe light at the IR wavelength at
different times. Therefore, the fingerprint sensing can be
made at both the visible wavelength and IR wavelength.
[0181] Security Level Set Up

[0182] FIG. 10 shows a process flow diagram of an
exemplary process 1000 for setting up different security
levels for authenticating a live finger based on the disclosed
optical sensing technology for fingerprint sensing. Different
security level criterions may be set up based on the type of
action requested. For example, a regular action request is
required to pass security level 1 check. A request for a
financial transaction for an amount below a threshold, such
as under $100 payment needs to pass security level 2. A
financial transaction for an amount over the threshold may
require a higher security level clearance. Different security
level action is triggered after different safety level evalua-
tion. The safety levels corresponding to different security
levels can be set up by combining different live-finger
signatures. For example, single light source signals can be
used to set up safety level 1 gate, two light source signals can
be combined to set up safety level 2 gate, and so on.
[0183] The method 1000 can begin or be triggered when
an action is requested (1002). The requested action is
analyzed to determine an appropriate security level (1004).
When determined that that security level 1 (the lowest
security level) is required (1006), the safety trigger level 1
is required to be passed (1014). When the fingerprint analy-
sis passes the safety trigger level 1, the requested action is
performed (1024). However, when the fingerprint analysis
fails the safety trigger level 1, the requested action is denied
(1022).

[0184] Similarly, when determined that that security level
2 is required (1008), the safety trigger level 2 is required to
be passed (1016). When the fingerprint analysis passes the
safety trigger level 2, the requested action is performed
(1024). When the fingerprint analysis fails the safety trigger
level 2, the requested action is denied (1022).

[0185] When determined that that security level 3 is
required (1010), the safety trigger level 10 is required to be
passed (1018). If the fingerprint analysis passes the safety
trigger level 10, the requested action is performed (1024). If,
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however, the fingerprint analysis fails the safety trigger level
10, the requested action is denied (1022).

[0186] When determined that that security level N is
required (1012), the safety trigger level N is required to be
passed (1020). If the fingerprint analysis passes the safety
trigger level N, the requested action is performed (1024). If,
however, the fingerprint analysis fails the safety trigger level
N, the requested action is denied (1022).

[0187] The optical fingerprint sensor of the disclosed
technology can be implemented to perform live-finger detec-
tion with various features. The optical fingerprint sensor can
detect whether the touching material is a live-finger and can
improve the security of the sensor. Specified light sources
and detectors can be used to detect whether the object
touching the sensing area is a live-finger or a nonliving
material. When probe light at a single wavelength is used for
illumination, the heartbeat detection or other live finger
characteristics (micromovement of the finger) can be used to
provide a reliable criterion to detect whether the object
touching the sensing area is a live-finger or a nonliving
material, including the fingerprint of a live-finger. When two
or more wavelengths are used, the extinction ratio of the
wavelengths are compared to detect whether the obj ect
touching the sensing area is a live-finger or a nonliving
material, including the fingerprint of a live-finger. The
fingerprint sensor light sources and photo diode array can be
used to detect whether the object touching the sensing area
is a live-finger or a nonliving material, including the finger-
print of a live-finger. The dynamic fingerprint images can be
used to detect whether the obj ect touching the sensing area
is a live-finger or a nonliving material, including the finger-
print of a live-finger. Multiple security level can be set up for
different security requirement tasks.

[0188]

[0189] FIG. 11 is a diagram showing an exemplary optical
fingerprint sensor for sensor area decorating where an opti-
cal fingerprint sensor 23 is placed under the top cover glass
50 and is located adjacent to and outside the display module.
When the optical fingerprint sensor 23 is installed under the
cover glass 50 that is structured to include an optical window
that transmits light for providing the light path for optical
sensing. Specifically, a portion of the cover glass’ color
coating material 52 is removed to form this optical window
for optical sensing. Because the fingerprint sensor detector
is arranged to be at one end of the coupler 31, the bottom of
the coupler 31 may be painted with color layers 25 so that
the color layers 52 and 25 collectively provide a perception
of a contiguous structure to a user. The painted color layers
25 can be selected to match with the platform surface color.
For example, to use same color or pattern under the coupler
so that the sensor becomes invisible. In some implementa-
tions, the matched coupler 31 may also be painted with a
desired or different color or pattern to achieve certain or
different decorative effects or styles. The matched coupler
31 may also be painted with certain patterns or signs, such
as homing button sign.

[0190] The design provides an attractive option to further
decorate the sensor area. For example, one or more desig-
nated decorating light sources 35 may be provided to
provide a designed decorating lighting to the optical sensing
area, e.g., emitting light at different colored light wave-
lengths to illuminate the sensor area. This decorating light-
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ing feature can be useful in dark environments when the bell
rings on the smartphone to indicate where the fingerprint
sensing area is located.

[0191] The optical fingerprint sensor can be implemented
to enable various decorative elements including the follow-
ing: the bottom surface of the coupler can be painted with
same color or pattern layers to match with the platform
surface color; the bottom surface of the coupler can be
painted with different color or pattern layers to show new
styles out-looking; and color light sources 35 can be
installed around the coupler to decorate the sensor area.
[0192] Fingerprint Sensor Packaged As A Separate Button
[0193] As an alternative implementation, the optical fin-
gerprint sensors 23 in FIG. 3, 23a in FIGS. 4, and 235 in
FIG. 5A placed under a contiguous cover glass 50 can be
packaged as a separate physical fingerprint sensor button
with a physical demarcation with other parts of the cover
glass 50.

[0194] FIG. 12 is a diagram showing an exemplary optical
fingerprint sensor packaged as a separate button that is
located on a front side of a mobile device where the device
display panel is located. This button can function, in addition
to housing the optical fingerprint sensor module, as a home
button for certain operations of the device, a wake-up button
for waking up the device from a power saving mode, or other
operation of the device.

[0195] FIG. 13 is a diagram showing exemplary finger-
print and live-finger detection using the optical fingerprint
sensor packaged as a separate button shown in FIG. 12. The
optical fingerprint sensor of FIGS. 12 and 13 can be imple-
mented as the optical fingerprint sensors 23 in FIG. 3, 23a
in FIGS. 4, and 235 in FIG. 5A but packaged as a separate
button. Thus, the fingerprint sensing and live-finger detect-
ing is also the same as or similar to those described above.
A matched coupler 31 is used to set up the photo diode array
37 position and provide package flexibility to the visible
area. The aforementioned features regarding the different
components of the optical fingerprint sensor in FIGS. 12 and
13 may be implemented substantially the same as the optical
fingerprint sensors 23 in FIG. 3, 23a in FIGS. 4, and 236 in
FIG. 5A including the light sources. However, to implement
the optical fingerprint sensor as a separate button, the
rigidity or the strength of the material for the cover glass 51
may be required at a higher level than the designs in FIGS.
3-5 under the contiguous cover glass 50.

[0196] The spacer material 39 and the cover glass 51 add
a position shift of D to the probe light beam AB. When the
thickness of the cover glass 51 and the spacer material 19 is
reduced to zero, specifically by excluding the cover glass
and spacer, the probe light beam shift D is eliminated. For
example, a 10 mm sensing size can be realized with less than
1 mm thickness CaF2. Also, the photo diode array 37 should
match with the light path to realize proper resolution and
guarantee the performance in all illumination environments.
[0197] The optical fingerprint sensor packaged as a sepa-
rate button shown in FIGS. 12 and 13 can perform the same
fingerprint detection and live-finger detection as the optical
fingerprint sensor of FIGS. 2-11. In addition, the optical
fingerprint sensor package as a separate button can be
implemented to perform the following features.

[0198] The cover glass and related spacer material may be
implemented to provide design flexibility in the thickness
according to the needs of various applications. In some
implementations, a practical package may be designed not to
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use cover glass and spacer material. Another example for a
practical design is to use a thin layer of cover glass to protect
the coupler where the thin cover glass may be of a high
hardness. To use colored glass or other optical materials to
build the cover is also practical. When designing a compact
button that provide the optical sensor for optical fingerprint
sensing with improved security, various mechanical parts
may be integrated to enhance the rigidity or strength of the
module.

[0199] The optical fingerprint sensor designs disclosed in
this document can be implemented in various ways (e.g.,
under a device cover glass alongside with the device display
or in a button structure) and are a separate sensing module
from the device display screen. Such optical sensor designs
do not interfere with operations, engineering or installation
of the device display screen and do not interfere functions
and features that are associated with or integrated with the
display screens such as touch sensing user interface opera-
tions and structures. As such, the disclosed optical sensor
technology can be used for devices based on various display
technologies or configurations, including, a display screen
having light emitting display pixels without using backlight
where each individual pixel generates light for forming a
display image on the screen such as an organic light emitting
diode (OLED) display screens including an active matrix
organic light emitting diode (AMOLED) display panel,
electroluminescent display screens and other displays with
backlighting such as the ubiquitous liquid crystal display
(LCD) screens.

[0200] FIGS. 14 and 15 illustrate examples of LCD and
OLED display screens for devices that incorporate optical
sensing functions based on the disclosed technology, includ-
ing optical fingerprint sensing and additional optical sensing
for determining whether an object in contact is from a live
person.

[0201] FIG. 14 shows an example of a structure of an LCD
display panel that includes a LCD display panel structure to
display images; a LCD backlighting light module coupled to
the LCD screen to produce backlighting light to the LCD
screen for display images; and a top transparent layer
formed over the device screen as an interface for being
touched by a user for the touch sensing operations and for
transmitting the light from the display structure to display
images to a user. The LCD) screen structure can be inte-
grated with a touch sensing structure that provides touch
sensing user interface operations in connection with oper-
ating with the device.

[0202] As a specific example, FIG. 14 illustrates a smart-
phone with a LCD-based touch sensing display system
1433. The touch sensing display system 1433 is placed
under a top cover glass 1431 which serves a user interface
surface for various user interfacing operations, including,
e.g., touch sensing operations by the user, displaying images
to the user, and an optical sensing interface to receive a
finger for optical fingerprint sensing and other optical sens-
ing operations. The optical sensor module 1490 for optical
fingerprint sensing and other optical sensing operations can
be placed in various locations of the device, e.g., at one end
of the LCD display module 1433 and under the same top
glass cover 1431 as shown. The display system 1423 is a
multi-layer liquid crystal display (LCD) module 1433 that
includes LCD display backlighting light sources 1434 (e.g.,
LED lights) that provide the white backlighting for the LCD
module 1433, a light waveguide layer 1433¢ coupled to the
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LCD display backlighting light sources 1434 to receive and
guide the backlighting light, LCD structure layers 1433a
(including, e.g., a layer of liquid crystal (LC) cells, LCD
electrodes, transparent conductive ITO layer, an optical
polarizer layer, a color filter layer, and a touch sensing
layer), a backlighting diffuser 14335 placed underneath the
LCD structure layers 1433a and above the light waveguide
layer 1433¢ to spatially spread the backlighting light for
illuminating the LCD display pixels in the LCD structure
layers 14334, and an optical reflector film layer 14334
underneath the light waveguide layer 1433¢ to recycle
backlighting light towards the LCD structure layers 433a for
improved light use efficiency and the display brightness. The
example illustrated in FIG. 14 includes a device electronics/
circuit module 1435 for the LCD display and touch sensing
operations, one or more other sensors 1425 such as an
optical sensor for monitoring the light level of the surround-
ings, optional side buttons 1427 and 1429 for controls of
certain smartphone operations.

[0203] Among various locations for the optical sensor
module 1490 disclosed in this document, in some imple-
mentations, the optical sensor module 1490 may be placed
next to the display as shown in FIGS. 1B, 2, 11 and
alongside with the LCD display module 1433 that is either
under the common top cover glass1431 (as shown here in
FIG. 14 and also in FIGS. 1B, 2 and 11) or in a separate
discrete structure (FIG. 12). In such implementations, the
fingerprint sensing area can include a region above the top
glass cover 1431 near an edge of but within the LCD display
panel of the LCD display module 1433 by designing probe
light sources for the optical sensor module to capture
returned probe light from a finger placed in this region in
addition to capturing returned probe light from a finger that
is directly on top of the optical sensor module outside the
LCD display module 1433. This region can be marked to be
visible to a user for placing a finger for fingerprint sensing.
In some implementations, selected LCD pixels in this region
can be operated to turn on to mark this region or the border
of this region in the LCD display panel to allow a user to
identify the region for placing a finger for fingerprint sens-
ing. In other implementations, one or more illumination light
sources may be added underneath the LCD module to
produce illumination light to illuminate the border or the
region on the top glass cover 1431 to be visible to the user.
By providing the one or more illumination light sources, the
region can be optically marked for easy identification by a
user for fingerprint sensing regardless whether the LCD
display is turned off or turned on. The light from LCD pixels
that is present in this region within the LCD display can also
be used to add illumination light to a finger in addition to the
illumination by probe light that is produced by and projected
from the optical sensor module. FIG. 14 marks the finger-
print sensing region that includes both the sensing region
within an edge of the display panel area and the sensing
region outside the display panel area.

[0204] FIG. 15 shows an example of an OLED display
screen for a device that incorporates optical sensing func-
tions based on the disclosed technology, including optical
fingerprint sensing and additional optical sensing for deter-
mining whether an object in contact is from a live person.
The OLED display screen is part of the OLED display
module 1533 that is driven by a driver electronic module or
circuit 1535. Similar to the LCD-based device example in
FIG. 14, the optical sensor module 1490 is provided in FIG.
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15 for optical fingerprint sensing and other optical sensing
operations and can be placed in various locations of the
device, e.g., at one end of the OLED display module 1533
and under the same top glass cover 1431 as shown. In some
implementations, the optical sensor module 1490 may be
placed next to the display as shown in FIGS. 1B, 2, 11 and
alongside with the LCD display module 1433 that is either
under the common top cover glass1431 (as shown here in
FIG. 14 and also in FIGS. 1B, 2 and 11) or in a separate
discrete structure (FIG. 12). In such implementations, the
fingerprint sensing region can include both the sensing
region within an edge of the display panel area and the
sensing region outside the display panel area as illustrated in
FIG. 15. The fingerprint sensing region within the OLED
display area can be marked to be visible to a user for placing
a finger for fingerprint sensing. In some implementations,
selected OLED pixels in this region can be operated to turn
on to mark this region or the border of this region in the
OLED display area to allow a user to identify the region for
placing a finger for fingerprint sensing. In other implemen-
tations, one or more illumination light sources may be added
underneath the OLED module to produce illumination light
to illuminate the border or the region on the top glass cover
1431 to be visible to the user. By providing the one or more
illumination light sources, the region within the OLED
display area can be optically marked for easy identification
by a user for fingerprint sensing regardless whether the
OLED display is turned off or turned on. The light from
OLED pixels that is present in this region within the OLED
display can also be used to add illumination light to a finger
in addition to the illumination by probe light that is produced
by and projected from the optical sensor module.

[0205] In addition to fingerprint detection by optical sens-
ing, the optical sensor module based on the disclosed
technology in this document can also be implemented to
perform optical sensing for measuring other parameters. For
example, the disclosed optical sensor technology can be
used not only to use optical sensing to capture and detect a
pattern of a finger that is associated with a person, but also
to use optical sensing or other sensing mechanisms to detect
whether the captured or detected pattern of a fingerprint is
from a live person’s hand by a “live finger” detection
mechanism.

[0206] For example, optical sensing of other user param-
eters can be based on the fact that a live person’s finger tends
to be moving or stretching due to the person’s natural
movement or motion (either intended or unintended), the
optical absorption characteristics as disclosed in the
examples in FIGS. 7, 8 and 9, or pulsing when the blood
flows through the person’s body in connection with the
heartbeat and blood flow. As explained with respect to FIGS.
7, 8 and 9, the ratio obtained at different probe wavelengths
can be used to determine whether the touched object is from
a finger of a living person or a fake fingerprint pattern of a
man-made material.

[0207] For example, the optical sensor module may
include a sensing function for measuring a glucose level or
a degree of oxygen saturation based on optical sensing in the
returned light from a finger or palm. For example, as a
person touches the display screen, a change in the touching
force can be reflected in one or more ways, including
fingerprint pattern deforming, a change in the contacting
area between the finger and the screen surface, fingerprint
ridge widening, or a blood flow dynamics change. Such
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changes can be measured by optical sensing based on the
disclosed optical sensor technology and can be used to
calculate the touch force. This touch force sensing adds
more functions to the optical sensor module beyond the
fingerprint sensing.

[0208] For another example, a portion of the light from the
display pixels (e.g., OLED or LCD pixels) can enter the
finger tissues. This part of light power is scattered by the
finger tissues and a part of this scattered light may be
collected by the optical sensor array in the optical sensor
module. The light intensity of this scattered light depends on
the finger’s skin color, or the blood concentration in the
finger tissue. Such information carried by the scattered light
on the finger is useful for fingerprint sensing and can be
detected as part of the fingerprint sensing operation. For
example, by integrating the intensity of a region of user’s
finger image, it is possible to observe the blood concentra-
tion increase/decrease depends on the phase of the user’s
heart-beat. This signature can be used to determine the
user’s heart beat rate, to determine if the user’s finger is a
live finger, or to provide a spoof device with a fabricated
fingerprint pattern.

[0209] As to obtaining information on the user’s skin color
by optical sensing, measurements of the optical intensities of
returned light from a finger illuminated probe light at
different optical wavelengths of the probe light can be used
to obtain the skin color information. The different optical
wavelengths of the probe light for illuminating the finger can
be achieved in different ways when implementing the dis-
closed optical sensing technology. For example, the optical
sensor module can include different probe light sources at
different optical wavelengths. For another example, when
implementing the optical sensing in a device with an OLED
display panel, the OLED display panel contains different
color pixels, e.g., adjacent red, green and blue pixels within
one color OLED pixel and can be controlled to provide
desired colored light to illuminate the finger for the mea-
suring the skin color. Specifically, color of pixels within each
color pixel of the OLED display panel can be selected to turn
on to illuminate the finger at different colors. The light
intensities of the scattered light by the finger under the
illumination of the probe light at different colors/optical
wavelengths can be recorded at the optical sensor array and
this intensity information at the different optical wave-
lengths can be used to represent the user’s skin color and can
be used as a user identification parameter. In this regard,
when a user registers a finger for fingerprint authentication
operation for a device, the optical fingerprint sensor mea-
sures intensities of the scatter light from finger at two
different colors or wavelengths A and B, as measured
intensities la and Ib, respectively. The ratio of Ia/Ib could be
recorded and stored as a user authentication data point and
is used to compare with a later measurement of the ratio of
Ia/Ib obtained when user’s finger is placed on the sensing
area as part of the fingerprint sensing operation to gain
access to the device. This method can help reject the spoof
device which may not match user’s skin color.

[0210] For another example, people have unique topo-
graphical or tissue features in their fingers that are below the
skin surface and such features are not usually captured or
available in various fingerprint sensors. Such unique topo-
graphical or tissue features below the skin surface are
difficult to duplicate by fake fingerprint pattern duplicating
techniques, and such features tend to vary when a finger is
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not pressed against a surface and when a finger is deformed
in shape when being pressed against a surface. The optical
sensing based on the disclosed technology in this document
can be implemented to use probe light at an optical wave-
length that penetrates into a human skin surface (e.g., at an
IR wavelength) to capture optical images containing infor-
mation on the tissue structures below the skin surface and
such captured images can be processed to obtain the infor-
mation on the tissue structures below the skin surface as part
of determination of whether the finger under measurement is
a finger of an authorized user for the electronic device to
provide anti-spoof fingerprint sensing. In implementations,
the disclosed technology can be implemented to provide
optical fingerprint sensing by capturing images in non-
contact and contact configurations to provide different user
authentication mechanism by using the same optical sensor
module.

[0211] The user authentication can be based on the com-
bination of the both the optical sensing of the fingerprint
pattern and the positive determination of the presence of a
live person to enhance the access control.

[0212] With respect to useful operation or control features
in connection with the touch sensing aspect of a display
screen, the disclosed optical sensor technology can provide
triggering functions or additional functions based on one or
more sensing results from the optical sensor module to
perform certain operations in connection with the touch
sensing control over the display screen. For example, the
optical property of a finger skin (e.g., the index of refraction)
tends to be different from other artificial objects. Based on
this, the optical sensor module may be designed to selec-
tively receive and detect returned light that is caused by a
finger in touch with the surface of the display screen while
returned light caused by other objects would not be detected
by the optical sensor module. This obj ect-selective optical
detection can be used to provide useful user controls by
touch sensing, such as waking up the smartphone or device
only by a touch via a person’s finger or palm while touches
by other objects would not cause the device to wake up for
energy efficient operations and to prolong the battery use.
This operation can be implemented by a control based on the
output of the optical sensor module to control the waking up
circuitry operation of the display screen. For example,
designed extra light sources for optical sensing and the
designed extra light sources may be provided and, in opera-
tion, the designed extra light sources may be turned on in a
flash mode to intermittently emit flash light to the screen
surface for sensing any touch by a person’s finger or palm
while the display screen can be placed in a sleep mode to
save power. In some implementations, the wake-up sensing
light can be in the infrared invisible spectral range so a user
will not experience any visual of a flash light.

[0213] FIG. 16 shows an example of an electronic device
in form of a mobile device having an optical fingerprint
sensing module based on the disclosed technology. The
optical sensing features in this example can be applied to
other electronic devices, e.g., tablets and other portable
devices and larger electronic devices with optical fingerprint
sensing. The device includes a touch sensing display panel
assembly 3010 which includes a display module having
display layers 3054 and bottom layers 3050. An optical
sensor module 3023 is located near or adjacent to the display
panel assembly 3010 to provide a fingerprint sensor area
3021 outside the display panel area and a fingerprint sensing
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region 3022 inside the display panel area as a virtual
fingerprint sensor area since the optical sensor module is
located in the fingerprint sensor area 3021 outside the
display panel area. The device can also include one or more
other sensors 3012 (e.g., a front camera), control buttons
such as side control buttons 3014 for performing various
device operations.

[0214] InFIG. 16, the illustrated device includes a display
module that displays images and contents and receives user
contact inputs. The display module 3010 includes a display
panel with different display layers 3054 and bottom layers
3050. A top transparent layer 3050 is formed over the
display panel with display layers 3054 to provide a touch
interface for receiving a user contact input and to allow
viewing of the displayed images and contents of the display
panel. As illustrated, a user can place a finger 3043 over the
device for fingerprint sensing in accessing the device. The
top transparent layer 3050 includes an extended section
extending beyond at least one end of the display panel. An
optical sensor module 3023 is placed underneath the
extended section of the top transparent layer 3056 and
adjacent to the one end of the display panel 3010. As
disclosed in this patent document, the optical sensor module
3023 includes one or more probe light sources to produce
probe light to illuminate the extended section of the top
transparent layer 3050 and an adjacent area above the top
transparent layer 3050 above the display panel so as to
illuminate an object above or in contact with the top trans-
parent layer 3050 for optical sensing. The field of view of the
illuminated area above the display panel is marked as 3025
in FIG. 16 and the corresponding area shown in the top
transparent layer 3050 is marked by the fingerprint sensing
region 3022 inside the display panel area. This is also
illustrated in FIGS. 14 and 15 for LCD and OLED display
panels. This feature allows a finger to be optically imaged by
the optical sensor module 3023 as the finger is placed in the
field of view of the illuminated area above sensing region
3022 of the display panel without being in contact with the
top transparent layer 3050. The optical sensor module 3023
can also perform optical sensing operation when the finger
is in contact with the top transparent layer 3050.

[0215] The optical sensor module 3023 includes an optical
sensor array for capturing optical images from the returned
probe light and/or other light returned from the finger 3043.
The optical sensor array includes optical detectors, e.g.,
CMOS photo detectors or photodiodes, to detect reflected
light from the object above or in contact with the top
transparent layer to detect a presence of a received contact
input associated with both (1) a first signal to provide a first
indication of a fingerprint to generate a first signal indicative
of an image of a spatial pattern of whether the object is a
finger of an authorized user fingerprint and (2) a second
signal indicative of a second different signal to provide a
separate second indication of whether the object is a finger
of an authorized user.

[0216] The optical sensor module 3023 may include one
or more trigger sensors for detecting whether an object is
present or approaching. Such a trigger sensor can generate
a trigger probe 3027 and detected the returned trigger probe
to determine whether an object is approaching the sensor
module, and to detect and evaluate the approaching object at
a proper distance from the display cover 3050. The trigger
probe can be an optical signal such as a probe light beam. In
other implementations, a trigger sensor can be an acoustic
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trigger sensor that uses a sound signal as the probe, or an
electric signal such as a capacitance sensor.

[0217] In implementations, the device in FIG. 16 can
include a support transparent layer 3052 formed below the
top transparent layer 3050 and is engaged to the top trans-
parent layer 3050 as a unified top transparent cover. As
illustrated, the support transparent layer 3052 in this
example includes an opening that is underneath the extended
section of the top transparent layer 3050 and is located
adjacent to the one end of the display panel. The optical
sensor module 3023 is placed inside the opening of the
support transparent layer 3052 underneath the extended
section of the top transparent layer 3050. The top transparent
layer 3050 and the support transparent layer 3052 may be
glass transparent substrates or high-strength transparent
materials including crystalized materials. The use of the
support transparent layer 3052 can enhance the overall
structure strength and to securely hold the optical sensor
module 3023.

[0218] Referring to FIGS. 1A and 1B, the device in FIG.
16 includes an optical sensor controller coupled to the
optical sensor module to control operations of the one or
more probe light sources and the optical sensor array to
trigger capturing of different images of the object including
an image of the object when the object is above the top
transparent layer without contacting the top transparent layer
as part of the first signal and another image of the object
when the object is in contact with the top transparent layer
as part of the second signal. The optical sensor controller
processes the captured images of the object, including both
the captured image of the object when the object is above the
top transparent layer without contacting the top transparent
layer as part of the first signal and the other captured image
of the object when the object is in contact with the top
transparent layer as part of the second signal, to determine
whether the object is a finger of an authorized user for the
electronic device.

[0219] Various optical fingerprint sensing operations can
be performed by using the device in FIG. 16. For example,
when an object or finger touches the display cover 3050, the
optical sensor module 3023 can use the returned probe light
to capture the images of the object or finger in the regions
above the areas 3022 and 3021 before the object or finger
touches the top transparent layer 3050. Once the object or
finger touches the top transparent layer 3050, the touch
sensor in the display further evaluates the object to avoid
spoof.

[0220] The probe light sources are integrated in the optical
sensor module 3023 to illuminate the object to generate
returned probe light from the illuminated object back to the
optical sensor module 3023 for imaging by the optical
sensor array inside the optical sensor module 3023. In some
applications, at least one probe light source may be designed
to emit probe light at an optical wavelength that penetrates
into a human skin surface, e.g., at one or more optical
wavelengths in the infrared (IR) or near IR spectral range.
Under this operation, the optical sensor array captures (1)
images formed by the probe light at the optical wavelength
that penetrates into a human skin surface and containing
tissue structures below the skin surface, and (2) images
representing a surface pattern of the skin surface such as a
fingerprint pattern of ridges and valleys of a finger. Accord-
ingly, the optical sensor controller processes (1) the images
formed by the probe light at the optical wavelength that
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penetrates into a human skin surface and containing tissue
structures below the skin surface, and (2) the images rep-
resenting a surface pattern of the skin surface such as a
fingerprint pattern of ridges and valleys of a finger to form
a 3-dimensional profile for determination of whether the
object is a finger of an authorized user for the electronic
device to provide anti-spoof fingerprint sensing.

[0221] This use of the probe light allows imaging of the
inner tissues of the finger to generate a user-specific signa-
ture is difficult to duplicate by a fake finger pattern device
and can be used as an anti-spoof mechanism as part of the
user authentication process for accessing the device. In
particular, the above user-specific signature containing inner
tissue information under the user finger skin is captured
during the user registration process for the device by using
the optical sensor module 3023 and is stored for comparison
in a user access operation. A fake pattern is unlikely to match
such a signature due to the use of the information of inner
tissues of the finger below the skin surface and the imaging
by the same optical sensor module 3023 for capturing the
information of inner tissues of the finger below the skin
surface. In addition, a finger exhibits different surface pat-
terns and inner tissue structures when the finger is free from
shape deformation without being in contact with the top
transparent layer 3050 and when the finger is pressed against
the top transparent layer 3050 to undergo some deformation
in shape so that using different stored signatures captured by
the optical sensor module 3023 when the finger is not in
contact with the top transparent layer 3050 and when the
finger is pressed against the top transparent layer 3050
provide enhanced anti-spoof features. One aspect of the
disclosed technology in this patent document is to use such
different surface patterns and inner tissue structures includ-
ing information captured when a finger is not in contact with
the top sensing surface to provide improved fingerprint
detection security.

[0222] InFIG. 16, in addition to illumination provided by
the probe light from the optical sensor module 3023, the
display light from the display pixels (e.g., LCD or OLED
pixels) may also be used to provide additional illumination
for optical sensing operations. In some implementations, one
or more extra illumination light sources 3024 may be
provided outside the optical sensor module 3023 to assist
with the illumination of the object or finger. In the example
shown in FIG. 16, the one or more extra illumination light
sources 3024 are shown to be located below the display
module.

[0223] One technical challenge in optical fingerprint sens-
ing is the undesired background light, especially when the
device in FIG. 16 is used in outdoor settings or an environ-
ment with strong background lighting. To address this, the
optical sensor module 3023 can include an optical filter
above the optical sensor array to transmit the probe light
while blocking background light from reaching the optical
sensor array. For example, the optical filter may be struc-
tured to reduce infrared light from reaching the optical
sensor array, a strong background source from the sunlight.
Such an optical filter can be a bandpass filter or one or more
filter coatings that are integrated in the detection light path.
Each illumination light source can be operated in a flash
mode to produce high illumination brightness in a short
period time.

[0224] FIG. 17 shows an example of a front side of a
mobile device showing an in-display optical fingerprint
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sensing region 3022 inside the display screen and the
position of the optical sensor module located outside the
display screen which may be implemented by various
designs, including the design examples in FIGS. 14, 15 and
16. The in-display optical fingerprint sensing region 3022 is
illuminated to be visible to a user and this illumination can
be achieved by using the display pixels or extra light
sources. In some designs, the optical sensor module position
may be aligned to be in the frame edge area of the display.

[0225] FIG. 18 shows a color coating feature that can be
implemented in the optical sensor module design in FIG. 16.
Specifically, FIG. 18 shows a multi-layered structure of the
display cover. For example, the cover may include one top
layer 3050 and a support layer 3052, which can be engaged
to each other via different ways, including using an adhesive.
In some designs, the top layer 3050 can be very thin (e.g.,
200 to 400 microns or other thickness) and the optical sensor
module 3023 may be small, e.g., a dimension of around a
few mm. A color coating 3029 is formed under the top
transparent layer inside the opening of the support layer
3052. The color coating 3029 may be patterned to include
light source windows 3033 for transmitting probe light from
the illumination light sources and a sensing light path
window 3035. In some designs, the color coating 3029 may
be optically opaque. In other designs, the color coating 3029
may be transparent or partially transparent to the probe light
from the light sources where the windows 3033 may not be
needed.

[0226] FIG. 19 shows examples of the circuitry construc-
tion in the optical sensor module in FIGS. 16 and 18,
including the optical sensor array 3063 which may be a
photodiode array, probe or illumination light sources (LEDs
etc.) 3065, and related circuits 3069 integrated on a chip
board 3061. Flexible printed circuit (FPC) 3071 is bonded
onto the sensor chip board 3061 via bonding pads 3067.
Processing electronics 3077 and connector 3079 are
mounted on the FPC 3071. The FPC 3071 can be patterned
to include openings for light source windows 3075 and
detection light path widow 3073 formed in the color coating
3029 shown in FIG. 18.

[0227] In some implementations, the light sources 3065
may be directly mounted under the FPC 3071. The optical
filter for reducing background light can be optical filter
coatings formed on the surface of the photodiode array 3063.
Furthermore, in some designs, an enhancement side wall
structure may be included in the module.

[0228] FIG. 20 shows examples of various details in the
structure and operation of the optical sensor module 3023 in
FIGS. 16, 17, 18 and 19. The support layer 3052 under the
display cover 3050 can be made a through hole to hold the
optical sensor module 3023. The wall of the hole is painted
with color coating 3029 as the sensor module wall that
blocks undesired background or environmental light. An
optical imaging or light collection module 3089 is provided
to capture returned light from an object or finger for imaging
by the optical sensor array 3063. This optical imaging
module 3089 may include a pinhole or micro lens that is
mounted under the cover top layer 3050 in some implemen-
tations. The sensing light path window 3035, the pinhole/
micro lens 3089 and the detection light path window 3073
can be aligned so that the optical sensor array 3063 can
receive the image signal light 3087 in the field of view that
covers the in-display fingerprint sensing region 3022.
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[0229] In some implementations, the light 3081 from light
sources 3065, the light 3083 from display 3054, the light
3085 from extra light source 3024 may be used to illuminate
the finger. Multiple light wavelengths are included for the
light sources to realize fingerprint detection and anti-proof
function. For example, live finger spectrum signature can be
used to check if the finger is alive. For example, if red or
near IR light is used as light source, the sensor can image
deeper tissues under the skin, such as the dermis. With this
signature, the fingerprint can be imaged with sufficient
information regardless of the conditions of the finger or the
sensing surface, dry, wet, or worn-out fingerprint patterns
with shallow finger ridge-valley features. In this approach,
the fingerprint can be imaged when the finger is not pressed
on the display. In addition to the 2-D fingerprint patterns, the
finger profile information included in the database also
includes 3D fingerprint information that contains inner tis-
sue structures of a finger under the skin. Notably, the image
of deeper tissue can be difficult to be duplicated in fake
fingerprint and therefor the disclosed optical fingerprint
sensing improves the fingerprint detection accuracy with
built-in anti-spoofing feature.

[0230] FIG. 21 shows examples of capturing images of a
finger in contact and non-contact conditions in the device
design in FIG. 16. As illustrated, the optical sensor controller
may be operated to trigger capturing of different images of
the object when (1) the object is above the top transparent
layer without contacting the top transparent layer and is
approaching the top transparent layer (top), (2) the object is
in contact with the top transparent layer (middle), and (3) the
object is moving away from the top transparent layer (bot-
tom). Those different images can be optically captured and
used to further improve the anti-spoof function of the
fingerprint sensing.

[0231] FIG. 22 further shows an example of an optical
sensor module design based on the discrete “button” struc-
ture formed in a peripheral area of the top transparent cover
as shown in FIG. 12.

[0232] The optical sensor module designs based on the
disclosed technology can be implemented in various loca-
tions on the front facet, back facet and sides of a device and
in various configurations. FIG. 23 illustrates some examples.
For example, the optical sensor module may be located
inside a button of the electronic device. In some designs, the
button of the electronic device is on a side facet, a back facet
or a front side of the electronic device. The button of the
electronic device is operable to perform another operation
different from fingerprint sensing, e.g., a power button for
turning on or off power of the electronic device.

[0233] FIG. 24 shows a flowchart illustrating one example
of a method for operating an optical sensor module to
authenticate a user for accessing an electronic device. This
method includes operating one or more probe light sources
of the optical sensor module to produce probe light to
illuminate an adjacent area of the electronic device; oper-
ating an optical sensor array of optical detectors of the
optical sensor module to detect reflected light from an object
that is present in the illuminated adjacent area to determine
the presence of the object; and operating the one or more
probe light sources and the optical sensor array to perform
a first optical fingerprint sensing operation when the pres-
ence of the object is detected while the object is not in
contact with the electronic device to capture one or more
first optical images of the object to determine whether the
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captured one or more first optical images of the object
contain a first stored fingerprint of a finger of an authorized
user previously obtained from the authorized user by oper-
ating the one or more probe light sources and the optical
sensor array when the finger of the authorized user was not
in contact with the electronic device. Based on the above, the
access to the electronic device is denied when the captured
one or more first optical images of the object are determined
not to contain the first stored fingerprint of the authorized
user.

[0234] The above processing is represented by the pro-
cessing operations located above the dashed line in FIG. 24.
[0235] Next, when the first optical fingerprint sensing
operation determines that the captured one or more first
optical images of the object in the first optical fingerprint
sensing operation are determined to contain the fingerprint
of an authorized user, the method provides additional user
authentication as illustrated by processing operations
located below the dashed line in FIG. 24.

[0236] Specifically, the method includes operating the one
or more probe light sources and the optical sensor array to
perform a second optical fingerprint sensing operation when
the object is in contact with the electronic device to capture
one or more second optical images of the object to determine
whether the captured one or more second optical images of
the object contain a second stored fingerprint of the finger of
the authorized user previously obtained from the authorized
user by operating the one or more probe light sources and the
optical sensor array when the finger of the authorized user
was in contact with the electronic device. Accordingly, the
access to the electronic device is denied when the captured
one or more second optical images of the object are deter-
mined not to contain the second stored fingerprint of the
authorized user. And, the access to the electronic device is
granted when the captured one or more second optical
images of the object are determined to contain the second
stored fingerprint of the authorized user.

[0237] The optical sensors for sensing optical fingerprints
disclosed above can be used to capture high quality images
of fingerprints to enable discrimination of small changes in
captured fingerprints that are captured at different times.
Notably, when a person presses a finger on the device, the
contact with the top touch surface over the display screen
may subject to changes due to changes in the pressing force.
[0238] Referring to FIG. 25, the contact profile area
increases with an increase in the press force, meanwhile the
ridge-print expands with the increase in the press force.
Conversely, the contact profile area decreases with a
decrease in the press force, meanwhile the ridge-print con-
tracts or shrinks with the decrease in the press force. FIG. 25
shows two different fingerprint patterns of the same finger
under different press forces: the lightly pressed fingerprint
2301 and the heavily pressed fingerprint 2303. The returned
probe light from a selected integration zone 2305 of the
fingerprint on the touch surface can be captured by a portion
of the optical sensors on the optical sensor array that
correspond to the selected integration zone 2305 on the
touch surface. The detected signals from those optical sen-
sors are analyzed to extract useful information as further
explained below.

[0239] When a finger touches the sensor surface, the finger
tissues absorb the light power thus the receiving power
integrated over the photo diode array is reduced. Especially
in the case of total inner reflection mode that does not sense
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the low refractive index materials (water, sweat etc.), the
sensor can be used to detect whether a finger touches the
sensor or something else touches the sensor accidentally by
analyzing the receiving power change trend. Based on this
sensing process, the sensor can decide whether a touch is a
real fingerprint touch and thus can detect whether to wake up
the mobile device based on whether the touch is a real finger
press. Because the detection is based on integration power
detection, the light source for optical fingerprint sensing at
a power saving mode.

[0240] In the detailed fingerprint map, when the press
force increases, the fingerprint ridges expand, and more light
is absorbed at the touch interface by the expanded finger-
print ridges. Therefore within a relatively small observing
zone 2305, the integrated received light power change
reflects the changes in the press force. Based on this, the
press force can be detected.

[0241] Accordingly, by analyzing the integrated received
probe light power change within a small zone, it is possible
to monitor time-domain evolution of the fingerprint ridge
pattern deformation. This information on the time-domain
evolution of the fingerprint ridge pattern deformation can
then be used to determine the time-domain evolution of the
press force on the finger. In applications, the time-domain
evolution of the press force by the finger of a person can be
used to determine the dynamics of the user’s interaction by
the touch of the finger, including determining whether a
person is pressing down on the touch surface or removing a
pressed finger away from the touch surface. Those user
interaction dynamics can be used to trigger certain opera-
tions of the mobile device or operations of certain apps on
the mobile device. For example, the time-domain evolution
of the press force by the finger of a person can be used to
determine whether a touch by a person is an intended touch
to operate the mobile device or an unintended touch by
accident and, based on such determination, the mobile
device control system can determine whether or not to wake
up the mobile device in a sleep mode.

[0242] In addition, under different press forces, a finger of
a living person in contact with the touch surface can exhibit
different characteristics in the optical extinction ratio
obtained at two different probe light wavelengths as
explained with respect FIGS. 7, 8 and 9. Referring back to
FIG. 25, the lightly pressed fingerprint 2301 may not sig-
nificantly restrict the flow of the blood into the pressed
portion of the finger and thus produces an optical extinction
ratio obtained at two different probe light wavelengths that
indicates a living person tissue. When the person presses the
finger hard to produce the heavily pressed fingerprint 2303,
the blood flow to the pressed finger portion may be severely
reduced and, accordingly, the corresponding optical extinc-
tion ratio obtained at two different probe light wavelengths
would be different from that of the lightly pressed fingerprint
2301. Therefore, the optical extinction ratios obtained at two
different probe light wavelengths vary under different press
forces and different blood flow conditions. Such variation is
different from the optical extinction ratios obtained at two
different probe light wavelengths from pressing with differ-
ent forces of a fake fingerprint pattern of a man-made
material.

[0243] Therefore, the optical extinction ratios obtained at
two different probe light wavelengths can also be used to
determine whether a touch is by a user’s finger or something
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else. This determination can also be used to determine
whether to wake up the mobile device in a sleep mode.

[0244] For yet another example, the disclosed optical
sensor technology can be used to monitor the natural
motions that a live person’s finger tends to behave due to the
person’s natural movement or motion (either intended or
unintended) or pulsing when the blood flows through the
person’s body in connection with the heartbeat. The wake-
up operation or user authentication can be based on the
combination of the both the optical sensing of the fingerprint
pattern and the positive determination of the presence of a
live person to enhance the access control. For yet another
example, the optical sensor module may include a sensing
function for measuring a glucose level or a degree of oxygen
saturation based on optical sensing in the returned light from
a finger or palm. As yet another example, as a person touches
the display screen, a change in the touching force can be
reflected in one or more ways, including fingerprint pattern
deforming, a change in the contacting area between the
finger and the screen surface, fingerprint ridge widening, or
a blood flow dynamics change. Those and other changes can
be measured by optical sensing based on the disclosed
optical sensor technology and can be used to calculate the
touch force. This touch force sensing can be used to add
more functions to the optical sensor module beyond the
fingerprint sensing.

[0245] The following sections provide additional technical
details for implementing optical fingerprint sensing of a user
finger which is located near a device while not in contact
with the device in addition to performing the optical finger-
print sensing while a user finger is in contact with the device.
Different from the prior examples in FIGS. 14-16 and FIGS.
20-21, the examples provided below are under-LCD or
under OLED optical sensors that use light that propagates
through the top cover glass, the touch sensing layers and the
LCD or OLED display layers to perform the optical sensing.
[0246] As a specific example, FIGS. 26A and 26B illus-
trate one exemplary implementation of an electronic device
2600 having a touch sensing display screen assembly and an
optical sensor module positioned underneath the touch sens-
ing display screen assembly. In this particular example, the
display technology can be implemented by a LCD display
screen with backlight for optically illuminating the LCD
pixels or another display screen having light emitting dis-
play pixels without using backlight (e.g., an OLED display
screen). The electronic device 2600 can be a portable device
such as a smartphone or a tablet and can be the device 1 as
shown in FIG. 1.

[0247] FIG. 26A shows the front side of the device 2600
which may resemble some features in some existing smart-
phones or tablets. The device screen is on the front side of
the device 2600 occupying either entirety, a majority or a
significant portion of the front side space and the fingerprint
sensing function is provided on the device screen, e.g., one
or more sensing areas for receiving a finger on the device
screen. As an example, FIG. 26 A shows a fingerprint sensing
zone in the device screen for a finger to touch which may be
illuminated as a visibly identifiable zone or area for a user
to place a finger for fingerprint sensing. Such a fingerprint
sensing zone can function like the rest of the device screen
for displaying images. As illustrated, the device housing of
the device 2600 may have, in various implementations, side
facets that support side control buttons that are common in
various smartphones on the market today. Also, one or more
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optional sensors may be provided on the front side of the
device 2600 outside the device screen as illustrated by one
example on the left upper corner of the device housing in
FIG. 26A.

[0248] FIG. 26B shows an example of the structural
construction of the modules in the device 2600 relevant to
the optical fingerprint sensing disclosed in this document.
The device screen assembly shown in FIG. 26B includes,
e.g., the touch sensing screen module with touch sensing
layers on the top, and a display screen module with display
layers located underneath the touch sensing screen module.
An optical sensor module is coupled to, and located under-
neath, the display screen assembly module to receive and
capture the returned light from the top surface of the touch
sensing screen module and to guide and image the returned
light onto an optical sensor array of optical sensing pixels or
photodetectors which convert the optical image in the
returned light into pixel signals for further processing.
Underneath the optical sensor module is the device elec-
tronics structure containing certain electronic circuits for the
optical sensor module and other parts in the device 2600.
The device electronics may be arranged inside the device
housing and may include a part that is under the optical
sensor module as shown in FIG. 26B.

[0249] In implementations, the top surface of the device
screen assembly can be a surface of an optically transparent
layer serving as a user touch sensing surface to provide
multiple functions, such as (1) a display output surface
through which the light carrying the display images passes
through to reach a viewer’s eyes, (2) a touch sensing
interface to receive a user’s touches for the touch sensing
operations by the touch sensing screen module, and (3) an
optical interface for on-screen fingerprint sensing (and pos-
sibly one or more other optical sensing functions). This
optically transparent layer can be a rigid layer such as a glass
or crystal layer or a flexible layer.

[0250] One example of a display screen is an LCD display
having L.CD layers and a thin film transistor (TFT) structure
or substrate. A LCD display panel is a multi-layer liquid
crystal display (LCD) module that includes LCD display
backlighting light sources (e.g., LED lights) emitting LCD
illumination light for LCD pixels, a light waveguide layer to
guide the backlighting light, and LCD structure layers which
can include, e.g., a layer of liquid crystal (LC) cells, LCD
electrodes, transparent conductive ITO layer, an optical
polarizer layer, a color filter layer, and a touch sensing layer.
The LCD module also includes a backlighting diffuser
underneath the LCD structure layers and above the light
waveguide layer to spatially spread the backlighting light for
illuminating the L.CD display pixels, and an optical reflector
film layer underneath the light waveguide layer to recycle
backlighting light towards the LCD structure layers for
improved light use efficiency and the display brightness. For
optical sensing, one or more separate illumination light
sources are provided and are operated independently from
the backlighting light sources of the LCD display module.
[0251] Referring to FIG. 26B, the optical sensor module in
this example is placed under the LCD display panel to
capture the returned light from the top touch sensing surface
and to acquire high resolution images of fingerprint patterns
when user’s finger is in touch with a sensing area on the top
surface. In other implementations, the disclosed under-
screen optical sensor module for fingerprint sensing may be
implemented on a device without the touch sensing feature.
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[0252] FIGS. 27A and 27B illustrate an example of a
device that implements the optical sensor module in FIGS.
26A and 26B. FIG. 27A shows a cross sectional view of a
portion of the device containing the under-screen optical
sensor module. FIG. 27B shows, on the left, a view of the
front side of the device with the touch sensing display
indicating a fingerprint sensing area on the lower part of the
display screen, and on the right, a perspective view of a part
of the device containing the optical sensor module that is
under the device display screen assembly. FIG. 27B also
shows an example of the layout of the flexible tape with
circuit elements.

[0253] In the design examples in FIGS. 26A, 26B, 27A
and 27B, the optical fingerprint sensor design is different
from some other fingerprint sensor designs using a separate
fingerprint sensor structure from the display screen with a
physical demarcation between the display screen and the
fingerprint sensor (e.g., a button like structure in an opening
of the top glass cover in some mobile phone designs) on the
surface of the mobile device. In the illustrated designs here,
the optical fingerprint sensor for detecting fingerprint sens-
ing and other optical signals are located under the top cover
glass or layer (e.g., FIG. 27A) so that the top surface of the
cover glass serves as the top surface of the mobile device as
a contiguous and uniform glass surface across both the
display screen layers and the optical detector sensor that are
vertically stacked and vertically overlap. This design for
integrating optical fingerprint sensing and the touch sensi-
tive display screen under a common and uniform surface
provides benefits, including improved device integration,
enhanced device packaging, enhanced device resistance to
exterior elements, failure and wear and tear, and enhanced
user experience over the ownership period of the device.
[0254] Referring back to FIGS. 26A and 26B, the illus-
trated under-screen optical sensor module for on-screen
fingerprint sensing may be implemented in various configu-
rations.

[0255] In one implementation, a device based on the
above design can be structured to include a device screen a
that provides touch sensing operations and includes a LCD
display panel structure for forming a display image, a top
transparent layer formed over the device screen as an
interface for being touched by a user for the touch sensing
operations and for transmitting the light from the display
structure to display images to a user, and an optical sensor
module located below the display panel structure to receive
light that returns from the top transparent layer to detect a
fingerprint.

[0256] This device and other devices disclosed in this
document can be further configured to include various
features.

[0257] For example, a device electronic control module
can be included in the device to grant a user’s access to the
device if a detected fingerprint matches a fingerprint an
authorized user. In addition, the optical sensor module is
configured to, in addition to detecting fingerprints, also
detect a biometric parameter different form a fingerprint by
optical sensing to indicate whether a touch at the top
transparent layer associated with a detected fingerprint is
from a live person, and the device electronic control module
is configured to grant a user’s access to the device if both (1)
a detected fingerprint matches a fingerprint an authorized
user and (2) the detected biometric parameter indicates the
detected fingerprint is from a live person. The biometric
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parameter can include, e.g., whether the finger contains a
blood flow, or a heartbeat of a person.

[0258] For example, the device can include a device
electronic control module coupled to the display panel
structure to supply power to the light emitting display pixels
and to control image display by the display panel structure,
and, in a fingerprint sensing operation, the device electronic
control module operates to turn off the light emitting display
pixels in one frame to and turn on the light emitting display
pixels in a next frame to allow the optical sensor array to
capture two fingerprint images with and without the illumi-
nation by the light emitting display pixels to reduce back-
ground light in fingerprint sensing.

[0259] For another example, a device electronic control
module may be coupled to the display panel structure to
supply power to the LCD display panel and to turn off power
to the backlighting of the LCD display panel in a sleep
mode, and the device electronic control module may be
configured to wake up the display panel structure from the
sleep mode when the optical sensor module detects the
presence of a person’s skin at the designated fingerprint
sensing region of the top transparent layer. More specifi-
cally, in some implementations, the device electronic control
module can be configured to operate one or more illumina-
tion light sources in the optical sensor module to intermit-
tently emit light, while turning off power to the LCD display
panel (in the sleep mode), to direct the intermittently emitted
illumination light to the designated fingerprint sensing
region of the top transparent layer for monitoring whether
there is a person’s skin in contact with the designated
fingerprint sensing region for waking up the device from the
sleep mode.

[0260] For another example, the device can include a
device electronic control module coupled to the optical
sensor module to receive information on multiple detected
fingerprints obtained from sensing a touch of a finger and the
device electronic control module is operated to measure a
change in the multiple detected fingerprints and determines
a touch force that causes the measured change. For instance,
the change may include a change in the fingerprint image
due to the touch force, a change in the touch area due to the
touch force, or a change in spacing of fingerprint ridges.
[0261] For another example, the top transparent layer can
include a designated fingerprint sensing region for a user to
touch with a finger for fingerprint sensing and the optical
sensor module below the display panel structure can include
a transparent block in contact with the display panel sub-
strate to receive light that is emitted from the display panel
structure and returned from the top transparent layer, an
optical sensor array that receives the light and an optical
imaging module that images the received light in the trans-
parent block onto the optical sensor array. The optical sensor
module can be positioned relative to the designated finger-
print sensing region and structured to selectively receive
returned light via total internal reflection at the top surface
of the top transparent layer when in contact with a person’s
skin while not receiving the returned light from the desig-
nated fingerprint sensing region in absence of a contact by
a person’s skin.

[0262] For yet another example, the optical sensor module
can be structured to include an optical wedge located below
the display panel structure to modify a total reflection
condition on a bottom surface of the display panel structure
that interfaces with the optical wedge to permit extraction of
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light out of the display panel structure through the bottom
surface, an optical sensor array that receives the light from
the optical wedge extracted from the display panel structure,
and an optical imaging module located between the optical
wedge and the optical sensor array to image the light from
the optical wedge onto the optical sensor array.

[0263] Specific examples of under-screen optical sensor
modules for on-screen fingerprint sensing are provided
below.

[0264] FIG. 28A and FIG. 28B show an example of one
implementation of an optical sensor module under the
display screen assembly for implementing the design in
FIGS. 26A and 26B. The device in FIGS. 28A-28B includes
a display assembly 423 with a top transparent layer 431
formed over the device screen assembly 423 as an interface
for being touched by a user for the touch sensing operations
and for transmitting the light from the display structure to
display images to a user. This top transparent layer 431 can
be a cover glass or a crystal material in some implementa-
tions. The device screen assembly 423 can include a LCD
display module 433 under the top transparent layer 431. The
LCD display layers allow partial optical transmission so
light from the top surface can partially transmit through the
LCD display layers to reach the under-L.CD optical sensor
module. For example, LCD display layers include electrodes
and wiring structure optically acting as an array of holes and
light scattering objects. A device circuit module 435 may be
provided under the LCD display panel to control operations
of the device and perform functions for the user to operate
the device.

[0265] The optical sensor module 702 in this particular
implementation example is placed under LCD display mod-
ule 433. One or more illumination light sources, e.g., an
illumination light source 436 under the LCD display module
433 or/and another one or more illumination light sources
located under the top cover glass 431, are provided for
providing the illumination light or probe light for the optical
sensing by the optical sensor module 702 and can be
controlled to emit light to at least partially pass through the
LCD display module 433 to illuminate the fingerprint sens-
ing zone 615 on the top transparent layer 431within the
device screen area for a user to place a finger therein for
fingerprint identification. The illumination light from the
one or more illumination light sources 436 can be directed
to the fingerprint sensing area 615 on the top surface as if
such illumination light is from a fingerprint illumination
light zone 613. Another one or more illumination light
sources located under the top cover glass 431 may be placed
adjacent to the fingerprint sensing area 615 on the top
surface to direct produced illumination light to reach the top
cover glass 431 without passing through the LCD display
module 433. As illustrated, a finger 445 is placed in the
illuminated fingerprint sensing zone 615 as the effective
sensing zone for fingerprint sensing. A portion of the
reflected or scattered light in the zone 615 is directed into the
optical sensor module underneath the LCD display module
433 and a photodetector sensing array inside the optical
sensor module receives such light and captures the finger-
print pattern information carried by the received light. The
one or more illumination light sources 436 are separate from
the backlighting sources for the LCD display module and are
operated independently from the backlighting light sources
of the LCD display module.
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[0266] In this design of using one or more illumination
light sources 436 to provide the illumination light for optical
fingerprint sensing, each illumination light source 436
maybe controlled in some implementations to turn on inter-
mittently with a relatively low cycle to reduce the power
used for the optical sensing operations. The fingerprint
sensing operation can be implemented in a 2-step process in
some implementations: first, the one or more illumination
light sources 436 are turned on in a flashing mode without
turning on the LCD display panel to use the flashing light to
sense whether a finger touches the sensing zone 615 and,
once a touch in the zone 615 is detected, the optical sensing
module is operated to perform the fingerprint sensing based
on optical sensing and the LCD display panel may be turned
on.

[0267] In the example in FIG. 28B, the under-screen
optical sensor module includes a transparent block 701 that
is coupled to the display panel to receive the returned light
from the top surface of the device assembly, and an optical
imaging block 702 that performs the optical imaging and
imaging capturing. Light from the one or more illumination
light sources 436, after reaching the cover top surface, e.g.,
the cover top surface at the sensing area 615 where a user
finger touches, is reflected or scattered back from the cover
top surface. When fingerprint ridges in close contact of the
cover top surface in the sensing area 615, the light reflection
under the fingerprint ridges is different, due to the presence
of the skin or tissue of the finger in contact at that location,
from the light reflection at another location under the
fingerprint valley, where the skin or tissue of the finger is
absent. This difference in light reflection conditions at the
locations of the ridges and valleys in the touched finger area
on the cover top surface forms an image representing an
image or spatial distribution of the ridges and valleys of the
touched section of the finger. The reflection light is directed
back towards the LCD display module 433, and, after
passing through the small holes of the LCD display module
433, reaches the interface with the low index optically
transparent block 701 of the optical sensor module. The low
index optically transparent block 701 is constructed to have
a refractive index less than a refractive index of the LCD
display panel so that the returned light can be extracted out
of'the LCD display panel into the optically transparent block
701. Once the returned light is received inside the optically
transparent block 701, such received light enters the optical
imaging unit as part of the imaging sensing block 702 and
is imaged onto the photodetector sensing array or optical
sensing array inside the block 702. The light reflection
differences between fingerprint ridges and valleys create the
contrast of the fingerprint image. As shown in FIG. 28B, a
control circuit 704 (e.g., a microcontroller or MCU) is
coupled to the imaging sensing block 702 and to other
circuitry such as the device main processor 705 on a main
circuit board.

[0268] In this particular example, the optical light path
design is such the light ray enters the cover top surface
within the total reflect angles on the top surface between the
substrate and air interface will get collected most effectively
by the imaging optics and imaging sensor array in the block
702. In this design, the image of the fingerprint ridge/valley
area exhibits a maximum contrast. Such an imaging system
may have undesired optical distortions that would adversely
affect the fingerprint sensing. Accordingly, the acquired
image may be further corrected by a distortion correction
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during the imaging reconstruction in processing the output
signals of the optical sensor array in the block 702 based on
the optical distortion profile along the light paths of the
returned light at the optical sensor array. The distortion
correction coeflicients can be generated by images captured
at each photodetector pixel by scanning a test image pattern
one line pixel at a time, through the whole sensing area in
both X direction lines and Y direction lines. This correction
process can also use images from tuning each individual
pixel on one at a time, and scanning through the whole
image area of the photodetector array. This correction coef-
ficients only need to be generated one time after assembly of
the sensor.

[0269] The background light from environment (e.g., sun
light or room light) may enter the image sensor through the
LCD panel top surface, through holes in the LCD display
assembly 433. Such background light can create a back-
ground baseline in the interested images from fingers and is
undesirable. Different methods can be used to reduce this
baseline intensity. One example is to tune on and off the
illumination light source 436 at a certain frequency f and the
image sensor accordingly acquires the received images at
the same frequency by phase synchronizing the light source
driving pulse and image sensor frame. Under this operation,
only one of the image phases contain light from the light
source. By subtracting even and odd frames, it is possible to
obtain an image which most consists of light emitted from
the modulated illumination light source. Based on this
design, each display scan frame generates a frame of fin-
gerprint signals. If two sequential frames of signals by
turning on the illumination light in one frame and off in the
other frame are subtracted, the ambient background light
influence can be minimized or substantially eliminated. In
implementations, the fingerprint sensing frame rate can be
one half of the display frame rate.

[0270] A portion of the light from the one or more illu-
mination light sources 436 may also go through the cover
top surface and enter the finger tissues. This part of light
power is scattered around and a part of this scattered light
may be eventually collected by the imaging sensor array in
the optical sensor module. The light intensity of this scat-
tered light depends on the finger’s skin color, the blood
concentration in the finger tissue and this information car-
ried by this scattered light on the finger is useful for
fingerprint sensing and can be detected as part of the
fingerprint sensing operation. For example, by integrating
the intensity of a region of user’s finger image, it is possible
to observe the blood concentration increase/decrease
depends on the phase of the user’s heart-beat. This signature
can be used to determine the user’s heart beat rate, to
determine if the user’s finger is a live finger, or to provide
a spoof device with a fabricated fingerprint pattern.

[0271] The one or more illumination light sources 436 in
FIG. 28B can be designed to emit light of different colors or
wavelengths and the optical sensor module can capture
returned light from a person’s finger at the different colors
or wavelengths. By recording the corresponding measured
intensity of the returned light at the different colors or
wavelengths, information associated with the user’s skin
color can be determined. As an example, when a user
registers a finger for fingerprint authentication operation, the
optical fingerprint sensor also measures intensity of the
scatter light from finger at color A, and B, as intensity Ia,Ib.
The ratio of Ia/Ib could be recorded to compare with later

Jul. 9, 2020

measurement when user’s finger is placed on the sensing
area to measure fingerprint. This method can help reject the
spoof device which may not match user’s skin color.
[0272] The one or more illumination light sources 436 can
be controlled by the same electronics 704 (e.g., MCU) for
controlling the image sensor array in the block 702. The one
or more illumination light sources 436 can be pulsed for a
short time, at a low duty cycle, to emit light intermittently
and to provide pulse light for image sensing. The image
sensor array can be operated to monitor the light pattern at
the same pulse duty cycle. If there is a human finger
touching the sensing area 615 on the screen, the image that
is captured at the imaging sensing array in the block 702 can
be used to detect the touching event. The control electronics
or MCU 704 connected to the image sensor array in the
block 702 can be operated to determine if the touch is by a
human finger touch. If it is confirmed that it is a human
finger touch event, the MCU 704 can be operated to wake up
the smartphone system, turn on the one or more illumination
light sources 436 for performing the optical fingerprint
sensing), and use the normal mode to acquire a full finger-
print image. The image sensor array in the block 702 will
send the acquired fingerprint image to the smartphone main
processor 705 which can be operated to match the captured
fingerprint image to the registered fingerprint database. If
there is a match, the smartphone will unlock the phone, and
start the normal operation. If the captured image is not
matched, the smartphone will feedback to user that the
authentication is failed. User may try again, or input pass-
code.

[0273] In the example in FIGS. 28A and 28B, the under-
screen optical sensor module uses the optically transparent
block 701 and the imaging sensing block 702 with the
photodetector sensing array to optically image the finger-
print pattern of a touching finger in contact with the top
surface of the display screen onto the photodetector sensing
array. The optical imaging axis or detection axis 625 from
the sensing zone 615 to the photodetector array in the block
702 is illustrated in FIG. 28B. The optically transparent
block 701 and the front end of the imaging sensing block
702 before the photodetector sensing array forma a bulk
imaging module to achieve proper imaging for the optical
fingerprint sensing. Due to the optical distortions in this
imaging process, a distortion correction can be used, as
explained above, to achieve the desired imaging operation.
[0274] In the optical sensing by the under-screen optical
sensor module in FIGS. 28A and 28B and other designs
disclosed herein, the optical signal from the sensing zone
615 on the top transparent layer 431 to the under-screen
optical sensor module include different light components.
FIGS. 29A, 29B and 29C illustrate signal generation for the
returned light from the sensing zone 615 under different
optical conditions to facilitate the understanding of the
operation of the under-screen optical sensor module.
[0275] FIG. 29A shows an example of how illumination
light from the one or more illumination light sources 436
propagates through the OLED display module 433, after
transmitting through the top transparent layer 431, and
generates different returned light signals including light
signals that carry fingerprint pattern information to the
under-screen optical sensor module. For simplicity, two
illumination rays 80 and 82 at two different locations are
directed to the top transparent layer 431 without experienc-
ing total reflection at the interfaces of the top transparent
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layer 431. Specifically, the illumination light rays 80 and 82
are perpendicular or nearly perpendicular to the top layer
431. A finger 2960 is in contact with the sensing zone 615
on the e top transparent layer 431. As illustrated, the
illumination light beam 80 reaches to a finger ridge in
contact with the top transparent layer 431 after transmitting
through the top transparent layer 431 to generate the light
beam 183 in the finger tissue and another light beam 181
back towards the LCD display module 433. The illumination
light beam 82 reaches to a finger valley located above the top
transparent layer 431 after transmitting through the top
transparent layer 431 to generate the reflected light beam
185 from the interface with the top transparent layer 431
back towards the LCD display module 433, a second light
beam 189 that enters the finger tissue and a third light beam
187 reflected by the finger valley.

[0276] In the example in FIG. 29A, it is assumed that the
finger skin’s equivalent index of refraction is about 1.44 at
550 nm and the cover glass index of refraction is about 1.51
for the top transparent layer 431. The finger ridge-cover
glass interface reflects part of the beam 80 as reflected light
181 to bottom layers 524 below the LCD display module
433. The reflectance can be low, e.g., about 0.1% in some
LCD panels. The majority of the light beam 80 becomes the
beam 183 that transmits into the finger tissue 2960 which
causes scattering of the light 183 to produce the returned
scattered light 191 towards the LCD display module 433 and
the bottom layers 524. The scattering of the transmitted light
beam 189 from the LCD pixel 73 in the finger tissue also
contributes to the returned scattered light 191.

[0277] The beam 82 at the finger skin valley location 2963
is reflected by the cover glass surface (e.g., about 3.5% as
the reflected light 185 towards bottom layers 524, and the
finger valley surface reflects about 3.3% of the incident light
power (light 187) to bottom layers 524. The total reflection
may be about 6.8%. The majority light 189 is transmitted
into the finger tissues 2960. Part of the light power in the
transmitted light 189 in the figure tissue is scattered by the
tissue to contribute to the scattered light 191 towards and
into the bottom layers 524.

[0278] Therefore, the light reflections from various inter-
face or surfaces at finger valleys and finger ridges of a
touching finger are different and the reflection ratio differ-
ence carries the fingerprint map information and can be
measured to extract the fingerprint pattern of the portion that
is in contact with the top transparent layer 431 and is
illuminated the OLED light.

[0279] FIGS. 29B and 29C illustrate optical paths of two
additional types of illumination light rays at the top surface
under different conditions and at different positions relative
to valleys or ridges of a finger, including under a total
reflection condition at the interface with the top transparent
layer 431. The illustrated illumination light rays generate
different returned light signals including light signals that
carry fingerprint pattern information to the under-screen
optical sensor module. It is assumed that the cover glass 431
and the LCD display module 433 are glued together without
any air gap in between so that illumination light with a large
incident angle to the cover glass 431 will be totally reflected
at the cover glass-air interface. FIGS. 29A, 29B and 29C
illustrate examples of three different groups divergent light
beams: (1) central beams 82 with small incident angles to the
cover glass 431 without the total reflection (FIG. 29A), (2)
high contrast beams 201, 202, 211, 212 that are totally
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reflected at the cover glass 431 when nothing touches the
cover glass surface and can be coupled into finger tissues
when a finger touches the cover glass 431 (FIGS. 29B and
29C), and (3) escaping beams having very large incident
angles that are totally reflected at the cover glass 431 even
at a location where the finger issue is in contact.

[0280] For the central light beams 82, the cover glass
surface reflects about 0.1%~3.5% to light beam 185 that is
transmitted into bottom layers 524, the finger skin reflects
about 0.1%~3.3% to light beam 187 that is also transmitted
into bottom layers 524. The reflection difference is depen-
dent on whether the light beams 82 meet with finger skin
ridge 2961 or valley 2963. The rest light beam 189 is
coupled into the finger tissues inside the finger 2960.
[0281] For high contrast light beams 201 and 202, the
cover glass surface reflects nearly 100% to light beams 205
and 206 respectively if nothing touches the cover glass
surface. When the finger skin ridges touch the cover glass
surface and at light beams 201 and 202 positions, most of the
light power is coupled into the finger tissues in the finger
2960 by light beams 203 and 204.

[0282] For high contrast light beams 211 and 212, the
cover glass surface reflects nearly 100% to light beams 213
and 214 respectively if nothing touches the cover glass
surface. When the finger touches the cover glass surface and
the finger skin valleys happen to be at light beams 211 and
212 positions, no light power is coupled into finger tissues
in the finger 2960.

[0283] As illustrated in FIG. 29A, light beams that are
coupled into finger tissues in the finger 2960 will experience
random scattering by the figure tissues to form low-contrast
light 191 and part of such low-contrast light 191 will pass
through the LCD display module 433 to reach to the optical
sensor module.

[0284] Therefore, in high contrast light beams illuminated
area, finger skin ridges and valleys cause different optical
reflections and the reflection difference pattern carries the
fingerprint pattern information. The high contrast fingerprint
signals can be achieved by comparing the difference.
[0285] The disclosed under-screen optical sensing tech-
nology can be in various configurations to optically capture
fingerprints based on the design in FIGS. 26A and 26B.
[0286] For example, the specific implementation in FIG.
28B based on optical imaging by using a bulk imaging
module in the optical sensing module can be implemented in
various configurations. FIGS. 30A-30C, 31, 8A-8B, 9, 10A-
10B, 11 and 12 illustrate examples of various implementa-
tions and additional features and operations of the under-
screen optical sensor module designs for optical fingerprint
sensing.

[0287] FIGS. 30A, FIG. 30B and FIG. 30C show an
example of an under-screen optical sensor module based on
optical imaging via a lens for capturing a fingerprint from a
finger 445 pressing on the display cover glass 423. FIG. 30C
is an enlarged view of the optical sensor module part shown
in FIG. 30B. The under-screen optical sensor module as
shown in FIG. 30B is placed under the LCD display module
433 includes an optically transparent spacer 617 that is
engaged to the bottom surface of the LCD display module
433 to receive the returned light from the sensing zone 615
on the top surface of the top transparent layer 431, an
imaging lens 621 that is located between and spacer 617 and
the photodetector array 623 to image the received returned
light from the sensing zone 615 onto the photodetector array
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623. Like the imaging system in the example in FIG. 28B,
this imaging system in FIG. 30B for the optical sensor
module can experience image distortions and a suitable
optical correction calibration can be used to reduce such
distortions, e.g., the distortion correction methods described
for the system in FIG. 28B.

[0288] Similar to the assumptions in FIGS. 29A, 29B and
29C, it is assumed that the finger skin’s equivalent index of
refraction to be about 1.44 at 550 nm and a bare cover glass
index of refraction to be about 1.51 for the cover glass 423.
When the OLED display module 433 is glued onto the cover
glass 431 without any air gap, the total inner reflection
happens in large angles at or larger than the critical incident
angle for the interface. The total reflection incident angle is
about 41.8° if nothing is in contact with the cover glass top
surface, and the total reflection angle is about 73.7° if the
finger skin touches the cover glass top surface. The corre-
sponding total reflection angle difference is about 31.9°.
[0289] In this design, the micro lens 621 and the photo-
diode array 623 define a viewing angle 6 for capturing the
image of a contact finger in the sensing zone 615. This
viewing angle can be aligned properly by controlling the
physical parameters or configurations in order to detect a
desired part of the cover glass surface in the sensing zone
615. For example, the viewing angle may be aligned to
detect the total inner reflection of the LCD display assembly.
Specifically, the viewing angle 0 is aligned to sense the
effective sensing zone 615 on the cover glass surface. The
effective sensing cover glass surface 615 may be viewed as
a mirror so that the photodetector array effectively detects an
image of the fingerprint illumination light zone 613 in the
LCD display that is projected by the sensing cover glass
surface 615 onto the photodetector array. The photodiode/
photodetector array 623 can receive the image of the zone
613 that is reflected by the sensing cover glass surface 615.
When a finger touches the sensing zone 615, some of the
light can be coupled into the fingerprint’s ridges and this will
cause the photodetector array to receive light from the
location of the ridges to appear as a darker image of the
fingerprint. Because the geometrics of the optical detection
path are known, the fingerprint image distortion caused in
the optical path in the optical sensor module can be cor-
rected.

[0290] Consider, as a specific example, that the distance H
in FIG. 30B from the detection module central axis to the
cover glass top surface is 2 mm. This design can directly
cover 5 mm of an effective sensing zone 615 with a width
We on the cover glass. Adjusting the spacer 617 thickness
can adjust the detector position parameter H, and the effec-
tive sensing zone width Wc can be optimized. Because H
includes the thickness of the cover glass 431 and the display
module 433, the application design should take these layers
into account. The spacer 617, the micro lens 621, and the
photodiode array 623 can be integrated under the color
coating 619 on the bottom surface of the top transparent
layer 431.

[0291] In various implementations of the under-screen
optical sensor module technology for fingerprint sensing
disclosed herein, the optical imaging of the illuminated
touched portion of a finger to the optical sensor array in the
under-screen optical sensor module can be achieved without
using an imaging module such as a lens by imaging the
returned light from the touched portion of the finger under
optical illumination. One technical challenge for optical
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fingerprint sensing without an imaging module is how to
control the spreading of the returned light that may spatially
scramble returned light from different locations on the
touched portion of the finger at the optical sensor array so
that the spatial information of different locations may be lost
when such returned light reaches the optical sensor array.
This challenge can be addressed by using optical collimators
or an array of pinholes to replace the optical imaging module
in the under-screen optical sensor module for detecting a
fingerprint by optical sensing. A device for implementing
such optical fingerprint sending can include a device screen
that provides touch sensing operations and includes a dis-
play panel structure having light emitting display pixels,
each pixel operable to emit light for forming a portion of a
display image; a top transparent layer formed over the
device screen as an interface for being touched by a user for
the touch sensing operations and for transmitting the light
from the display structure to display images to a user; and an
optical sensor module located below the display panel
structure to receive light that is emitted by at least a portion
of the light emitting display pixels of the display structure
and is returned from the top transparent layer to detect a
fingerprint, the optical sensor module including an optical
sensor array that receives the returned light and an array of
optical collimators or pinholes located in a path of the
returned light to the optical sensor array. The array of optical
collimators is used to collect the returned light from the
display panel structure and to separate light from different
locations in the top transparent layer while directing the
collected returned light to the optical sensor array.

[0292] The imaging by using collimators relies on using
different collimators at different locations to spatially sepa-
rate light from different regions of a fingerprint to different
optical detectors in the optical detector array. The thickness
or length of each collimator along the collimator can be
designed to control the narrow field of optical view of each
collimator, e.g., the light from only a small area on the
illuminated finger is captured by each collimator and is
projected onto a few adjacent optical detectors in the optical
detector array. As an example, the thickness or length of
each collimator along the collimator can be designed to be
large, e.g., a few hundred microns, so that the field of optical
view of each collimator may allow the collimator to deliver
imaging light to a small area on the optical detector array,
e.g., one optical detector or a few adjacent optical detectors
in the optical detector array (e.g., an area of tens of microns
on each side on the optical detector array in some cases).

[0293] FIG. 31 shows an example of a smartphone having
a liquid crystal display (LCD) display and an under-screen
optical sensor module that includes an optical module for
collecting and directing light to an optical detector array for
optical fingerprint sensing. The LCD-based touch sensing
display system 423 implements an optical sensing module
with a photo detector array 6621 under the LCD display
system 423. The optical module 617 placed between the
LCD display screen and the optical sensor array in the
under-screen optical sensor module can be configured in
various designs to couple desired returned light from the
display panel while filtering out background light in the
optical detection by the optical sensor array. In some
designs, the optical module 617 may include one or more
imaging lenses as described in this document, a lens-pinhole
assembly as described in this document, or an array of
optical collimators or pinholes.
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[0294] The touch sensing display system 423 is placed
under a top cover glass 431 which serves as a user interface
surface for various user interfacing operations, including,
e.g., touch sensing operations by the user, displaying images
to the user, and an optical sensing interface to receive a
finger for optical fingerprint sensing and other optical sens-
ing operations where probe light is directed from inside the
device to the top cover glass 431 to illuminate the finger. The
display system 423 is a multi-layer LCD module 433 that
includes LCD display backlighting light sources 434 (e.g.,
LED lights) that provide the white backlighting for the LCD
module 433, a light waveguide layer 433¢ coupled to the
LCD display backlighting light sources 434 to receive and
guide the backlighting light, LCD structure layers 433a
(including, e.g., a layer of liquid crystal (LC) cells, LCD
electrodes, transparent conductive ITO layer, an optical
polarizer layer, a color filter layer, and a touch sensing
layer), a backlighting diffuser 4335 placed underneath the
LCD structure layers 433a and above the light waveguide
layer 433¢ to spatially spread the backlighting light for
illuminating the LCD display pixels in the LCD structure
layers 4334, and an optical reflector film layer 4334 under-
neath the light waveguide layer 433c¢ to recycle backlighting
light towards the LCD structure layers 433 a for improved
light use efficiency and the display brightness. When the
LCD cells in the sensing window are turned on, most of the
LCD structure layers 433a (include liquid crystal cells,
electrodes, transparent ITO, polarizer, color filter, touch
sensing layer etc.) become partially transparent although the
micro structure may extinct partial of the probe light energy.
The light diffuser 43354, the light waveguide 433c¢, the
reflector film 4334, and the LCD module frame are treated
to hold the fingerprint sensor and provide transparent or
partially transparent sensing light path so that a portion of
the reflected light from the top surface of the cover glass 431
can reach a photo detector array 621 with an under-L.CD-
screen optical sensor module for fingerprint sensing and
other optical sensing operations. As illustrated, this optical
sensor module under the LCD screen includes various
fingerprint sensor parts, e.g., an optical module 617 for
collecting and directing reflected probe light to the photo
detector array 621, and an optical sensor circuit module
6623 that receives and conditions the detector output signals
from the photo detector array 6621. The photodiode array
6621 may be a CMOS sensor of CMOS sensing pixels, a
CCD sensor array or a suitable optical sensor array that is
sensitive to light.

[0295] The example illustrates includes an electronics
module 435 for the LCD display and touch sensing opera-
tions, one or more other sensors 425 such as an optical
sensor for monitoring the light level of the surroundings,
optional side buttons 427 and 429 for controls of certain
smartphone operations.

[0296] In the example in FIG. 31, the light sources in the
illustrated example include the display back lighting light
sources 434 and the extra designated probe light sources
436. The light beams 442a from extra designated probe light
sources 436 and the light beams 4424 from the display light
sources 434 can be used as the sensor probe light for
illuminating a finger in contact with the top glass cover 431
to generate the desired reflected probe light carrying the
fingerprint pattern and other information to the optical
sensor module.
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[0297] When the LCD cells in the sensing window are
turned on, most of the LCD structure layers 433a (include
liquid crystal cells, electrodes, transparent ITO, polarizer,
color filter, touch sensing layer etc.) become partially trans-
parent although the micro structure may extinct partial of the
probe light energy. The light diffuser 4335, the light wave-
guide 433¢, the reflector film 433d, and the LCD module
frame are treated to hold the fingerprint sensor and provide
transparent or partially transparent sensing light path.

[0298] Based on the disclosed under LCD screen optical
sensing designs, a person’s finger, either in direct touch with
the LCD display screen or in a near proximity about the
LCD display screen, can produce the returned light back into
the LCD display screen while carrying information of a
portion of the finger illuminated by the light output by the
LCD display screen. Such information may include, e.g., the
spatial pattern and locations of the ridges and valleys of the
illuminated portion of the finger. Accordingly, the optical
sensor module can be integrated to capture at least a portion
of such returned light to detect the spatial pattern and
locations of the ridges and valleys of the illuminated portion
of the finger by optical imaging and optical detection
operations. The detected spatial pattern and locations of the
ridges and valleys of the illuminated portion of the finger can
then be processed to construct a fingerprint pattern and to
perform fingerprint identification, e.g., comparing with a
stored authorized user fingerprint pattern to determine
whether the detected fingerprint is a match as part of a user
authentication and device access process. This optical sens-
ing based fingerprint detection by using the disclosed optical
sensor technology uses the LCD display screens as an
optical sensing platform and can be used to replace existing
capacitive fingerprint sensors or other fingerprint sensors
that are basically self-contained sensors as “add-on” com-
ponents without using light from display screens or using the
display screens for fingerprint sensing for mobile phones,
tablets and other electronic devices.

[0299] Notably, an optical sensor module based on the
disclosed optical sensor technology can be coupled to the
backside of the LCD display screen without requiring a
designated area on the display surface side of the LCD
display screen that would occupy a valuable device surface
real estate in some electronic devices such as a smartphone,
a tablet or a wearable device. Such an optical sensor module
can be placed under the LCD display screen that vertically
overlaps with the display screen area, and, from the user’s
perspective, the optical sensor module is hidden behind the
display screen area. In addition, because the optical sensing
of such an optical sensor module is by detecting the light
from the LCD display screen and is returned from the top
surface of the display area, the disclosed optical sensor
module does not require a special sensing port or sensing
area that is separate from the display screen area. Accord-
ingly, different from fingerprint sensors in other designs,
including, e.g., Apple’s iPhone/iPad devices or Samsung
Galaxy smartphone models where the fingerprint sensor is
located at a particular fingerprint sensor area or port (e.g.,
the home button) on the same surface of the display screen
but located in a designated non-displaying zone that is
outside the display screen area, the optical sensor module
based on the disclosed optical sensor technology can be
implemented in ways that would allow fingerprint sensing to
be performed at any location on the LCD display screen by
using unique optical sensing designs by routing the returned



US 2020/0218392 Al

light from the finger into an optical sensor and by providing
proper optical imaging mechanism to achieve high resolu-
tion optical imaging sensing. In this regard, the disclosed
optical sensor technology provides a unique on-screen fin-
gerprint sensing configuration by using the same top touch
sensing surface that displays images and provides the touch
sensing operations without a separate fingerprint sensing
area or port outside the display screen area.

[0300] In addition to fingerprint detection by optical sens-
ing, the optical sensing may be used to measure other
parameters. For example, the disclosed optical sensor tech-
nology can measure a pattern of a palm of a person given the
large touch area available over the entire LCD display screen
(in contrast, some designated fingerprint sensors such as the
fingerprint senor in the home button of Apple’s iPhone/iPad
devices have a rather small and designated oft-screen fin-
gerprint sensing area that is highly limited in the sensing
area size not suitable for sensing large patterns). For yet
another example, the disclosed optical sensor technology
can be used not only to use optical sensing to capture and
detect a pattern of a finger or palm that is associated with a
person, but also to use optical sensing or other sensing
mechanisms to detect whether the captured or detected
pattern of a fingerprint or palm is from a live person’s hand
by a “live finger” detection mechanism based on the fact that
a live person’s finger tends to be moving or stretching due
to the person’s natural movement or motion (either intended
or unintended) or pulsing when the blood flows through the
person’s body in connection with the heartbeat. In one
implementation, the optical sensor module can detect a
change in the returned light from a finger or palm due to the
heartbeat/blood flow change and thus to detect whether there
is a live heartbeat in the object presented as a finger or palm.
The user authentication can be based on the combination of
the both the optical sensing of the fingerprint/palm pattern
and the positive determination of the presence of a live
person to enhance the access control. For yet another
example, the optical sensor module may include a sensing
function for measuring a glucose level or a degree of oxygen
saturation based on optical sensing in the returned light from
a finger or palm. As yet another example, as a person touches
the LCD display screen, a change in the touching force can
be reflected in one or more ways, including fingerprint
pattern deforming, a change in the contacting area between
the finger and the screen surface, fingerprint ridge widening,
or a blood flow dynamics change. Such changes can be
measured by optical sensing based on the disclosed optical
sensor technology and can be used to calculate the touch
force. This touch force sensing adds more functions to the
optical sensor module beyond the fingerprint sensing.

[0301] With respect to useful operation or control features
in connection with the touch sensing aspect of the LCD
display screen, the disclosed optical sensor technology can
provide triggering functions or additional functions based on
one or more sensing results from the optical sensor module
to perform certain operations in connection with the touch
sensing control over the LCD display screen. For example,
the optical property of a finger skin (e.g., the index of
refraction) tends to be different from other artificial objects.
Based on this, the optical sensor module may be designed to
selectively receive and detect returned light that is caused by
a finger in touch with the surface of the LCD display screen
while returned light caused by other objects would not be
detected by the optical sensor module. This object-selective
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optical detection can be used to provide useful user controls
by touch sensing, such as waking up the smartphone or
device only by a touch via a person’s finger or palm while
touches by other objects would not cause the device to wake
up for energy efficient operations and to prolong the battery
use. This operation can be implemented by a control based
on the output of the optical sensor module to control the
waking up circuitry operation of the LCD display screen
which, for example, may include designed extra light
sources for optical sensing and the designed extra light
sources may turned on in a flash mode to intermittently emit
flash light to the screen surface for sensing any touch by a
person’s finger or palm while the LCD display screen can be
placed in a sleep mode to save power. In some implemen-
tations, the wake-up sensing light can be in the infrared
invisible spectral range so a user will not experience any
visual of a flash light.

[0302] An optical sensor module based on the disclosed
optical sensor technology can be coupled to the backside of
the LCD display screen without requiring creation of a
designated area on the surface side of the LCD display
screen that would occupy a valuable device surface real
estate in some electronic devices such as a smartphone, a
tablet or a wearable device. This aspect of the disclosed
technology can be used to provide certain advantages or
benefits in both device designs and product integration or
manufacturing.

[0303] Insome implementations, an optical sensor module
based on the disclosed optical sensor technology can be
configured as a non-invasive module that can be easily
integrated to a LCD display screen without requiring chang-
ing the design of the LCD display screen for providing a
desired optical sensing function such as fingerprint sensing.
In this regard, an optical sensor module based on the
disclosed optical sensor technology can be independent from
the design of a particular LCD display screen design due to
the nature of the optical sensor module: the optical sensing
of such an optical sensor module is by detecting the light
from the LCD display screen and is returned from the top
surface of the display area, and the disclosed optical sensor
module is coupled to the backside of the LCD display screen
for receiving the returned light from the top surface of the
display area and thus does not require a special sensing port
or sensing area that is separate from the display screen area.
Accordingly, such an optical sensor module can be used to
combine with LCD display screens to provide optical fin-
gerprint sensing and other sensor functions on a LCD
display screen without using a specially designed LCD
display screen with hardware especially designed for pro-
viding such optical sensing. This aspect of the disclosed
optical sensor technology enables a wide range of LCD
display screens to be used in smartphones, tablets or other
electronic devices with enhanced functions from the optical
sensing of the disclosed optical sensor technology.

[0304] For example, for an existing phone assembly
design that does not provide a separate fingerprint sensor as
in the Apple iPhones or Samsung models, such an existing
phone assembly design can integrate the under-screen opti-
cal sensor module as disclosed herein without changing the
touch sensing-display screen assembly to provide an added
on-screen fingerprint sensing function. Because the dis-
closed optical sensing does not require a separate designated
sensing area or port as in the case of the Apple iPhones/
Samsung phones with a front fingerprint senor outside the
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display screen area, or some smartphones with a designated
rear fingerprint sensor on the backside like in some models
by Huawei, Xiaomi, Google or Lenovo, the integration of
the on-screen fingerprint sensing disclosed herein does not
require a substantial change to the existing phone assembly
design or the touch sensing display module that has both the
touch sensing layers and the display layers. Simply put, no
external sensing port and no extern hardware button are
needed on the exterior of a device are needed for adding the
disclosed optical sensor module for fingerprint sensing. The
added optical sensor module and the related circuitry are
under the display screen inside the phone housing and the
fingerprint sensing is conveniently performed on the same
touch sensing surface for the touch screen.

[0305] For another example, due to the above described
nature of the optical sensor module for fingerprint sensing,
a smartphone that integrates such an optical sensor module
can be updated with improved designs, functions and inte-
gration mechanism without affecting or burdening the
design or manufacturing of the LCD display screens to
provide desired flexibility to device manufacturing and
improvements/upgrades in product cycles while maintain
the availability of newer versions of optical sensing func-
tions to smartphones, tablets or other electronic devices
using LCD display screens. Specifically, the touch sensing
layers or the LCD display layers may be updated in the next
product release without adding any significant hardware
change for the fingerprint sensing feature using the disclosed
under-screen optical sensor module. Also, improved on-
screen optical sensing for fingerprint sensing or other optical
sensing functions by such an optical sensor module can be
added to a new product release by using a new version of the
under-screen optical sensor module without requiring sig-
nificant changes to the phone assembly designs, including
adding additional optical sensing functions.

[0306] The above and other features of the disclosed
optical sensor technology can be implemented to provide a
new generation of electronic devices with improved finger-
print sensing and other sensing functions, especially for
smartphones, tablets and other electronic devices with LCD
display screens to provide various touch sensing operations
and functions and to enhance the user experience in such
devices.

[0307] The optical sensor technology disclosed herein
uses the light for displaying images in a display screen that
is returned from the top surface of the device display
assembly for fingerprint sensing and other sensing opera-
tions. The returned light carries information of an object in
touch with the top surface (e.g., a finger) and the capturing
and detecting this returned light constitute part of the design
considerations in implementing a particular optical sensor
module located underneath the display screen. Because the
top surface of the touch screen assembly is used as a
fingerprint sensing area, the optical image of this touched
area should be captured by an optical imaging sensor array
inside the optical sensor module with a high image fidelity
to the original fingerprint for robust fingerprint sensing. The
optical sensor module can be designed to achieve this
desired optical imaging by properly configuring optical
elements for capturing and detecting the returned light.

[0308] In designing optical sensor modules under LCD

display modules, various technical features or properties of
LCD display modules should be considered and factored
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into the overall optical sensor module designs to improve the
optical sensing operation. The following sections described
several design examples.

[0309] One common component in various LCD display
modules is a light diffuser which may a sheet that diffuses
the incident light to different directions to achieve a large
viewing angle and the spatial uniformity of the display. The
presence of this LCD diffuser layer, however, can degrade
the optical detection by the under-L.CD optical sensor mod-
ule.

[0310] FIGS. 31A and 31B show a LCD light diffuser
layer 4335 located between the LCD waveguide layer 433¢
and other LCD layers 433a. In some LCD assemblies, the
cover glass layer 431 may be separated by a distance from
the underlying diffuser sheet 4335 (e.g., several millimeters
in some LCD devices), and the optical module 617 is
separated from the diffuser sheet 4335 by the light wave-
guide board 433¢ (which may be sub mini-meters thick).
Under this structure, the strong diffusion in the diffuser sheet
4335 can significantly reduce the signal contrast in the signal
light that passes through the LCD display module 433 to
reach the optical detector array 6621. The light diffusion at
the LCD diffuser layer 4335, although desirable for display
operations, degrades the fingerprint detection performance.
[0311] This undesired effect of the LCD diffuser layer
4335 may be mitigated by using different techniques. Two
examples are illustrated in FIGS. 31A and 31B.

[0312] FIG. 31A shows one example in which holes 951a
can be made in the corresponding area or all over the diffuser
sheet 4335 in the L.CD display module in the section of the
diffuser sheet 4335 above the optical sensor module to
improve the transmission of the returned light from the top
cover glass 431 to the optical detector array 6621. The hole
sizes, shapes and distribution can be selected based on the
specific design needs. For example, the hole size may be
larger than the probe light wave lengths so as to avoid strong
diffraction. The inclusion of the holes 951a in the LCD
diffuser layer 4335 in this design is to prove optical trans-
mission paths to the optical sensor module.

[0313] FIG. 31B shows another example where the dif-
fuser sheet can be structured to include low diffusion optical
transparent spots 9515 where the light diffusion is weak in
the region above the optical sensor module to improve the
transmission of the light to the optical sensor module. The
transparent spot sizes, shapes and distribution e can be
selected based on the specific design needs. For example, the
hole size may be larger than the probe light wave lengths so
as to avoid strong diffraction, and the spot distribution be
such that to allow efficient reception of the returned light
from the top cover glass 431 through the LCD display
layers. If the diffuser sheet is made of a rough surface
material that diffracts or diffuses light, a selected material
can be selectively applied to the rough surface to provide
some transparent material to reduce the original optical
diffusion of the rough surface. Examples for suitable mate-
rials include epoxy, wax, or oil and can effectively modify
the diffusion.

[0314] For a given LCD diffuser layer, a long wavelength
light source may be selected to generate the probe or
illumination light so that the diffuser scattering for such light
is weak so that more light can pass through the diffuser layer
to reach the optical sensor module.

[0315] For another example, referring to FIGS. 31A and
31B, various LCD display modules include an optical reflec-
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tor layer or film 4334 in LCD below the LCD waveguide
layer 433c¢ to reflect the unused light back to the LCD layers
for enhancing the display brightness. However, the presence
of'this optical reflector film 4334 can block most of the light
from reaching the optical sensor module under the LCD and
thus can adversely affect the optical fingerprint sensing. This
optical reflector layer can be modified in a way that main-
tains the desired optical reflection under the LCD waveguide
layer in most locations while allowing for desired optical
transmission at the location of the under-LCD optical sensor
module. In some implementations, the optical module 617
for the optical sensor under the LCD can be fixed to touch
the reflector film 4334.

[0316] FIG. 31C shows another example for providing
transparent light paths for guiding light from one or more
illumination light sources 436 to improve the fingerprint
sensing of the detection module without significant diffusion
by the diffusion layer. For example, holes 969 may be
selectively formed in the light diffuser film 4334 to improve
light transmission to the under-LCD optical fingerprint
sensor. To avoid the influence of the display performance,
the light path holes may be tilted to maintain some level of
light diffusion function in the area of the holes 969. In
addition, such holes 969 may be designed to be small, e.g.,
0.3 mm or less, to further enhance diffusion of the back-
lighting while still providing improved optical imaging at
the under-LLCD optical fingerprint sensor. In implementa-
tions, the light path holes may be empty with air, may be
filled with a transparent material.

[0317] In some designs, the light path holes 969 may not
be limited at a certain area but may be distributed all over the
light diffuser film 4335, e.g., the holes 969 may be evenly
distributed in the entire film 4334. This design eliminates the
undesired spatial non-uniform illumination created by the
selected holes 969 in certain area but not in other areas. In
some designs, the light path holes 969 may be distributed in
a spatial gradient pattern so that any change in the LCD
illumination caused by the holes 969 would be gradual and
less visible.

[0318] FIG. 31D shows one example for modifying the
optical reflector layer by including or forming light-trans-
mitting holes in the region of the optical sensor module
location in the optical reflector film to allow optical reflec-
tion for LCD display in most parts of the optical reflector
film while providing the optical module 617 with transparent
light paths for receiving light reflected from the finger on top
of the LCD. The hole sizes, shapes and distribution can be
configured to meet the needs of optical sensing. For
example, the hole size may be larger than the probe light
wave lengths so as to avoid strong diffraction. For example,
the collimator unit aperture may be around 40 microns in
diameter and the diffuser sheet hole size may be 5 microns,
10 microns, 30 microns, 40 microns, or 100 microns and so
on. Each collimator unit aperture may have one or multiple
holes in the optical reflector layer to provide desired light
paths for optical sensing. The non-uniformity in the detec-
tion can be calibrated. If the collimator unit apertures are
discrete with large pitch distance (for example 1 mm or so),
the holes in the reflector film may be drilled with the same
pitch distance.

[0319] FIG. 31E shows another example for modifying the
optical reflector layer in the LCD in which the optical
reflectance of the optical reflector film may be modified to
allow for some degree of optical transmission for optical
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sensing by the underlying optical sensor. Various commer-
cial LCD reflector films use flexible plastic material as
substrate and the optical transmittance of such plastic mate-
rials may be sufficient for transmitting sufficient light to the
optical sensor module for fingerprint sensing.

[0320] In the above designs for the L.CD diffuser layer and
LCD reflector layer, the holes may be formed in a region
where the one or more illumination light sources are located
to allow sufficient transmission of the illumination light to
pass through the LCD display module layers to reach the top
cover glass for illuminating a finger for the optical sensing
operation.

[0321] In the above designs, the optical sensor module is
located underneath the LCD display module and thus is
under the LCD waveguide layer which is designed to guide
the backlighting light from the backlighting light source to
the LCD display area. The backlighting light from the
display light sources 434 (e.g., LEDs) is guided by the
waveguide 433¢ and is diffused by the LCD diffuser layer to
leave the waveguide 433¢ to provide the needed backlight-
ing for the LCD. The light may be uniformly leaked from
one side surface of the waveguide 433¢ and is then diffused
by the diffuser sheet 4335. In some L.CDs, about half of the
diffused light may propagate towards the optical module 617
and becomes strong background light in the optical sensing
detection.

[0322] One or more extra light sources 436 can be pro-
vided in connection with the optical sensor module: to
illuminate the finger and to provide the light carrying the
fingerprint pattern information to the optical sensor module
underneath the LCD. Due to the location of the illumination
light sources 436 (e.g., below the reflector film 4334 next to
or adjacent to the optical sensor), the light guide function of
the waveguide 433¢ is not effective to the light from the
illumination light sources 436 so that the light from the 436
can be more efficiently reach the top surface of the LCD
panel for illuminating a finger.

[0323] In addition, the illumination light sources 436 can
be designed to emit illumination at one or more optical
wavelengths different from the LCD display illumination
light wavelengths from the LCD display backlighting light
sources 434. The illumination light sources 436 can be used
for both fingerprint sensing and other sensing functions.
[0324] The above design for selecting the illumination
light at one or more optical wavelengths that are different
from the optical wavelength of the backlighting light for the
LCD display may be used to reduce power consumption.
Using the display backlighting light sources for the finger-
print detection requires the display backlighting light
sources to be turned on for performing optical fingerprint
sensing. This design consumes more power when compared
to the above design where the illumination light for optical
sensing is different from the backlighting light in optical
wavelength in part to allow for optical sensing operation
without turning on the LCD backlighting light. The above
design for selecting the illumination light at one or more
optical wavelengths that are different from the optical wave-
length of the backlighting light for the LCD display enables
flexible selection of the illumination light sources to gain
additional advantages. For example, infrared light can be
used as the illumination sources 436 so that the LCD diffuser
layer becomes more transparent to the IR illumination light
for desired higher transmission of the IR illumination light.
For another example, the illumination light sources can be
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selected to provide multiple wavelengths for other functions
such as anti-spoof liveness sensing, heartbeat sensing etc.

[0325] In designing an optical sensor module under LCD,
the locations and spatial distribution of the illumination light
sources 436 can be used to adjust the observing angle so as
to optimize the sensing quality.

[0326] In some designs, the LCD display panel can be
controlled to provide a local flash mode to illuminate the
fingerprint sensing area by operating selected LCD display
pixels underneath the sensing area. This can be provided in
an optical sensor module under the LCD display panel, e.g.,
FIGS. 28A and 28B based on an optical imaging design or
FIG. 32 based on optical imaging via an assembly of a lens
and a pinhole. In the event of acquiring a fingerprint image,
the LCD display pixels in the sensing window area and the
illumination light sources can be turned on momentarily to
produce high intensity illumination for optical sensing of a
fingerprint, and, at the same time, the photo detection sensor
array is turned on to capture the fingerprint image in sync
with the turning on of the illumination light. The time to turn
on the illumination light can be relatively short but the
emission intensity can be set to be high. For this reason, this
mode for optical fingerprint sensing is a flash mode that
enable the photo detector sensor array to detect a larger
amount of light to improve the image sensing performance.

[0327] The optical sensors for sensing optical fingerprints
disclosed above can be used to capture high quality images
of fingerprints to enable discrimination of small changes in
captured fingerprints that are captured at different times.
Notably, when a person presses a finger on the device, the
contact with the top touch surface over the display screen
may subject to changes due to changes in the pressing force.
When the finger touches the sensing zone on the cover glass,
changes in the touching force may cause several detectable
changes at the optical sensor array: (1) fingerprint deform-
ing, (2) a change in the contacting area, (3) fingerprint ridge
widening, and (4) a change in the blood flow dynamics at the
pressed area. Those changes can be optically captured and
can be used to calculate the corresponding changes in the
touch force. The touch force sensing adds more functions to
the fingerprint sensing.

[0328] In various implementations of the under-screen
optical sensor module technology for fingerprint sensing
disclosed herein, an imaging module having at least one
imaging lens can be used to achieve the optical imaging of
the illuminated touched portion of a finger onto the optical
sensor array in the under-screen optical sensor module. The
lensing effect of the imaging module is in part for controlling
the spatial spreading of the returned light that may spatially
scramble returned light from different locations on the
touched portion of the finger at the optical sensor array so
that the spatial information on the returned light correspond-
ing to the fingerprint pattern on a finger can be preserved by
the imaging lens with a desired spatial imaging resolution
when the imaging lens directs the returned light to reach the
optical sensor array. The spatial imaging resolution of an
imaging module having a single imagine lens or an assembly
of two or more imaging lenses is proportional to the numeri-
cal aperture of the imaging module. Accordingly, a high-
resolution imaging lens requires a large numerical aperture
and thus a lens with a large diameter. This aspect of a
lens-based imaging module inevitably requires a bulking
lens system to produce a high-resolution imaging system. In
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addition, a given imaging lens has a limited field of view
which increases as the focal length decreases and decreases
as the focal length increases.

[0329] In many fingerprint sensing applications such as
optical fingerprint sensors implemented under a display
screen in a mobile device, it is desirable to have a compact
imaging system with a high spatial imaging resolution and
a large field of view. In view of the trade-offs in various
imaging features of a lens-based imaging system discussed
above, a compact optical imaging system for optical finger-
print sensing is provided below by combining a lens-based
imaging system to achieve a high spatial imaging resolution
via the lens and a reduced size in the captured image at the
optical detector array to reduce the size the optical detector
array via the same lens. The pinhole is placed in front of the
lens to produce a field of view in optical imaging by
effectuating a pinhole camera while without requiring a large
diameter lens. A conventional pinhole camera can include a
small aperture for optical imaging and can produce a large
field of view while suffering a limited image brightness due
to the small aperture and a low spatial imaging resolution. A
combination of an imaging lens and a pinhole camera, when
properly designed, can benefit from the high spatial imaging
resolution of the imaging lens and the large field of view of
the pinhole camera.

[0330] FIG. 32 shows one example of an optical sensor
module 4620 placed under an L.CD display screen where a
pinhole and a lens are used to form the optical imaging
system for the optical sensor module 4620. One or more
illumination light sources 436 are provided at a location
under the LCD display module 433 to produce illumination
light to pass through the LCD display module 433 and the
top transparent layer 431 which includes a sensing zone 615
on the top surface of the transparent layer 431. One or more
illumination light sources 4661 are provided under the top
transparent layer 431 provided to produce illumination light
to sensing zone 615 on the top surface of the transparent
layer 431. The one or more illumination light sources 436
may be located in or next to the optical sensor module 4620
to provide, in addition to providing illumination for finger-
print sensing, a breathing light indicator to indicate that the
optical fingerprint sensing is in progress or the optical sensor
module 4620 is turned on or activated.

[0331] In the illustrated example in FIG. 32, the optical
sensing module 4620 is a compact module by using a micro
lens 4621e with a small diameter that can be about the same
size of the pinhole so slightly larger than the pinhole. The
micro lens 4621e is engaged to a pinhole structure 4621g
that is optically opaque and may be a layer of a blackened
or metal material formed on a surface of a pinhole substrate
46211 of an optically transparent material with an opening as
the pinhole 4643. The micro lens 4621e is placed on the
lower side of the pinhole substrate 4621/ In operation, the
optical layers above the pinhole 4643 in the pinhole struc-
ture 4621g are structured to produce a large optical field of
view in collecting the returned light from the LCD display
panel and to transmit the collected light towards the optical
sensor array 4623e. The optical detectors in the optical
sensor array 4623e respond to the received optical pattern to
produce detector signals and a detector circuit module 4623/
is coupled to the optical sensor array 4623 to receive and
process the detectors signals. Detector circuit module 4623/
may include, in some implementations, a flexible printed
circuit (PFC). The micro lens 4621e receives the transmitted
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light from the pinhole and to focus the received light onto
the optical sensor array 4623e for optical imaging at an
enhanced spatial imaging resolution at the optical sensor
array 4623¢ when compared to a lower spatial imaging
resolution of the pinhole in projecting light onto the optical
sensor array 4623e without the micro lens 4621e. In this
design, the low resolution of the pinhole is compensated by
using the micro lens 4621e and the limited field of view of
the micro lens 4621¢ is compensated by the large field of
view of the assembly of the low-index layer 4618¢, a
high-index layer 4621/ and the pinhole 4643.

[0332] In the illustrated example of using the pinhole-lens
assembly for optical imaging in FIG. 32, the object plane of
the pinhole-lens assembly is near the top effective sensing
zone 615 on the top surface of the transparent layer 4431
such as a cover glass for the touch sensing LCD display
panel and the imaging plane of the pinhole-lens assembly is
the receiving surface of the optical detectors of the optical
sensor array 4623e. In addition to the pinhole substrate
4621/, an optically transparent spacer 4618¢ with a refrac-
tive index lower than that of the pinhole substrate 4621/ is
provided between the pinhole substrate 4621/ and the LCD
display panel. This use of a lower index material above the
pinhole substrate 4621f is part of the optical design to
achieve a large field of view for receiving light from the
LCD display panel. In some implementations, the lower-
index spacer 4618¢ may be an air gap. This design provides
an optical interface of two different optical materials
between lower-index spacer 4618¢ and the higher-index
pinhole substrate 4621/ and the optical refraction at this
interface converts a large field of view (FOV) (e.g., around
140 degree in some cases) of incident light from the LCD
display panel in the lower-index spacer 4618e into a smaller
FOV in the higher-index pinhole substrate 4621f. Accord-
ingly, the output light rays produced by the pinhole-lens
assembly have a relatively small FOV.

[0333] This design of reducing the FOV is advantageous
in several aspects. First, the optical input FOV in the
lower-index spacer 4618e of the optical sensor module 4620
is a large FOV. Second, the actual FOV handled at by the
pinhole-lens assembly located below the higher-index pin-
hole substrate 4621/ is a reduced FOV with respect to the
optical input FOV so that light rays with large incident
angles are limited by this reduced FOV. This is beneficial
because image distortions caused by light rays at large
incident angles at the pinhole-lens assembly are reduced by
this reduced FOV. In addition, this reduced FOV at the
pinhole-lens assembly reduces the undesired pinhole shad-
ing effect that would distort the brightness distribution of the
image at the optical sensor array.

[0334] Different from a convention pinhole camera with
uses a pinhole with a diameter around 40 microns in some
pinhole camera designs, the pinhole 4643 formed in the
opaque layer 4621g is designed to have a diameter much
larger than the typical size of a pinhole in a pinhole camera,
e.g., greater than 100 microns, or 200 microns (e.g., 250
microns) in some designs. In this combination of the lens
and the pinhole, the use of the high-index material for the
pinhole substrate 4612/ just above the pinhole 4643 and the
use of the lower-index layer 4618¢ above the pinhole
substrate 46121 allows the pinhole 4643 to have a diameter
much larger than the typical size of a pinhole in a pinhole
camera while still achieving a large FOV. For example, in
some implementations, the diameter of the pinhole 4643
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may be about the same as or similar to the radius of
curvature of the curve surface of the lens 4621e when
structured as a half ball lens with a flat surface facing the
pinhole 4643 and a partial spherical surface that directs the
light from the pinhole 4643 towards the photodetector array
4621e.

[0335] Additional design features can also be imple-
mented to improve the overall optical performance and the
compactness of the optical imaging system based on the
pinhole-lens assembly. For example, as illustrated in FIG.
32, additional optical layers can be placed between the
lens-pinhole assembly and the photodiode array 4623e. In
this example, an optically transparent spacer 4621/ and a
protection material 4623g are provided in the light path from
the pinhole-lens assembly to the optical sensor array 4623e.
In some implementations, the spacer 46212 may be a
low-index layer such as an air gap, and the protection
material 4623g may be a layer covering the top of the optical
detectors of the optical sensor array 4623¢ and having a
refractive index higher than that of the spacer 4621/. The
layers 4621/ and 4623g can be structured to reduce or
eliminate the imaging distortion at the optical sensor array
4623e. When light is refracted at media interfaces, the
nonlinearity in the directions of refracted rays exists and
creates image distortions at the optical sensor array 4623e.
Such distortions become more pronounced when the inci-
dent angles are large. To reduce such distortions, the optical
thickness ratio of spacer 4621/ and 4623g can be selected in
light of the optical structure of the pinhole-lens assembly
and the optical objective field of the pinhole-lens assembly
(e.g., the optical layers from the top sensing surface of the
top glass layer 4431 to the pinhole substrate 4621f).

[0336] Optical distortions occur at each interface of dif-
ferent optical materials along the optical path of light from
the top of the LCD display panel to the optical sensor array
4623¢. One design technique for reducing such optical
distortions is to provide optically matching structures on
lower side of the pinhole-lens assembly (i.e., the optical
layers on the imaging side of the pinhole-lens assembly) to
corresponding to optical structures on the upper side of the
pinhole-lens assembly (i.e., the optical layers on the object
side of the pinhole-lens assembly) so that an optical distor-
tion incurred at one interface along the optical path from the
LCD panel to the pinhole-lens assembly in the object side of
the pinhole-lens assembly is countered or offset by optical
refraction at a matching interface along the optical path from
the pinhole-lens assembly to the optical sensor array 4623e
in the imaging side of the pinhole-lens assembly. The optical
matching layers in the imaging side of the pinhole-lens
assembly are designed by taking into account of the optical
power of the lens in the pinhole-lens assembly. In a pinhole
imaging system with the pinhole 4643 alone without the lens
4621e, optical distortions are present when the media are not
matched between the object and the image fields. Such
optical distortions may be in form of a barrel distortion when
the FOV is large by using a grid pattern placed over the top
sensing surface to test the distortions. The barrel distortions
caused by the un-matched optical layers between the object
and the image fields of the pinhole 4643 is undesirable
because they directly impact the accuracy of the fingerprint
pattern captured by the optical sensor array 4623e. It is noted
that the level of such distortions is usually higher in the
central part of the imaging field at the optical sensor array
4623e than the peripheral part.
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[0337] To mitigate such distortions, material layers below
the pinhole 4643 and the lens 4621¢ in the imaging field can
be structured in terms of their refractive indices and thick-
ness values to reverse the distortions introduced by the
material layers in the object side. This is achieved by
matching the refraction behavior at large incident angles so
as to correct the image to be linearly formed on the detector
surface. For example, in a pinhole imaging system with an
imaging magnification at 5, if there are a glass layer of 2
mm thick and an air gap layer of 1 mm thick above the
pinhole 4643, a glass layer of 0.4 mm thick and an air gap
of 0.25 mm thick can be provided below the pinhole 4643
and above the optical sensor array 4623e¢ to reduce the
optical distortions at the optical sensor array 4623e. This
technique can be applied to provide matching layers below
the pinhole 4643 for complex material layers above the
pinhole 4643.

[0338] FIG. 33 shows an example of different layers in the
LCD display module above the optical sensor module. In
this embodiment, the sensor module 4620 is integrated
under the LCD display system. [llumination light sources
4661 and extra light sources 436 are also integrated in or
close to the sensor module 4620. The virtual button for the
optical fingerprint (FP) sensing shown within the LCD
display screen near the edge is virtual because there is no
separate physical button for fingerprint sensing and is a
displayed area that is indicated as the effective sensing zone
615 (FIG. 32) for fingerprint sensing.

[0339] Inthe example in FIG. 33, the materials in the LCD
backlighting components of the LCD display module are
designed to provide optical transmission paths to allow
returned probe light from the top sensing zone to reach the
underlying optical sensor module below the LCD display
module. Light transmitting holes or slits can be formed in
such materials. To modify the appearance of the display at
the optical sensor position to make the optical sensor less
visible, a diffuser film 44334 may be integrated with the
prisms 4433¢ above the backlighting waveguide layer 4433/
to diffuse the light towards the LCD pixels for uniform
illumination, and additional diffuser 4433/ may be integrated
with the mirror film 4433g that is below the backlighting
waveguide layer 4433/ and reflects or recycles backlighting
light back to the LCD layers to improve the illumination
efficiency. In some implementations, the additional diffuser
films 4433d and 4433/ may be shaped as stripes around
edges around the optical sensor module to diffuse the light
scattered in the light paths so that the light path edges around
the optical sensor module under the L.CD display module are
hidden and or less visible.

[0340] FIG. 34 shows an example implementation of the
design in FIG. 32 where the pinhole layer coating 4621g on
the bottom surface of the pinhole substrate 4621/ is struc-
tured to have a high optical reflection at its upper side facing
the pinhole substrate 46217 This feature is used to compen-
sate the regional reflection of the mirror film hole above the
optical sensor module 4620.

[0341] In some implementations, an additional diffuser
layer 4621 may be applied on top of the pinhole substrate
46211 as shown in FIG. 34 to cause optical diffusion and the
central part of the additional diffuser layer 4621/ can include
a clear light path to receive the returned light from the LCD
display module for optical sensing.

[0342] Furthermore, FIG. 34 shows an example location
of one or more extra light sources 436a installed under the
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additional diffuser layer 4621i. The light emitted from the
extra light sources 4364 is scattered by the diffuser 4621;.
The extra light sources may emit light of different optical
wavelengths, e.g., including wavelengths for finger illumi-
nation and other wavelengths for other functions, such as
breathing light function etc.

[0343] FIG. 35 shows an example where one or more
under cover glass light sources 4661 are provided to illu-
minate the touching finger 4447 for optical sensing. The
light produced by one or more under cover glass light
sources 4661 is represented by light 4661« and can transmit
into the finger tissues or propagate through the corneum of
the finger skin. For example, when light 4661a transmits
into the finger tissues, the light is scattered. A part of the
scattered light comes out as the signal light 46615 and is
detected by the optical sensor module 4620. This signal light
46615b carries the fingerprint information. The signal light
46615 is incident to the sensing zone on the top glass at a
large angle and tends to capture and carry the fingerprint
information when the skin is wet or dry. Hence, using the
one or more under cover glass light sources 4661 can
improve the sensor’s detection performance and reliability.
[0344] The pinhole-lens assembly for optical imaging in
the example in FIG. 32 can achieve a higher spatial imaging
resolution to capture fine features in the captured images
beyond the spatial imaging resolution of the system with the
pinhole 4643 alone without the lens 4621e. This higher
spatial imaging resolution is a result of having the lens
4621e. FIG. 36 illustrates the imaging operation of the
pinhole alone and the imaging operation of the pinhole-lens
assembly.

[0345] Referring to the left part of FIG. 36 showing a
pinhole imaging system without the lens, the pinhole 4643
diffracts the incident light beam 4661 to produce a diffracted
the output light beam 4673 that is divergent due to the
diffraction by the pinhole 4643. This divergent light beam
4673 forms an image light spot 4679 at the imaging plane
4667 that reflects the resolution of this imaging system.
[0346] The right part in FIG. 36 shows a micro lens 4621e
is added under the pinhole 4643 and the curvature of the
micro lens 4621e¢ modifies the wave-front of the light beam
diffracted by the pinhole 4643 to produce a light spot 4681
at the imaging plane 4667 which is smaller than the light
spot 4679 produced by the pinhole 4643 alone without the
lens 4621e.

[0347] The pinhole-lens assembly can be implemented to
provide a compact optical sensor module 4620 in the
example in FIG. 32. Due to the refraction at the media
interfaces, the light propagation angle can be controlled by
using different optical materials. For example, as shown in
FIG. 37, if the refractive index nl in the media above the
pinhole substrate 4621fis lower than the refractive index n2
of'the pinhole substrate 4621/, a light beam 4683 with a large
incident angle is bent to a beam 4685 with a smaller angle
after entering the pinhole substrate 4621/ Therefore, an
extremely large field of view can be realized for receiving
input light at the object side of the pinhole-lens assembly by
using a higher index material for the pinhole substrate 4621f.
In some implementations, a large FOV (e.g., close to or
above 140 degrees) may be achieved by using a high-index
material for the pinhole substrate 4621f to create a suffi-
ciently large difference between the refractive indices the
pinhole substrate 4621f and the layer above the pinhole
substrate 4621/
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[0348] The above design for achieving a large diffraction
bending of light rays at the top surface of the pinhole
substrate 4621/ can be used to reduce the thickness of the
optical sensor module by incorporating some low refractive
index gaps (such as air gaps) in the light path. In addition,
the image uniformity of the image from the pinhole-lens
assembly can be improved because the tilting angles of light
rays entering the lens underneath the pinhole substrate are
reduced with a smaller FOV due to the large refraction on
the top of the pinhole substrate 4621e.

[0349] In the pinhole-lens assembly, the micro lens is
placed underneath the pinhole 4643 and thus the optical
aperture of the micro lens is small due to the small opening
of the pinhole 4643.

[0350] As such, the micro lens exhibits lower aberrations
because light rays from the pinhole 4643 collected by the
micro lens generally are close to the axis of the curved
surfaces of the micro lens.

[0351] In implementing this pinhole-lens assembly, the
center of the pinhole 4643 is placed at or close to the center
of the micro lens surface. In the example in FIG. 37, a half
ball lens is shown as an example and is engaged onto (e.g.,
being glued) a pinhole board to achieve this configuration.
The flat surface of the half ball lens 4621e faces up to engage
to the pinhole 4643 and the center of the flat surface of the
half ball lens 4621e is at or near the center of the pinhole
4643. Under this design, any incident light, at both small or
large incident angles to the flat surface of the half ball lens
4621e via the pinhole 4643, would have its light ray direc-
tion to coincide with a radial direction of the half ball lens
4621e which is the optical axis of the lens in that direction.
This configuration reduces optical aberrations. For light
beams 4663 and 4683 with different incident angles at the
top of the pinhole substrate 4621/, their light paths are
modified after entering the pinhole substrate 4621f to be
close to the respective optical axes 4689 and 4691 of the half
ball lens surface. Therefore, under this specific design, the
image light spots 4681 and 4693 formed by the light beams
4663 and 4683 exhibit low optical aberrations although they
have different incident angles.

[0352] The pinhole-lens assembly is subject to an aperture
shading effect which causes the final image at the imaging
plane (the optical sensor array 4623¢) to appear brighter in
the center and darker in the peripheral area with a gradual
change in brightness along the radial direction from the
center towards the peripheral area. This effect degrades the
image captured at the optical sensor array 4623 and can be
reduced by using a corrective optical filtering that modifies
the spatial brightness distribution. For example, an optical
filter with a spatial gradient transmission profile can be
inserted in the optical path of the light received by the
optical sensor module, e.g., a location between the OLED
display panel and the optical sensor array. This gradient
transmission filter is structured to exhibit a high optical
attenuation at or near a center of the pinhole and a decreas-
ing optical attenuation from the center of the pinhole radially
outward to counter a spatial variation of an optical intensity
distribution of light caused by the pinhole. FIG. 38 shows an
example of an optical attenuation profile for such a gradient
transmission filter with a radial gradient attenuation that
decreases from the center towards the edge.

[0353] Inimplementations, the gradient transmission filter
may include one or more coatings may be made on a surface
of the light path to correct the image brightness non-
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uniformity, e.g., the display bottom surface, the module parts
surface, or top surface of the optical sensor array. In addition
to countering the spatial un-uniformity by the aperture
shading effect, the filter may be further configured to correct
other types of brightness non-uniformity and may also
include features that can reduce other optical distortions and
optical aberrations.

[0354] The above disclosed optical sensor modules that
uses a pinhole-lens assembly for optical imaging onto an
optical sensor array may also be used to construct optical
sensor modules located under a top glass cover but is placed
next to an LCD display screen that is placed under the same
top glass cover.

[0355] Invisible Under-LCD Optical Fingerprint Sensor
Designs
[0356] In principle, designs of an optical sensor module

under the LCD display screen, due to their optical sensing
configurations, provide some flexibility in placing the opti-
cal fingerprint sensing region in the LCD screen almost
anywhere in the LCD screen. Since the fingerprint sensing
area 615 is within the LCD screen display area and is used
along with other parts of the LCD screen for displaying
images during the normal operation of the device, the LCD
screen display area that corresponds to the fingerprint sens-
ing area 615 can be controlled to display an image in the area
or the boundary of the fingerprint sensing area 615 so that
the fingerprint sensing area 615 is visibly marked for the
user to place a finger for performing a fingerprint sensing
operation. When one or more extra illumination light
sources 4663 or 4661 are implemented for the under-LCD
optical sensing, the one or more extra illumination light
sources 4663 or 4661 may be used to illuminate the finger-
print sensing area 615 to mark the area to be visible for the
fingerprint sensing without turning on the LCD screen, or in
other implementations, with the LCD screen to turn on to
use the LCD pixels at the fingerprint sensing area 615 to
mark the fingerprint sensing area 615.

[0357] One of challenges for placing an optical sensor
module under the LCD display screen is to obtain sufficient
optical transmission for the probe light used for optical
sensing to pass through the LCD display screen such that
there is sufficient light carrying the fingerprint information
from the fingerprint sensing area 615 on the top surface of
the top transparent layer 4431. This can be important for
optical sensing because insufficient optical transmission of
probe light through the LCD displays screen may adversely
affect the optical sensing sensitivity, the optical imaging
contrast and the signal-to-noise ratio of the optical detection
at the under-LCD-screen optical sensor module.

[0358] As described in examples illustrated in FIGS. 31
through 31E, various layers in the LCD screen stack can be
modified to improve the optical transmission of the probe
light at the optical sensor module and the image contrast of
the optical sensing. For example, transmissive features or
regions may be formed in the path leading to the under-LCD
optical module in the LCD diffusion layer above the LCD
backlighting waveguide layer and/or the reflector film or
layer below the LCD backlighting waveguide layer. How-
ever, such transmissive features or regions in the in the LCD
screen stack may cause an undesired visual effect in the
appearance of the displayed images by the LCD screen.
[0359] Referring to FIG. 31A, for example, the inclusion
of the holes 951¢ in the LCD diffuser layer 4336 for
enhancing the local optical transmission in the LCD screen



US 2020/0218392 Al

at the optical sensor module 6621 can reduce the local
optical diffusion while increasing the local optical transmis-
sion at the holes 9514 so that the LCD display in the region
of the holes 951a appears to be slightly brighter than the
surrounding L.CD display regions without the holes 951a in
their LCD diffuser layer 4335. As labeled in FIG. 31A, the
in-screen fingerprint sensing (FPS) area 615 contains local
holes 951a are somewhat “abnormal” in its display appear-
ance but the surrounding screen areas are “normal” display
areas without such holes 951qa that appear to be slightly
dimmer than the in-screen FPS sensing area 615 when the
LCD screen is operated to display images in normal screen
operations. In example in FIG. 31D, transmissive features or
regions may also be formed in the reflector film or the
backlighting waveguide in the LCD screen stack and local-
ized in the region where the optical sensor module is.

[0360] Therefore, the localized presence of the transmis-
sive features or regions in the LCD screen stack in the region
where the under-LCD optical sensor module may render this
region in the LCD screen to appear to have a slightly
different screen brightness from the remainder parts of the
LCD screen without such transmissive features or regions,
specially the surrounding areas in the LCD screen. Accord-
ingly, this visual difference in the screen brightness at the
region where the under-LCD optical sensor module renders
the in-screen FPS sensing area 615 to visible to users
although this difference may be less noticeable to some
users. Although this visual difference for the in-screen FPS
sensing area 615 is acceptable or even helpful during the
optical fingerprint sensing operation, this visual difference is
not desirable when the LCD screen is operated for normal
display operations.

[0361] One aspect of the technology disclosed in this
patent document is to design the under-L.CD optical sensing
module and associated features to reduce this difference in
the appearance of the displayed images in the in-screen FPS
sensing area 615 and other “normal” regions in the LCD
screen so that the in-screen FPS sensing area 615 completely
or substantially blends with other “normal” regions in the
LCD screen and thus is “invisible” to a user when the LCD
screen is operated to use the in-screen FPS sensing area 615
and other “normal” regions in the LCD screen for normal
display operations.

[0362] Since the transmissive features or regions in the
LCD screen above the optical sensor module are needed for
better optical sensing operation, one way to improve the
local optical transmission of the LCD screen for the under-
LCD optical sensing without making such a region to be
visible to a user is to place such the transmissive features or
regions in the LCD screen above the optical sensor module
at a location that is not visible to a user when viewing the
LCD screen.

[0363] In many commercially produced LCD screens, an
optically opaque border is present in the peripheral sides of
the LCD screen, like a peripheral opaque border frame
surrounding the central area of the LCD screen. FIG. 39A
illustrates a top view of the LCD display screen where a
peripheral opaque border frame 3220 is formed on the four
sides of the LCD screen and block the LCD display pixels
in the border regions on the four sides of the LCD screen so
that only the central LCD display area 3210 exposed by the
opening of the peripheral opaque border frame 3220 is
visible to a user during the display operation.
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[0364] Accordingly, as illustrated in FIGS. 39A and 39B,
the under-LCD optical sensor module can be placed under
the LCD screen near or within the area covered by the
peripheral opaque border frame 3220 so that the LCD screen
portion 3230 under the peripheral opaque border frame 3220
above the optical sensor module can be modified to provide
one or more desired localized transmissive features or
regions in the LCD screen stack for directing probe light
carrying the fingerprint information to the optical sensor
module.

[0365] Referring to FIG. 39B which shows a cross section
view of the different layers under the marked circular region
in FIG. 39A, the LCD screen portion 3230 with optical
transmissive features or regions for directing light to the
optical sensor module is placed under the peripheral opaque
border frame 3220 and thus is largely invisible to the user
when viewing the LCD-displayed images because the
peripheral opaque border frame 3220 is above and conceals
the LCD screen portion 3230 from the view of the user.
Notably, different from some other examples of under-LCD
optical sensing designs, the center of the in-screen FPS
sensing area 615 is spatially offset from the center of the
LCD screen portion 3230 with optical transmissive features
or regions. Accordingly, the location of the underlying
optical sensor module is spatially shifted in position off the
in-screen FPS sensing area 615 because the underlying
optical sensor module is placed under the peripheral opaque
border frame 3220 rather than being directly underneath the
in-screen FPS sensing area 615.

[0366] This design of placing the LCD screen portion
3230 with optical transmissive features or regions either
partially or entirely under the peripheral opaque border
frame 3220 for directing probe light into the under-LCD
optical sensor module is referred to as an “invisible” optical
sensor design. This design can conceal both the localized
transmissive features or regions in the LCD screen portion
3230 of the LCD screen stack and the underlying optical
sensor module from being visible even when one or more
extra illumination lights 4663 or 4661 are provided for
illuminating the area above the in-screen FPS sensing area
615 where a user is to place a finger for optical fingerprint
sensing and other optical sensing operations.

[0367] Under this arrangement, the in-screen FPS sensing
area 615 can no longer be placed anywhere in the LCD
screen but should be in the LCD screen near the location of
the LCD screen portion 3230 having localized transmissive
features or regions so that a portion of the light from the
in-screen FPS sensing area 615 that reaches the LCD screen
portion 3230 under the peripheral opaque border frame 3220
can be directed through the LCD screen to reach the under-
lying optical sensor module for optical sensing. It is noted
that, in various implementations of this design, the LCD
screen portion 3230 having localized transmissive features
or regions is designed to provide a light receiving path (at
least partially covered by the peripheral opaque border
frame 3220) from the in-screen FPS sensing area 615 to the
under-LCD optical sensor module to improve the optical
detection performance while the illumination of the in-
screen FPS sensing area 615 can be implemented indepen-
dent of this special design. For example, the one or more
extra illumination lights 4663 or 4661 can be placed at
desired locations to direct illumination light to the in-screen
FPS sensing area 615 without necessarily going through the
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LCD screen portion 3230 having localized transmissive
features or regions to reach the in-screen FPS sensing area
615.

[0368] The above described design of placing the LCD
screen portion 3230 having localized transmissive features
or regions to be at least partially covered by the peripheral
opaque border frame 3220 can be applied to various con-
figurations of the under-LCD optical sensor module for
implementing the design in FIG. 32. For example, the
under-L.CD optical sensor module using a projector system
for collecting light from the in-screen FPS sensing area 615
in FIG. 28B, or an imaging system having a lens located
below the LCD screen in an optical path to the optical sensor
array to collect the probe light from the in-screen FPS
sensing area 615 and to project the collected probe light
towards the optical sensor array in FIG. 30B, or a lens-less
optical system by using an array of optical collimators or
pinholes to collect the probe light from the in-screen FPS
sensing area 615 and to project the collected probe light
towards the optical sensor array as shown in FIG. 31, or a
combination of a pinhole and a lens downstream from the
pinhole to receive the transmitted probe light from the
pinhole and to focus the received probe light onto the optical
sensor array for optical imaging as shown in FIGS. 32
through 38.

[0369] Referring back to FIG. 32, the LCD screen portion
3230 having localized transmissive features or regions that
is partially or entirely covered by the peripheral opaque
border frame 3220 can be use various designs to increase the
optical transmission of the LCD screen portion 3230 in
addition to forming transmission holes or more transmissive
regions than the other parts of the LCD screen. FIGS. 40A,
40B and 40C show one specific example where a peripheral
segment of the LCD screen is modified to form the LCD
screen portion 3230 by providing improved optical trans-
mission in the modified LCD screen portion 3230 in which
the underlying optical sensor module 4620 as shown uses a
combination of a pinhole and a lens shown in FIG. 32 to
collect light for the optical sensor array as an example.
[0370] In this design example, as shown in FIGS. 40A and
40B, the under-L.CD optical sensor module uses a pinhole
4643 and a micro lens 4621e together to form an optical
system for collecting light from the FPS sensing area 615 on
the top transparent layer 431 and for directing the collected
light onto the optical sensor array 4623e in the optical sensor
module 4620 to achieve a large field of view and a high
imaging resolution at the same time. See FIGS. 25 through
31 and associated description for more details. The spacer
4621/ may be a low-index material layer such as an air gap,
and the protection material 4623g may be a band pass filter.
FIG. 40B shows that one or more under cover glass extra
illumination light sources 4661 are provided to illuminate
the finger to be detected and to generate probe light in the
optical path from the in-screen FPS sensing area 615 to the
LCD screen portion 3230 to the optical sensor module. Extra
light sources 4663 may be placed adjacent to or just above
the optical sensor module 4620 to provide local illumination
for finger illumination. These light sources can also function
as a breathing light to indicate the operational state of the
optical sensor module. As further explained in later sections,
other light sources, such as environmental light sources, can
also be used as probe light sources for optical sensing.
[0371] FIGS. 40A, 40B and 40C show that a peripheral
segment of the LCD screen is modified to form the LCD
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screen portion 3230 by peeling off a small segment of the
LCD prism and diffusion films 4433¢ and 4433¢ and the
other layers underneath the LCD prism and diffusion films
4433¢ and 4433¢. The peripheral segments of the LCD
prism and diffusion films 4433¢ and 4433e are removed to
create a void for optical transmission to form modified LCD
prism and diffusion films 5433¢ and 5433e as shown in FIG.
40A. This void is used to insert an optical coupler 5617
below the LCD layers 44335 and above the backlighting
waveguide layer 44337 This optical coupler 5617 can be
implemented as a wedged optical coupler with a tapered
wedge section to extend into the space between the peeled
and modified LCD prism and diffusion films 5433¢ and
4433e¢ and this tapered wedge section can reach into the
LCD screen region 3100 that is not covered by the peripheral
opaque border frame 3220 as a light path for better collec-
tion of light from the in-screen FPS sensing area 615. This
feature in this optical coupler 5617 only impacts a small area
of the LCD screen near the peripheral opaque border frame
3220 so that the impact to the display quality is not pro-
nounced. A thin spacer 5617a is formed between the bottom
surface of the LCD layers 44335 and the top surface of the
optical coupler 5617 and may be, e.g., a soft optically clear
or transparent adhesive layer. As such, probe light from the
in-screen FPS sensing area 615 passes through the thin
spacer 5617a and is collected and directed by the optical
coupler 5617 into the backlighting waveguide layer 4433/

[0372] Another modification to the peeled LCD peripheral
segment is to remove a small peripheral segment of the
optical reflector film layer 4433g as a modified optical
reflector film layer 5433g to expose the bottom surface of the
backlighting waveguide layer 4433/ for placing the optical
sensor module 4620. The top surface of the optical sensor
module 4620 in this example is the pinhole substrate 4621/
which is placed against the bottom surface of the backlight-
ing waveguide layer 4433/ to receive the light directed by
the optical coupler 5617. In this example, the optical path
from the in-screen FPS sensing area 615 through the top
transparent layer 431, through the touch sensing layer
4433a, the LCD layers 44335, the spacer 56174, the optical
coupler 5617, and the backlighting waveguide layer 4433/
into the optical sensor module 4620 contains no air gaps. In
other implementations, an air gap may be present in the
above optical path.

[0373] FIG. 40B shows the general geometry of the LCD
screen portion 3230 based on the above modification of the
peripheral segment of the LCD screen where two types of
extra illumination light sources 4661 and 4663 are placed
below the top transparent layer 431 and above the back-
lighting waveguide layer 4433/

[0374] FIG. 40C shows that, other than the peripheral
segment of the LCD screen portion 3230, other parts of the
LCD screen are not modified.

[0375] FIG. 41 shows an implementation of the design in
FIGS. 40A-40C where the optical sensor module 4620 is
integrated under the LCD assembly, especially at a position
close to the backlighting light sources 434 at one end of the
LCD screen structure. The light path of the sensor is out of
the LCD display’s working zone so that the sensor is hidden
under the LCD opaque border from the viewer and is
substantially invisible. A LCD housing 4433/ below the
modified LCD reflector film layer 5433g is above the optical
sensor module 4620 and has an optical transparent window
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at the optical sensor module 4620 to allow the collected light
to enter the optical sensor module 4620.

[0376] In summary, the above invisible optical sensor
module design for an electronic device capable of detecting
a fingerprint by optical sensing (e.g., smartphones, tablets,
and others) is based on a LCD screen that provides touch
sensing operations and includes a LCD display panel struc-
ture to display images and a peripheral opaque border
surrounding a central area of the LCD display panel struc-
ture and covering a narrow peripheral border of the LCD
display panel structure. The LCD display panel structure
includes a backlighting module to produce backlight for
displaying the images in the central area of the LCD display
panel structure within the peripheral opaque border. One or
more optical sensing illumination probe light sources are
provided to produce probe light to illuminate a sensing area
of the top transparent layer for optical sensing. An under-
LCD optical sensor module is located below the LCD screen
and positioned underneath the peripheral opaque border to
be spatially offset from central area of the LCD display panel
structure to receive returned probe light that passes through
the LCD screen for optical sensing. The LCD display panel
structure includes one or more extra transmission holes or
regions within an area that is at least partially covered by the
peripheral border and is positioned above the optical sensor
module to allow probe light to pass through the LCD display
panel structure to reach the optical sensor module for optical
sensing. The one or more extra transmission holes or regions
within the area that is at least partially covered by the
peripheral border may include, in some

[0377] LSLD-PM17792US 101 implementations, an opti-
cal coupler to transmit the light. In some designs, this optical
coupler may be placed below the LCD layer and above the
LCD backlighting waveguide layer while the optical sensor
module is placed under the LCD backlighting waveguide
layer at a location where a portion of the LCD optical
reflector film is removed or has an opening or void.
[0378] 2-D And 3-D Fingerprint Sensing By Under-LCD
Optical Fingerprint Sensor

[0379] In practical implementations of the disclosed
under-L.CD optical sensing, the performance of optical sens-
ing for fingerprint sensing and other sensing functions in an
electronic device equipped with optical fingerprint sensing
may be degraded by the presence of undesired background
light from the environment where a portion of the back-
ground light may enter the optical sensor module. Such
background light causes the optical detectors in the under-
LCD optical sensor module to produce a noise signal that
undesirable reduces the signal to noise ratio of the optical
fingerprint sensing detection. In some conditions, such back-
ground noise can be high to a degree that may overwhelm
the signal level of the useful signal that carries the optical
fingerprint information or other useful information (e.g.,
biometric information) and could potentially cause unreli-
able optical sensing operation or even malfunction of the
optical sensing. For example, one of sources for the unde-
sired background light at the optical sensor module may be
from the daylight from the sun and the impact of the sunlight
can be particularly problematic for outdoor operations or in
a sheltered environment with strong sunlight. For another
example, other light sources present at locations at or near
the location of the device with the disclosed optical finger-
print sensing may also lead to the undesired background
light at the optical sensor module.
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[0380] The undesired impact of the background light at the
optical sensor module may be mitigated by reducing the
amount of the undesired background light that can enter the
optical sensor module, enhancing the optical signal level of
the optical sensing signal carrying the fingerprint or other
useful information, or a combination of both background
reduction and enhancing optical sensing signal level. In
implementations, the background reduction can be achieved
by using one or more optical filtering mechanisms in con-
nection with the under-LCD optical sensor module. In
enhancing the optical signal level of the optical sensing
signal carrying the fingerprint or other useful information,
one or more extra illumination light sources may be added
to the device to provide optical illumination light that can be
separately controlled from the LCD display light from the
LCD backlighting illumination light sources.

[0381] Using extra illumination light sources for optical
fingerprint sensing and other optical sensing functions can
also provide independent control over various features in
providing illumination light for optical sensing, e.g., the
selection of the illumination light wavelengths separate from
the LCD display light in terms of the optical transmission
property of human tissues, providing illumination for optical
sensing operations beyond the spectral range in the LCD
display light, controlling the mode of the illumination for
optical sensing such as the timing or/and duration of illu-
mination separate from the LCD display light, achieving a
sufficiently high illumination level while maintaining an
efficient use of power to prolong the battery operating time
(an important factor for mobile computing or communica-
tion devices), and strategic placing the extra illumination
light sources at certain locations to achieve illumination
configurations that are difficult or impossible when using the
LCD display light for illumination for optical sensing.
[0382] In addition, unlike many fingerprint sensing tech-
nologies that detect 2-dimensional spatial pattern of a fin-
gerprint, the disclosed optical fingerprint sensing technology
can be implemented to capture not only a 2-dimensional
spatial pattern of external ridges and valleys of a fingerprint
but also internal fingerprint pattern associated with the
external ridges and valleys of a finger under the finger skin.
The disclosed optical fingerprint sensing by capturing infor-
mation on the internal fingerprint pattern associated with the
external ridges and valleys of a finger under the finger skin
is substantially immune from the contact conditions between
the finger and the top touch surface of the device (e.g., dirty
contact surface) and the conditions of the external finger
skin condition (e.g., dirty, dry or wet fingers, or reduced
external variations between ridges and valleys in fingers of
certain users such as aged users),

[0383] In implementations of the disclosed technical fea-
tures, additional sensing functions or sensing modules, such
as a biomedical sensor, e.g., a heartbeat sensor in wearable
devices like wrist band devices or watches, may be pro-
vided. In general, different sensors can be provided in
electronic devices or systems to achieve different sensing
operations and functions.

[0384] FIG. 42 shows different light signals present in a
device that implements the invisible under-LCD optical
sensing design disclosed in connection with the examples in
FIGS. 32 through 34. In the illustrated example in FIG. 42,
one or more extra light sources 4661 are placed at one side
of the LCD module near the optical sensing area 615 on the
top of the top transparent layer 431 to produce illumination
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light for optical sensing, e.g., an illumination light beam
5661a that passes through the top transparent layer to
illuminate a touching finger at the optical sensing area 615.
A portion of the light from the illumination light beam 5661a
can enter the finger and is scattered by the finger tissues. A
portion of the scattered light (e.g., 56615) transmits through
the finger to enter the top transparent layer 431 in the FPS
sensing area 615 and can be collected by the optical coupler
5617 for sensing by the optical sensor array 4620. As will be
explained in detail below, the portion 56615 of the scattered
light that comes out of the finger to enter the top transparent
layer 431 carries the fingerprint information and thus can be
detected to extract the user fingerprint information.

[0385] FIG. 42 further shows one or more illumination
light sources 4663 that are located adjacent to the optical
sensor module 4620 and are under the LCD module. The
light for such an illumination light source 4663 can be
directed to the top transparent layer 431 by passing through
the LCD module. Referring back to FIGS. 29A, 29B and
29C, the light from the illumination light source 4663 at the
optical sensing area 615 encounter the finger ridges 2961
(e.g., light rays 80, 201) and valleys 2963 (e.g., light rays 82,
211 and 212) to cause reflections 181, 205 and 206 from the
ridges 5661 and reflections 185, 213 and 214 from the
valleys 2963 from the top surface of the top transparent layer
431 in contact with the finger. The reflection rays from the
different locations have different signal amplitudes and thus
are imprinted with the fingerprint pattern as a 2-D fingerprint
pattern. In addition, part of each of incident light rays from
below the top transparent layer 431 enters the finger, e.g.,
light rays 183 from the light rays 80, light rays 189 from the
light rays 82, light rays 203 from light rays 201 and light
rays 204 from light rays 202, and is scattered by internal
finger tissues to produce scattered light 191 towards the top
transparent layer 431 which can be collected by the optical
coupler 5617 to be received by the optical sensor module
4610. Similar to the portion 56615 of the scattered light that
comes out of the finger to enter the top transparent layer 431
in FIG. 42, the scattered light 191 caused by the scattering
in FIGS. 29A and 29B due to illumination light from the
illumination light sources 4663 carries the fingerprint infor-
mation and thus can be detected to extract the user finger-
print information.

[0386] In addition to the light from the illumination light
sources 4661 and 4663, incident light 5662 at the top side of
the finger can come from different light sources, such as the
environmental light from the sunlight, the room light by
lights or other sources. The incident light 5662 can transmit
into the finger tissues or propagate through the corneum of
the finger skin to produce scattered light by scattering from
the finger tissues. Partial of such scattered light (e.g., scat-
tered light rays 5662a) propagates to transmit through the
finger to enter the top transparent layer 431 and thus carries
the fingerprint information.

[0387] Therefore, different light from different sources can
carry fingerprint information and can be detected to extract
the fingerprint pattern. As further explained below, the
optical signals 56615 and 5662a always carry the fingerprint
information under varying skin conditions, e.g., the skin is
wet, dirty or dry. Therefore, detection of optical signals
56615 and 5662a at the under-LCD optical sensor array
4620 can improve the performance of the fingerprint detec-
tion and the reliability of the fingerprint sensing.
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[0388] When light encounter a finger, the finger tissues
show optical transmission to light at certain wavelengths.
Therefore, optical signals 56615 and 5662a are generally
light at such certain wavelengths.

[0389] FIG. 43A shows an example of the optical trans-
mission spectral profiles of a typical human thumb and litter
finger at several different optical wavelengths from around
525 nm to around 940 nm. For short wavelengths, such as
wavelengths less than 610 nm, less than 0.5% of the envi-
ronmental light may pass through the finger. Red light and
near IR light have higher transmission. The transmission of
the environmental light through a finger goes to a wide range
of directions due to scattering by the finger tissues and thus
can mix with the signal light to be detected by the under-
screen optical sensor module. When operated under the
sunlight, the undesired environmental light from the sunlight
must be handled carefully due to the high optical power of
the sunlight to reduce or minimize the adverse impact to the
optical fingerprint sensor performance. Referring back to
FIG. 35, the optical signals 56615 and 56624 are within the
spectral range between 650 nm and 950 nm where a finger
shows more than 1% of optical transmission. Accordingly,
the light sources 4661 may be selected to produce light
within the spectral range between 650 nm and 950 nm. The
light sources 4663 may also be selected within this spectral
range.

[0390] Therefore, as shown in FIGS. 29A-29C and FIG.
42, incident illumination light rays can produce two types of
optical reflection patterns representing the same 2-dimen-
saitonal fingerprint pattern of a finger: a low contrast optical
reflective pattern formed by incident illumination light rays
at small incident angles without the total internal reflection
at both the finger ridges and valleys and a high contrast
optical reflective pattern formed by incident illumination
light rays at large incident angles based on a total internal
reflection, mostly at the finger alleys.

[0391] The transmitted light from internally scattered
light, such as the scattered light 191 in FIGS. 29A-29C and
the scattered light 55615 and 5662a in FIG. 42, due to their
propagation through the internal tissues of the finger and
subsequent transmission through the finger skin to enter the
top transparent layer 431, can carry an optical transmissive
pattern of the finger that contains both (1) a 2-dimensional
spatial pattern of external ridges and valleys of a fingerprint
(2) an internal fingerprint pattern associated with internal
finger tissue structures that give rise to the external ridges
and valleys of a finger due to the propagation of the scattered
light from the internal side of the finger towards the finger
skin and transmits the finger skin. Accordingly, the scattered
light inside the finger can be measured by the optical sensor
array and the measurements can be processed for fingerprint
sensing.

[0392] Notably, the internal fingerprint pattern associated
with internal finger tissue structures that give rise to the
external ridges and valleys of a finger is not substantially
affected by the sensing surface condition of the top surface
of the top transparent layer 431 or the skin conditions of the
finger (e.g., dirty, wet/dry or aged finger patterns) and may
still provide sufficient information for fingerprint sensing
when the external fingerprint pattern on the external finger
skin has a reduced ridge-valley contrast, is somewhat dam-
aged or otherwise is not suitable for providing sufficient
fingerprint information in the optical reflective pattern.
While the external fingerprint pattern may be duplicated by
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using artificial materials for invading the fingerprint sensing,
the internal fingerprint pattern of a user’s finger imprinted in
the optical transmissive pattern is extremely difficult to
replicate and thus can be used as an anti-spoofing mecha-
nism in the fingerprint sensing.

[0393] FIG. 43B shows an example of an external finger-
print pattern formed by external ridges and valleys of a
person’s finger and the internal finger issues that are under
the skin and are uniquely associated with the external ridges
and valleys. See, e.g., Chapter 2 of “The Fingerprint Sour-
cebook” by Holder et al. (U.S. Department of Justice, Office
of Justice Programs, National Institute of Justice, Washing-
ton, DC, 2011). As illustrated in FIG. 43B, the internal
tissues include the papillary layer under the finger skin that
has topographical features from which external ridges and
valleys are formed as an expression of the underlying
topographical features. In addition, the internal tissues also
contain additional structures that are not identically repli-
cated on the external ridges and valleys such as the internal
primary and secondary ridges, the sweat glands connected to
the primary ridges and other internal structures. As illus-
trated in FIG. 43B, when probe light propagates from the
internal side of the finger outward to the finger skin, the
probe light interacts with the internal tissues under the finger
skin to carry not only the 2-dimmensional fingerprint pattern
of the papillary layer that is identical to the external finger-
print pattern formed by the external ridges and valleys but
also additional topographical information from the internal
tissue structures that is not carried by the external ridges and
valleys. Such additional topographical information from the
internal tissue structures cannot be obtained from the optical
reflective pattern obtained from the optical reflection off the
external finger skin. The additional topographical informa-
tion from the internal tissue structures below the finger skin
is valuable information for fingerprint sensing and is 3-di-
ementional since the internal tissue structures vary with both
the lateral position under the skin and the depth from the
skin surface (topographical information). Such additional
topographical information from the internal tissue structures
of a finger can be used, for example, to distinguish a natural
finger from an artificial object manufactured with similar or
identical external fingerprint pattern as the natural finger.

[0394] Referring to FIG. 43B, although only one beam of
the internally scattered light is shown, different illumination
probe light beams go through different parts of the under-
skin internal tissue structures and thus are imprinted with
different 3-D topographical information associated with the
different optical paths in different directions of such illumi-
nation probe light beams. Imaging processing techniques
can be used to process the optical transmissive patterns
carried by such different illumination probe light beams to
extract the topographical features associated with the under-
skin internal tissue structures. The extracted topographical
features can be synthesized to construct a 3-D representation
or rendition of the under-skin internal tissue structures
associated with the fingerprint pattern and this constructed
3-D representation of the under-skin internal tissue struc-
tures associated with the fingerprint pattern can be used as
a unique and additional identification for the fingerprint
pattern and can be used to distinguish a true fingerprint
pattern from a real finger of a user from a fabricated
fingerprint pattern that would invariably lack of the under-
lying internal tissue structures of the real finger. In particu-
lar, as the number of the different illumination probe light
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beams in the different directions increases, the more detailed
topographical information on the under-skin internal tissue
structures can be captured by the optical sensor module. In
using the fingerprint for a secured access to the device, the
fingerprint identification process can be designed to combine
the identification of the 2-D fingerprint pattern and the
additional examination of the extracted 3-D representation
or rendition of the under-skin internal tissue structures
associated with the fingerprint pattern to determine whether
or not to grant the access. The extracted topographical
features and the constructed 3-D representation or rendition
of the under-skin internal tissue structures associated with
the fingerprint pattern can be an anti-spoofing mechanism
and can used alone or in combination with other anti-
spoofing techniques to enhance the security and accuracy of
the fingerprint sensing.

[0395] One way for the disclosed optical fingerprint sens-
ing technology to capture additional topographical informa-
tion from the internal tissue structures of a finger is by
directing different illumination probe light beams at different
directions to detect the different optical shadowing patterns
produced by the internal tissue structures under the finger
skin that are superimposed over the 2-dimensional finger-
print pattern that is common to all images obtained from the
illumination by the different illumination probe light beams
at different directions.

[0396] FIG. 44A shows that two extra illumination light
sources X1 and X2 are placed on two opposite sides of the
fingerprint sensing area on the top transparent layer 431
along the X direction so that they can direct two different
illumination probe beams to the finger in opposite direc-
tions. The images from both illumination probe beams carry
the same 2-D fingerprint pattern but different image shad-
owing patterns due to their different illumination directions
with respect to the internal tissue structures under the finger
skin. Specifically, the first extra illumination light source X1
is placed on the left side of the fingerprint sensing area along
the X direction so that the first illumination probe beam from
the first extra illumination light source X1 is from the left to
the right in FIG. 44A.

[0397] Turning now to FIG. 44B, the illumination by the
first extra illumination light source X1 causes a shadowing
pattern in the first fingerprint image at the under-OLED
optical sensor array due to the interaction with the internal
tissue structures under the finger skin and this shadowing
pattern is shifted spatially towards the right in the X direc-
tion. The illumination by the second extra illumination light
source X2 on the right side causes a shadowing pattern in the
second fingerprint image at the under-OLED optical sensor
array due to the interaction with the internal tissue structures
under the finger skin and this shadowing pattern is shifted
spatially towards the left in the X direction. In implemen-
tation of this technique, additional extra illumination light
sources may be added, e.g., in the Y direction or in other
directions.

[0398] In this example, the first illumination probe beam
in the first illumination direction from the first extra illumi-
nation light source X1 leads to generation of the first
scattered probe light by scattering of tissues inside the finger
that propagates the internal tissues associated with ridges
and valleys of the finger to carry both (1) a first 2-dimen-
sional transmissive pattern representing a fingerprint pattern
formed by bridges and valleys of the finger, and (2) a first
fingerprint topographical pattern that is associated with the
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illumination of internal tissues of ridges and valleys of the
finger in the first illumination direction and is embedded
within the first 2-dimensional transmissive pattern. Simi-
larly, the second illumination probe beam in the second
illumination direction from the second extra illumination
light source X2 leads to generation of the first scattered
probe light by scattering of tissues inside the finger that
propagates the internal tissues associated with ridges and
valleys of the finger to carry both (1) a second 2-dimensional
transmissive pattern representing the fingerprint pattern
formed by bridges and valleys of the finger, and (2) a second
fingerprint topographical pattern that is associated with the
illumination of internal tissues of ridges and valleys of the
finger in the second illumination direction and is embedded
within the second 2-dimensional transmissive pattern. The
two extra illumination light sources X1 and X2 are turned on
sequentially at different times so that the optical sensor array
can be operated to detect transmitted part of the first scat-
tered probe light that passes through the top transparent
layer and the display panel to reach the optical sensor array
so as to capture both the first 2-dimensional transmissive
pattern, and the first fingerprint topographical pattern and
then the second 2-dimensional transmissive pattern and the
second fingerprint topographical pattern. The shadowing
patterns shown in FIG. 44B are embedded in the captured
2-D fingerprint patterns and are one form of the fingerprint
topographical pattern that is associated with the illumination
of internal tissues of ridges and valleys of the finger at a
particular direction.

[0399] In various implementations, two or more extra
illumination light sources can be located outside the optical
sensor module at different locations to produce different
illumination probe beams to illuminate the designated fin-
gerprint sensing area on the top transparent layer in different
illumination directions. Since this technique is based on the
ability for the probe light to transmit through the finger
tissues, each extra illumination light source should be struc-
tured to produce probe light in an optical spectral range with
respect to which tissues of a human finger exhibit optical
transmission to allow probe light to enter a user finger to
produce scattered probe light by scattering of tissues inside
the finger that propagates towards and passes the top trans-
parent layer to carry both (1) fingerprint pattern information
and (2) different fingerprint topographical information asso-
ciated with the different illumination directions, respec-
tively, caused by transmission through internal tissues of
ridges and valleys of the finger. A probe illumination control
circuit can be coupled to control the extra illumination light
sources to sequentially turn on and off in generating the
different illumination probe beams at different times, one
beam at a time, so that the optical sensor module located
below the display panel is operable to sequentially detect the
scattered probe light from the different illumination probe
beams to capture both (1) the fingerprint pattern information
and (2) the different fingerprint topographical information
associated with the different illumination directions, respec-
tively.

[0400] One notable feature of the disclosed technique in
FIG. 44B is the simplicity of the illumination arrangement,
the optical detection and the signal processing which can
lead to compact optical sensor packaging for mobile and
other applications that desire compact sensing device pack-
aging, and real-time processing since the detection and the
subsequent processing are simple operations that can be
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achieved at high speed without complex signal processing.
Various optical imaging techniques for capturing 3-D
images require complex optical imaging systems and com-
plex and time-consuming signal processing, such as optical
coherence tomography (OCT) imaging based on complex
OCT data processing such as fast Fourier transform (FFT)
and others that are not suitable for 3-D optical fingerprint
sensing in smartphones and other mobile devices.

[0401] In the examples above, the illumination light for
obtaining an optical transmissive pattern of a finger can be
from illumination light sources that are separate from the
LCD display screen. In addition, a portion of the environ-
mental or background light that is within the optical trans-
mission spectral band of a finger (e.g., optical wavelengths
between 650 nm and 950 nm) and penetrates through a
finger may also be directed into the under-OLED optical
sensor array to measure an optical transmissive pattern
associated with a fingerprint pattern of the finger. Depending
on the intensity of the environmental or background light
(e.g., the natural daylight or sunlight), optical attenuation
may be provided in the optical path to the optical sensor
module to avoid detection saturation at the optical sensor
array. In using a portion of the environmental or background
light for obtaining the optical transmissive pattern of a finger
in optical sensing, proper spatial filtering can be imple-
mented to block the environmental light that does transmits
through the finger from entering the optical sensor module
since such environmental light does not carry internal fin-
gerprint pattern and can adversely flood the optical detectors
in the optical sensor module.

[0402] Therefore, the disclosed optical fingerprint sensing
can use transmitted light through a finger to capture an
optical transmissive pattern of the finger with information on
the internal fingerprint pattern associated with the external
ridges and valleys of a finger under the finger skin. The
transmission of the light is through the finger tissues and the
stratum corneum of the finger skin and thus is imprinted with
the fingerprint information by the internal structural varia-
tions inside the finger skin caused by the fingerprint ridge
area and valley area and such internal structural variations
manifest light signals with different brightness patterns in
different illumination directions caused by the finger tissue
absorption, refraction, and reflection, by finger skin structure
shading, and/or by optical reflectance difference at the finger
skin. This optical transmissive pattern is substantially
immune from the contact conditions between the finger and
the top touch surface of the device (e.g., dirty contact
surface) and the conditions of the external finger skin
condition (e.g., dirty, dry or wet fingers, or reduced external
variations between ridges and valleys in fingers of certain
users such as aged users),

[0403] When extra light sources are provided for optical
sensing, the illumination power for optical sensing is no
longer limited by the optical power from the LCD display
light. Such extra light sources can be designed to provide
sufficient illumination for optical sensing to improve the
optical detection signal to noise ration to offset the environ-
mental light influence. In implantations, the extra light
sources can be modulated without affecting the display
function and lifetime. In addition, the extra light sources can
be flashed with high output power for a short time during the
fingerprint sensing so as to obtain optimized detection. In
addition, the use of extra light sources can provide flexibility
in the determination of whether a detected finger is a live
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finger so that fake fingerprint detection can be avoided. For
example, green LEDs and near IR LEDs may be used as
extra light sources to also assist the live finger detection as
explained with reference to FIGS. 14 and 15 where finger
tissues absorb the green light strongly so that the finger
image manifests a desired large brightness gradient and the
near IR light illuminates all through the finger so that the
finger image brightness appears more uniform.

[0404] FIGS. 38, 39A-39B, and 40A-40C show specific
examples for placing illumination light sources for obtaining
optical transmissive patterns as illustrated in FIGS. 43A and
43B.

[0405] In FIG. 45, at least one extra illumination light
source 971a is placed above the display panel and the top
transparent layer 431 and is away from the designed finger-
print sensing area to direct the illumination beam 937 to the
finger in the designated fingerprint sensing area above the
top transparent layer 431 to enter the finger and to cause
scattering inside the finger which contributes to the part of
the signal 981 with an optical transmissive pattern for the
optical fingerprint sensing. Two or more such light sources
971a may be so placed.

[0406] FIG. 45 further shows that extra illumination light
sources 971 are also placed under the designated fingerprint
sensing area to obtain both optical reflective pattern and
contribution to the optical transmissive pattern. The extra
light sources 971 are assembled in or adjacent the optical
sensor module 4620 and are located generally under the
designated fingerprint sensing area provided by the top
transparent layer 431. Specifically, in this example, two or
more extra light sources 971 are placed outside the optical
sensor module 4620 and are outside the packaging walls
6004. Each extra light source 971 may be one light source
or include multiple sources, for example, LED light sources.
The extra light sources 971 may be operable to emit light at
one single wavelength or at multiple wavelengths (for
example, green LED, red LED, near IR LED). The extra
light sources 971 may be modulated to produce modulated
illumination light or be operated to turn on their emission at
different phases. At the output port of each extra light source
971, a proper coupling material 972 is provided between
each extra light source 971 and the LCD display module.
The coupling material 972 may include a suitable optically
transparent material to allow the probe light 973 from the
extra light source 971 to be coupled into the display towards
the finger on the cover 431 surface. In some implementa-
tions, it may be desirable to avoid large output angles of the
probe light 973 in the display and the coupling material 972
may be configured to limit the probe light’s numeral aper-
ture. The coupling material 972 may be a low index material
such as an air gap and may be structured to have a desired
output aperture that limits the output angle of the probe light
973 in the display.

[0407] The LCD display module 433 scatters the probe
light beam 973 into various directions. Some scattered light
977 propagates towards the optical sensor module 4620 at
large angles and is less likely to enter the optical sensor
module due to the absorption or blocking by the small
aperture of the receiving optics of the optical sensor module.
Some scattered light 977a propagates towards other direc-
tions that are away from the aperture of the optical sensor
module and thus does not affect the optical sensing. Notably,
a portion of the probe light 973 from each extra light source
971 passes through the LCD module 433 as the probe light

Jul. 9, 2020

975 towards the top surface of the top transparent layer 431.
This probe light 975 can interact with the finger over the top
cover 431 in two ways for optical fingerprint sensing. First,
a portion of the probe light 975 may be reflected back as
explained in FIGS. 29A, 29B and 29C to the optical sensor
module as an optical reflective pattern representing the
external fingerprint pattern formed by the ridges and valleys.
Second, another portion of the probe light 975 can be
coupled into the finger 60a by optical transmission as
explained in FIGS. 29A and 29B with reference to the
scattered light 191 towards the under-L.CD optical sensor
module to carry an optical transmissive pattern associated
with the fingerprint pattern and the internal tissue structures
as explained in FIGS. 43 A and 43B. The tissues in the finger
60qa scatter the probe light 975 to produce scattered probe
light 979 in various directions, including back scattered
probe light 981 with the optical transmissive pattern for
optical fingerprint sensing. The back scattered probe light
981 propagates back through the top transparent layer 431 to
enter the LCD module 433 towards the optical sensor
module. The LCD module 433 refracts or scatters the back
scattered probe light 981, a portion of which becomes the
probe light component 983 that can be detected by the
photo-detector array in the optical sensor module 4620.

[0408] FIG. 45 further shows that background light pres-
ent at the device can generally include two different portions
the environmental or background light 937 incident to the
finger 60a and environmental or background light 937¢
incident to the top transparent layer 431 without entering the
finger 60a. Since the environmental or background light 937
propagates into finger 60a, the finger tissues scatter the
received background light 937 as scattered background light
9375 in different directions and mixes with the probe light
979. Some of the scattered light 939 in the scattered back-
ground light 9375 propagates back towards the optical
sensor module 4620 through the finger 60a. A portion of the
environmental light 937¢ that does not go through the finger
604, if is permitted to enter the optical sensor module 4620,
it could adversely impact the optical sensing operation of the
optical sensor module 4620. Therefore, it is desirable to
reduce or eliminate the amount of the environmental light
from entering the optical sensor module 4620 by optical
filtering, by the design of the receiving optics or by con-
trolling the operation and signal processing of the optical
sensor module.

[0409] As exampled with respect to FIG. 43B, the scat-
tered light 939 in the scattered background light 9375
propagates towards the optical sensor module 4620 through
the finger 60a and thus carries an optical transmissive
pattern due to interactions with the finger including internal
tissues associated with the external ridges and valleys of the
finger. In some implementations, this light 939 from the
environmental or background light may be detected for
optical fingerprint sensing based on its optical transmissive
pattern.

[0410] In FIG. 46, at least one extra illumination light
source 9715 is placed below the top transparent layer 431
and is away from the designed fingerprint sensing area to
direct the illumination beam 937 to one side of the finger in
the designated fingerprint sensing area above the top trans-
parent layer 431 to enter the finger and to cause scattering
inside the finger which contributes to the part of the signal
981 with an optical transmissive pattern for the optical
fingerprint sensing. In this example, the one extra illumina-
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tion light source 9715 is placed side by side with the display
panel below the top transparent layer 431. Two or more such
light sources 971a may be so placed. FIG. 46 further shows
that extra illumination light sources 971 are also placed
under the designated fingerprint sensing area.

[0411] In FIG. 47, at least one extra illumination light
source 9715 is placed below the display panel and is away
from the designed fingerprint sensing area to direct the
illumination beam 937 to one side of the finger in the
designated fingerprint sensing area above the top transparent
layer 431 to enter the finger and to cause scattering inside the
finger which contributes to the part of the signal 981 with an
optical transmissive pattern for the optical fingerprint sens-
ing. In this example, the one extra illumination light source
9715 is placed side by side with the display panel below the
top transparent layer 431. Two or more such light sources
971a may be so placed. FIG. 47 further shows that extra
illumination light sources 971 are also placed under the
designated fingerprint sensing area.

[0412] When extra illumination light sources are provided
for optical sensing, the illumination power for optical sens-
ing can be independent controlled from by the optical power
of'the LCD display light from the backlighting sources. Such
extra illumination light sources can be designed to provide
sufficient illumination for optical sensing to improve the
optical detection signal to noise ration to offset the environ-
mental light influence. In implantations, the extra illumina-
tion light sources can be modulated without affecting the
display function and lifetime. In addition, the extra illumi-
nation light sources can be flashed with high output power
for a short time during the fingerprint sensing so as to obtain
optimized detection. Furthermore, the use of extra illumi-
nation light sources can provide flexibility in the determi-
nation of whether a detected finger is a live finger so that
fake fingerprint detection can be avoided. For example,
green LEDs and near IR LEDs may be used as extra light
sources to also assist the live finger detection where finger
tissues absorb the green light strongly so that the finger
image manifests a desired large brightness gradient and the
near IR light illuminates all through the finger so that the
finger image brightness appears more uniform. For another
example, extra illumination light sources can be used to
provide optical fingerprint sensing based on optical trans-
missive patterns by optical transmission of the probe illu-
mination light through the internal tissues associated with
the external finger ridges and valleys.

[0413] FIG. 48A shows an example for placing 4 extra
illumination light sources in two orthogonal directions on
opposite sides of the fingerprint sensing area based on the
design in FIG. 43B. This example is one implementation of
an electronic device capable of detecting a fingerprint by
optical sensing that includes a display panel that includes
light emitting display pixels operable to emit light for
displaying images; a top transparent layer formed over the
display panel as an interface for user touch operations and
for transmitting the light from the display panel to display
images, the top transparent layer including a designated
fingerprint sensing area for a user to place a finger for
fingerprint sensing; and an optical sensor module located
below the display panel and underneath the designated
fingerprint sensing area on the top transparent layer to
receive light that is emitted by at least a portion of the light
emitting display pixels and is returned from the top trans-
parent layer to detect a fingerprint. The optical sensor
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module includes an optical sensor array of optical detectors
to convert the returned light from the display panel that
carries a fingerprint pattern of the user into detector signals
representing the fingerprint pattern. This device further
includes extra illumination light sources located outside the
optical sensor module at different locations to produce
different illumination probe beams to illuminate the desig-
nated fingerprint sensing area on the top transparent layer in
different illumination directions. Each extra illumination
light source can be structured to produce probe light in an
optical spectral range with respect to which tissues of a
human finger exhibit optical transmission to allow probe
light in each illumination probe beam to enter a user finger
over the designated fingerprint sensing area on the top
transparent layer to produce scattered probe light by scat-
tering of tissues inside the finger that propagates towards
and passes the top transparent layer to carry both (1)
fingerprint pattern information and (2) different fingerprint
topographical information associated with the different illu-
mination directions, respectively, caused by transmission
through internal tissues of ridges and valleys of the finger. A
probe illumination control circuit is coupled to control the
extra illumination light sources to sequentially turn on and
off in generating the different illumination probe beams at
different times, one beam at a time, so that the optical sensor
module located below the display panel is operable to
sequentially detect the scattered probe light from the differ-
ent illumination probe beams to capture both (1) the finger-
print pattern information and (2) the different fingerprint
topographical information associated with the different illu-
mination directions, respectively.

[0414] Specific implementations of the extra illumination
light sources for obtaining optical transmissive patterns may
vary from one design to another. FIG. 48B shows an
operational flow for operating various devices with a display
panel that may be implemented in various configurations
such as OLED, LCD or others. The method or operation in
FIG. 42B includes operating an electronic device to detect a
fingerprint by optical sensing and the electronic device
includes a display panel that displays images, a top trans-
parent layer formed over the display panel as an interface for
user touch operations and for transmitting the light from the
display panel to display images, and an optical sensor array
of optical detectors located under the display panel where
the display panel.

[0415] FIG. 48B shows that a first illumination probe
beam is directed to illuminate a designated fingerprint
sensing area over the top transparent layer in a first illumi-
nation direction and to enter a user finger over the designated
fingerprint sensing area to produce first scattered probe light
by scattering of tissues inside the finger that propagates
towards and passes the top transparent layer by transmission
through internal tissues of ridges and valleys of the finger to
carry both (1) a first 2-dimensional transmissive pattern
representing a fingerprint pattern formed by bridges and
valleys of the finger, and (2) a first fingerprint topographical
pattern that is associated with the illumination of internal
tissues of ridges and valleys of the finger in the first
illumination direction and is embedded within the first
2-dimensional transmissive pattern. While under the illumi-
nation by the first illumination probe beam, the optical
sensor array is operated to detect transmitted part of the first
scattered probe light that passes through the top transparent
layer and the display panel to reach the optical sensor array
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s0 as to capture both (1) the first 2-dimensional transmissive
pattern, and (2) the first fingerprint topographical pattern.
[0416] Next, a second illumination probe beam, while
turning off the first illumination light source, is directed to
illuminate the designated fingerprint sensing area over the
top transparent layer in a second, different illumination
direction and to enter the user finger to produce second
scattered probe light by scattering of tissues inside the finger
that propagates towards and passes the top transparent layer
by transmission through internal tissues of ridges and val-
leys of the finger to carry both (1) a second 2-dimensional
transmissive pattern representing the fingerprint pattern, and
(2) a second fingerprint topographical pattern that is asso-
ciated with the illumination of the internal tissues of ridges
and valleys of the finger in the second illumination direction
and that is embedded within the second 2-dimensional
transmissive pattern. The second topographical pattern is
different from the first topographical pattern due to different
beam directions of the first and second illumination probe
beams. While under the illumination by the second illumi-
nation probe beam, the optical sensor array is operated to
detect transmitted part of the second scattered probe light
that passes through the top transparent layer and the display
panel to reach the optical sensor array so as to capture both
(1) the second 2-dimensional transmissive pattern, and (2)
the second fingerprint topographical pattern.

[0417] Subsequently, a detected fingerprint pattern is con-
structed from the first and second transmissive patterns and
the first and second fingerprint topographical patterns are
processed to determine whether the detected fingerprint
pattern is from a natural finger.

[0418] For invisible under-LCD optical sensor module
design in FIGS. 39A and 39B, the in-screen FPS sensing
area 615 is at an edge of the LCD display. Accordingly, one
way to implement the sensing by sequentially illuminating
the finger in different directions based on the design in FIG.
43B is to use two extra illumination light sources in two
opposite directions on opposite sides of the fingerprint
sensing area. This is shown in FIG. 39A where two illumi-
nation light sources X1 and X2 are placed in two sides of the
in-screen FPS sensing area 615 to perform the sequential
measurements.

[0419] 2-D And 3-D Fingerprint Sensing By Under-OLED
Optical Fingerprint Sensor

[0420] As discussed above, the optical designs and fea-
tures disclosed above for optical sensing can be imple-
mented in devices with OLED and other display screens.
The following sections provide some specific examples of
integrating optical sensing modules with OLED displays.
[0421] In some implementations of the disclosed optical
sensor technology for an OLED display screen or another
display screen having light emitting display pixels without
using backlight, the image light produced by the OLED
display screen, at or near the OLED display screen’s top
surface, may be reflected or scattered back into the OLED
display screen as returned light when encountering an object
such as a user finger or palm, or a user pointer device like
a stylus. Such returned light can be captured for performing
one or more optical sensing operations using the disclosed
optical sensor technology. Due to the use of the light from
OLED display screen’s own OLED pixels for optical sens-
ing, an optical sensor module based on the disclosed optical
sensor technology can be, in some implementations, spe-
cially designed to be integrated to the OLED display screen
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in a way that maintains the display operations and functions
of the OLED display screen without interference while
providing optical sensing operations and functions to
enhance overall functionality, device integration and user
experience of the electronic device such as a smart phone or
other mobile/wearable device or other forms of electronic
devices or systems.

[0422] For example, an optical sensor module based on
the disclosed optical sensor technology can be coupled to a
display screen having light emitting display pixels without
using backlight (e.g., an OLED display screen) to sense a
fingerprint of a person by using the above described returned
light from the light produced by OLED display screen. In
operation, a person’s finger, either in direct touch with the
OLED display screen or in a near proximity of the OLED
display screen, can produce the returned light back into the
OLED display screen while carrying information of a por-
tion of the finger illuminated by the light output by the
OLED display screen. Such information may include, e.g.,
the spatial pattern and locations of the ridges and valleys of
the illuminated portion of the finger. Accordingly, the optical
sensor module can be integrated to capture at least a portion
of such returned light to detect the spatial pattern and
locations of the ridges and valleys of the illuminated portion
of the finger by optical imaging and optical detection
operations. The detected spatial pattern and locations of the
ridges and valleys of the illuminated portion of the finger can
then be processed to construct a fingerprint pattern and to
perform fingerprint identification, e.g., comparing with a
stored authorized user fingerprint pattern to determine
whether the detected fingerprint is a match as part of a user
authentication and device access process. This optical sens-
ing based fingerprint detection by using the disclosed optical
sensor technology uses the OLED display screens as an
optical sensing platform and can be used to replace existing
capacitive fingerprint sensors or other fingerprint sensors
that are basically self-contained sensors as “add-on” com-
ponents without using light from display screens or using the
display screens for fingerprint sensing for mobile phones,
tablets and other electronic devices.

[0423] The disclosed optical sensor technology can be
implemented in ways that use a display screen having light
emitting display pixels (e.g., an OLED display screen) as an
optical sensing platform by using the light emitted from the
display pixels of the OLED display screens for performing
fingerprint sensing or other optical sensing functions after
such emitted light interacts with an area on the top touch
surface touched by a finger. This intimate relationship
between the disclosed optical sensor technology and the
OLED display screen provides a unique opportunity for
using an optical sensor module to provide both (1) additional
optical sensing functions and (2) useful operations or control
features in connection with the touch sensing aspect of the
OLED display screen.

[0424] In practical applications, the performance of opti-
cal sensing for fingerprint sensing and other sensing func-
tions in an electronic device equipped with optical finger-
print sensing may be degraded by the presence of undesired
background light from the environment where a portion of
the background light may enter the optical sensor module.
Such background light causes the optical detectors in the
optical sensor module to produce a noise signal that unde-
sirable reduces the signal to noise ratio of the optical
fingerprint sensing detection. In some conditions, such back-
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ground noise can be high to a degree that may overwhelm
the signal level of the useful signal that carries the optical
fingerprint information or other useful information (e.g.,
biometric information) and could potentially cause unreli-
able optical sensing operation or even malfunction of the
optical sensing. For example, one of sources for the unde-
sired background light at the optical sensor module may be
from the daylight from the sun and the impact of the sunlight
can be particularly problematic for outdoor operations or in
a sheltered environment with strong sunlight. For another
example, other light sources present at locations at or near
the location of the device with the disclosed optical finger-
print sensing may also lead to the undesired background
light at the optical sensor module.

[0425] The undesired impact of the background light at the
optical sensor module may be mitigated by reducing the
amount of the undesired background light that can enter the
optical sensor module, enhancing the optical signal level of
the optical sensing signal carrying the fingerprint or other
useful information beyond the signal level by using the
returned OLED display light, or a combination of both
background reduction and enhancing optical sensing signal
level. In implementations, the background reduction can be
achieved by using one or more optical filtering mechanisms
in connection with the under-screen optical sensor module.
In enhancing the optical signal level of the optical sensing
signal carrying the fingerprint or other useful information,
one or more extra illumination light sources may be added
to the device to provide additional optical illumination light
beyond the signal level caused by the returned OLED
display light.

[0426] Using extra illumination light sources for optical
fingerprint sensing and other optical sensing functions can
also provide independent control over various features in
providing illumination light for optical sensing, e.g., the
selection of the illumination light wavelengths separate from
the OLED display light in terms of the optical transmission
property of human tissues, providing illumination for optical
sensing operations beyond the spectral range in the OLED
display light, controlling the mode of the illumination for
optical sensing such as the timing or/and duration of illu-
mination separate from the OLED display light, achieving a
sufficiently high illumination level while maintaining an
efficient use of power to prolong the battery operating time
(an important factor for mobile computing or communica-
tion devices), and strategic placing the extra illumination
light sources at certain locations to achieve illumination
configurations that are difficult or impossible when using the
OLED display light for illumination for optical sensing.

[0427] In addition, unlike many fingerprint sensing tech-
nologies that detect 2-dimensional spatial pattern of a fin-
gerprint, the disclosed optical fingerprint sensing technology
can be implemented to capture not only a 2-dimensional
spatial pattern of external ridges and valleys of a fingerprint
but also internal fingerprint pattern associated with the
external ridges and valleys of a finger under the finger skin.
The disclosed optical fingerprint sensing by capturing infor-
mation on the internal fingerprint pattern associated with the
external ridges and valleys of a finger under the finger skin
is substantially immune from the contact conditions between
the finger and the top touch surface of the device (e.g., dirty
contact surface) and the conditions of the external finger
skin condition (e.g., dirty, dry or wet fingers, or reduced
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external variations between ridges and valleys in fingers of
certain users such as aged users),

[0428] In implementations of the disclosed technical fea-
tures, additional sensing functions or sensing modules, such
as a biomedical sensor, e.g., a heartbeat sensor in wearable
devices like wrist band devices or watches, may be pro-
vided. In general, different sensors can be provided in
electronic devices or systems to achieve different sensing
operations and functions.

[0429] FIGS. 49A and FIG. 49B show an example of one
implementation of an optical sensor module under the
OLED display screen assembly. The device in FIGS. 49A-
49B includes a display assembly 423 with a top transparent
layer 431 formed over the device screen assembly 423 as an
interface for being touched by a user for the touch sensing
operations and for transmitting the light from the display
structure to display images to a user. This top transparent
layer 431 can be a cover glass or a crystal material in some
implementations. The device screen assembly 423 can
include an OLED display module 433 under the top trans-
parent layer 431. The OLED display module 433 includes,
among others, OLED layers including an array of OLED
pixels that emit light for displaying images. The OLED
layers have electrodes and wiring structure optically acting
as an array of holes and light scattering objects. The array of
holes in the OLED layers allows transmission of light from
the top transparent layer 431 through the OLED layers to
reach the optical sensor module under the OLED layers and
the light scattering caused by the OLED layers affects the
optical detection by the under-screen optical sensor module
for fingerprint sensing. A device circuit module 435 may be
provided under the OLED display panel to control opera-
tions of the device and perform functions for the user to
operate the device.

[0430] The optical sensor module in this particular imple-
mentation example is placed under OLED display module
433. The OLED pixels in a fingerprint illumination zone 613
can be controlled to emit light to illuminate the fingerprint
sensing zone 615 on the top transparent layer 431 within the
device screen area for a user to place a finger therein for
fingerprint identification. As illustrated, a finger 445 is
placed in the illuminated fingerprint sensing zone 615 as the
effective sensing zone for fingerprint sensing. A portion of
the reflected or scattered light in the zone 615 illuminated by
the OLED pixels in the fingerprint illumination zone 613 is
directed into the optical sensor module underneath the
OLED display module 433 and a photodetector sensing
array inside the optical sensor module receives such light
and captures the fingerprint pattern information carried by
the received light.

[0431] In this design of using the OLED pixels in the
fingerprint illumination zone 613 within the OLED display
panel to provide the illumination light for optical fingerprint
sensing, the OLED pixels in the fingerprint illumination
zone 613 can be controlled to turn on intermittently with a
relatively low cycle to reduce the optical power used for the
optical sensing operations. For example, while the rest of the
OLED pixels in the OLED panel are turned off (e.g., in a
sleep mode), the OLED pixels in the fingerprint illumination
zone 613 can be turned on intermittently to emit illumination
light for optical sensing operations, including performing
optical fingerprint sensing and waking up the OLED panel.
The fingerprint sensing operation can be implemented in a
2-step process in some implementations: first, a few of the
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OLED pixels in the fingerprint illumination zone 613 within
the OLED display panel are turned on in a flashing mode
without turning on other OLED pixels in the fingerprint
illumination zone 613 to use the flashing light to sense
whether a finger touches the sensing zone 615 and, once a
touch in the zone 615 is detected, the OLED pixels in the
fingerprint illumination zone 613 are turned on to activate
the optical sensing module to perform the fingerprint sens-
ing. Also, upon activating the optical sensing module to
perform the fingerprint sensing, the OLED pixels in the
fingerprint illumination zone 613 may be operated at a
brightness level to improve the optical detection perfor-
mance for fingerprint sensing, e.g., at a higher brightness
level than their bright level in displaying images.

[0432] In the example in FIG. 49B, the under-screen
optical sensor module includes a transparent block 701 that
is coupled to the display panel to receive the returned light
from the top surface of the device assembly that is initially
emitted by the OLED pixels in the fingerprint sensing zone
613, and an optical imaging block 702 that performs the
optical imaging and imaging capturing. Light from OLED
pixels in the fingerprint illumination zone 613, after reach-
ing the cover top surface, e.g., the cover top surface at the
sensing area 615 where a user finger touches, is reflected or
scattered back from the cover top surface. When fingerprint
ridges in close contact of the cover top surface in the sensing
area 615, the light reflection under the fingerprint ridges is
different, due to the presence of the skin or tissue of the
finger in contact at that location, from the light reflection at
another location under the fingerprint valley, where the skin
or tissue of the finger is absent. This difference in light
reflection conditions at the locations of the ridges and
valleys in the touched finger area on the cover top surface
forms an image representing an image or spatial distribution
of the ridges and valleys of the touched section of the finger.
The reflection light is directed back towards the OLED
pixels, and, after passing through the small holes of the
OLED display module 433, reaches the interface with the
low index optically transparent block 701 of the optical
sensor module. The low index optically transparent block
701 is constructed to have a refractive index less than a
refractive index of the OLED display panel so that the
returned light can be extracted out of the OLED display
panel into the optically transparent block 701. Once the
returned light is received inside the optically transparent
block 701, such received light enters the optical imaging unit
as part of the imaging sensing block 702 and is imaged onto
the photodetector sensing array or optical sensing array
inside the block 702. The light reflection differences
between fingerprint ridges and valleys create the contrast of
the fingerprint image. As shown in FIG. 4B is a control
circuit 704 (e.g., a microcontroller or MCU) which is
coupled to the imaging sensing block 702 and to other
circuitry such as the device main processor 705 on a main
circuit board.

[0433] In this particular example, the optical light path
design is such the light ray enters the cover top surface
within the total reflect angles on the top surface between the
substrate and air interface will get collected most effectively
by the imaging optics and imaging sensor array in the block
702. In this design the image of the fingerprint ridge/valley
area exhibits a maximum contrast. Such an imaging system
may have undesired optical distortions that would adversely
affect the fingerprint sensing. Accordingly, the acquired
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image may be further corrected by a distortion correction
during the imaging reconstruction in processing the output
signals of the optical sensor array in the block 702 based on
the optical distortion profile along the light paths of the
returned light at the optical sensor array. The distortion
correction coeflicients can be generated by images captured
at each photodetector pixel by scanning a test image pattern
one line pixel at a time, through the whole sensing area in
both X direction lines and Y direction lines. This correction
process can also use images from tuning each individual
pixel on one at a time, and scanning through the whole
image area of the photodetector array. This correction coef-
ficients only need to be generated one time after assembly of
the sensor.

[0434] The background light from environment (e.g., sun
light or room light) may enter the image sensor through
OLED panel top surface, through TFT substrate holes in the
OLED display assembly 433. Such background light can
create a background baseline in the interested images from
fingers and is undesirable. Different methods can be used to
reduce this baseline intensity. One example is to tune on and
off the OLED pixels in the fingerprint illumination zone 613
at a certain frequency F and the image sensor accordingly
acquires the received images at the same frequency by phase
synchronizing the pixel driving pulse and image sensor
frame. Under this operation, only one of the image phases
has the lights emitted from pixels. By subtracting even and
odd frames, it is possible to obtain an image which most
consists of light emitted from the modulated OLED pixels in
the fingerprint illumination zone 613. Based on this design,
each display scan frame generates a frame of fingerprint
signals. If two sequential frames of signals by turning on the
OLED pixels in the fingerprint illumination zone 613 in one
frame and off in the other frame are subtracted, the ambient
background light influence can be minimized or substan-
tially eliminated. In implementations, the fingerprint sensing
frame rate can be one half of the display frame rate.

[0435] A portion of the light from the OLED pixels in the
fingerprint illumination zone 613 may also go through the
cover top surface, and enter the finger tissues. This part of
light power is scattered around and a part of this scattered
light may go through the small holes on the OLED panel
substrate, and is eventually collected by the imaging sensor
array in the optical sensor module. The light intensity of this
scattered light depends on the finger’s skin color, the blood
concentration in the finger tissue and this information car-
ried by this scattered light on the finger is useful for
fingerprint sensing and can be detected as part of the
fingerprint sensing operation. For example, by integrating
the intensity of a region of user’s finger image, it is possible
to observe the blood concentration increase/decrease
depends on the phase of the user’s heart-beat. This signature
can be used to determine the user’s heart beat rate, to
determine if the user’s finger is a live finger, or to provide
a spoof device with a fabricated fingerprint pattern.

[0436] An OLED display usually has different color pix-
els, e.g., adjacent red, green and blue pixels form one color
OLED pixels. By controlling which color of pixels within
each color pixel to turn on and recording corresponding
measured intensity, the user’s skin color may be determined.
As an example, when a user registers a finger for fingerprint
authentication operation, the optical fingerprint sensor also
measures intensity of the scatter light from finger at color A,
and B, as intensity Ia,Ib. The ratio of Ia/Ib could be recorded
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to compare with later measurement when user’s finger is
placed on the sensing area to measure fingerprint. This
method can help reject the spoof device which may not
match user’s skin color. See the relevant description with
respect to FIGS. 7, 8 and 9.

[0437] In some implementations, to provide a fingerprint
sensing operation using the above described optical sensor
module when the OLED display panel is not turn on, one or
more extra LED light sources 703 designated for providing
fingerprint sensing illumination can be placed on the side of
the transparent block 701 as shown in FIG. 49B. This
designated LED light 703 can be controlled by the same
electronics 704 (e.g., MCU) for controlling the image sensor
array in the block 702. The designated LED light 703 can be
pulsed for a short time, at a low duty cycle, to emit light
intermittently and to provide pulse light for image sensing.
The image sensor array can be operated to monitor the light
pattern reflected off the OLED panel cover substrate at the
same pulse duty cycle. If there is a human finger touching
the sensing area 615 on the screen, the image that is captured
at the imaging sensing array in the block 702 can be used to
detect the touching event. The control electronics or MCU
704 connected to the image sensor array in the block 702 can
be operated to determine if the touch is by a human finger
touch. If it is confirmed that it is a human finger touch event,
the MCU 704 can be operated to wake up the smartphone
system, turn on the OLED display panel (or at least the off
the OLED pixels in the fingerprint illumination zone 613 for
performing the optical fingerprint sensing), and use the
normal mode to acquire a full fingerprint image. The image
sensor array in the block 702 will send the acquired finger-
print image to the smartphone main processor 705 which can
be operated to match the captured fingerprint image to the
registered fingerprint database. If there is a match, the
smartphone will unlock the phone, and start the normal
operation. If the captured image is not matched, the smart-
phone will feedback to user that the authentication is failed.
User may try again, or input passcode.

[0438] In the example in FIG. 49 (specifically, FIG. 49B),
the under-screen optical sensor module uses the optically
transparent block 701 and the imaging sensing block 702
with the photodetector sensing array to optically image the
fingerprint pattern of a touching finger in contact with the
top surface of the display screen onto the photodetector
sensing array. The optical imaging axis or detection axis 625
from the sensing zone 615 to the photodetector array in the
block 702 is illustrated in FIG. 4B. The optically transparent
block 701 and the front end of the imaging sensing block
702 before the photodetector sensing array forma a bulk
imaging module to achieve proper imaging for the optical
fingerprint sensing. Due to the optical distortions in this
imaging process, a distortion correction can be used, as
explained above, to achieve the desired imaging operation.

[0439] When probe light is directed to a finger, a portion
of the probe light can be reflected, diffracted or scattered at
the finger skin surface to produce reflected, diffracted or
scattered probe light without entering the internal side of the
finger. This portion of the probe light without entering the
finger can carry a 2-dimensional optical reflective pattern
across the reflected probe light beam caused by the external
ridges and valleys of the finger and can be detected to obtain
the fingerprint pattern of the external ridges and valleys.
This is explained with reference to the examples in FIGS.
50A and 50B in this subsection.
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[0440] In addition, a portion of the probe light may enter
the finger and is scattered by the internal tissues in the finger.
Depending on the optical wavelength of the probe light
inside the finger, the internal tissues in the finger be optically
absorptive and thus can be severally attenuated except for
probe light in an optical transmission spectral range roughly
from 590 nm and 950 nm. The probe light that can transmit
through the finger tissues carries an optical transmissive
pattern across the beam and this transmitted probe light
beam can carry both a 2-dimensional pattern of the ridges
and valleys and an additional topographical information of
the internal issues associated with the ridges and valleys due
to the internal path through such internal tissues before
exiting the finger skin. This optical transmissive pattern is
explained with reference to FIGS. 43 A, 43B, 48A and 48B.
[0441] In the optical sensing by the under-screen optical
sensor module in FIGS. 49A-49B and other designs dis-
closed herein, the optical signal from the sensing zone 615
on the top transparent layer 431 to the under-screen optical
sensor module include different light components.

[0442] FIGS. 50A and 50B illustrate signal generation for
the returned light from the sensing zone 615 for OLED-
emitted light or other illumination light at different incident
angle ranges under two different optical conditions to facili-
tate the understanding of the operation of the under-screen
optical sensor module.

[0443] FIG. 50A shows optical paths of selected OLED-
emitted light rays from OLED pixels in the OLED display
module 433 that are incident to and transmit through the top
transparent layer 431 at small incident angles at the top
surface of the transparent layer 431 without the total internal
reflection. Such OLED-emitted light rays at small incident
angles generates different returned light signals including
light signals that carry fingerprint pattern information to the
under-screen optical sensor module. Specifically, two OLED
pixels 71 and 73 at two different locations are shown to emit
OLED output light beams 80 and 82 that are directed to the
top transparent layer 431 in a direction that is either per-
pendicular to the top transparent layer 431 or at relatively
small incident angles without experiencing the total reflec-
tion at the interfaces of the top transparent layer 431. In the
particular example illustrated in FIG. 50A, a finger 2960 is
in contact with the sensing zone 615 on the e top transparent
layer 431 and a finger ridge 2961 is located above the OLED
pixel 71 and a finger valley 2963 is located above the OLED
pixel 73. As illustrated, the OLED light beam 80 from the
OLED pixel 71 toward the finger ridge 2961 reaches the
finger ridge 2961 in contact with the top transparent layer
431 after transmitting through the top transparent layer 431
to generate a transmitted light beam 183 in the finger tissue
and another scattered light beam 181 back towards the
OLED display module 433. The OLED light beam 82 from
the OLED pixel 73 reaches the finger valley 2963 located
above the top transparent layer 431 after transmitting
through the top transparent layer 431 to generate the
reflected light beam 185 from the interface with the top
transparent layer 431 back towards the OLED display mod-
ule 433, a second light beam 189 that enters the finger tissue
and a third light beam 187 reflected by the finger valley
surface.

[0444] In the example in FIG. 50A, it is assumed that the
finger skin’s equivalent index of refraction is about 1.44 at
the optical wavelength of 550 nm and the cover glass index
of refraction is about 1.51 for the top transparent layer 431.
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It is also assumed that the finger is clean and dry so that the
void between adjacent finger valley and ridge is air. Under
those assumptions, the display OLED pixel 71 is turned on
at the finger skin ridge location 2961 to produce the beam
80. The finger ridge-cover glass interface reflects part of the
beam 80 as reflected light 181 to bottom layers 524 below
the OLED display module 433. The reflectance is low and is
about 0.1%. The majority of the light beam 80 (around 99%)
becomes the transmitted beam 183 that transmits into the
finger tissue 60 which causes scattering of the light 183 to
contribute to the returned scattered light 191 towards the
OLED display module 433 and the bottom layers 524.

[0445] The OLED-emitted beam 82 from the OLED pixel
73 towards the external valley 63 first passes the interface of
the top transparent layer 431 and the air gap due to the
presence of the external valley 2963 to produce the reflected
beam 185 and the remaining portion of the light beam 82 is
incident onto the valley 2962 to produce the transmitted
light beam 189 inside the finger and a reflected beam 187.
Similar to the transmitted beam 183 at the finger ridge 2961,
the transmitted light beam 189 from the OLED pixel 73 in
the finger tissue is scattered by the finger tissues and a
portion of this scattered light also contributes to the returned
scattered light 191 that is directed to towards the OLED
display module 433 and the under layers 524. Under the
assumptions stated above, about 3.5% of the beam 82 from
the display OLED group 73 at the finger skin valley location
2963 is reflected by the cover glass surface as the reflected
light 185 to the bottom layers 524, and the finger valley
surface reflects about 3.3% of the incident light power of the
remainder of the beam 82 as the reflected light 187 to bottom
layers 524. The total reflection represented by the two
reflected beams 185 and 187 is about 6.8% and is much
stronger than the reflection 181 at about 0.1% at a finger
ridge 2961. Therefore, the light reflections 181 and 185/187
from various interface or surfaces at finger valleys 2963 and
finger ridges 61 of a touching finger are different and form
an optical reflective pattern in which the reflection ratio
difference carries the fingerprint map information and can be
measured to extract the fingerprint pattern of the portion that
is in contact with the top transparent layer 431 and is
illuminated the OLED light or other illumination light such
as extra illumination light sources.

[0446] At each finger valley 2963, the majority of the
beam 82 towards the finger valley 2963 (more than 90%) is
transmitted into the finger tissues 2960 as the transmitted
light 189. Part of the light power in the transmitted light 189
is scattered by internal tissues of the finger to contribute to
the scattered light 191 towards and into the bottom layers
524. Therefore, the scattered light 191 towards and into the
bottom layers 524 includes contributions from both the
transmitted light 189 at finger valleys 2963 and transmitted
light 183 at finger ridges 2961.

[0447] The example in FIG. 50A shows incident OLED-
emitted light to the top transparent layer 431 at small
incident angles without the total internal reflection in the top
transparent layer 431. For OLED-emitted light incident to
the top transparent layer 431 at relatively large incident
angles at or greater than the critical angle for the total
internal reflection, another higher-contrast optical reflective
pattern can be generated to capture the 2-dimmensional
fingerprint pattern of the external ridges and valleys of a
finger. FIG. 50B shows examples of selected OLED-emitted
light rays from an OLED pixel 73 in the OLED display
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module 433 located under a finger valley 2963 where some
of the illustrated light rays are under a total reflection
condition at the interface with the top transparent layer 431
at locations adjacent to the particular finger valley 2963.
Those illustrated examples of incident light rays generate
different returned light signals including light signals that
carry fingerprint pattern information to the under-screen
optical sensor module. It is assumed that the cover glass 431
and the OLED display module 433 are glued together
without any air gap in between so that an OLED light beam
emitted by an OLED pixel 73 with a large incident angle to
the cover glass 431 at or greater than the critical angle will
be totally reflected at the cover glass-air interface. When the
display OLED pixel 73 is turned on, the divergent light
beams emitted by the OLED pixel 73 can be divided into
three groups: (1) central beams 82 with small incident angles
to the cover glass 431 without the total reflection, (2) high
contrast beams 201, 202, 211, 212 that are totally reflected
at the cover glass 431 when nothing touches the cover glass
surface and can be coupled into finger tissues when a finger
touches the cover glass 431, and (3) escaping beams having
very large incident angles that are totally reflected at the
cover glass 431 even at a location where the finger is in
contact.

[0448] For the central light beams 82, as explained in FIG.
50A, the cover glass surface reflects about 0.1%~3.5% to
produce the reflected light beam 185 that is transmitted into
bottom layers 524, the finger skin reflects about 0.1%~3.3%
at the air-finger valley interface to produce a second
reflected light beam 187 that is also transmitted into bottom
layers 524. As explained above with reference to FIG. 50A,
the reflection difference in the reflected rays at small incident
angles varies spatially and is dependent on whether the light
beams 82 or light beams 80 meet with finger skin valley
2963 or ridge 2961. The rest of the such incident light rays
with small incident angles becomes the transmitted light
beams 189 and 183 that are coupled into the finger tissues in
the finger 2960.

[0449] FIG .50B shows high contrast light beams 201 and
202 as examples. The cover glass surface reflects nearly
100% as reflected light beams 205 and 206 respectively if
nothing touches the cover glass surface at their respective
incident positions. When the finger skin ridges touch the
cover glass surface and at the incident positions of the
illustrated OLED-emitted light beams 201 and 202, there is
no longer the condition for the total internal reflection and
thus most of the light power is coupled into the finger tissues
in the finger 2960 as transmitted light beams 203 and 204.
For such beams with large incident angles, this change
between being under the total internal reflection condition in
absence of a finger skin and being out of the total internal
reflection condition with a significantly reduced reflection
when a finger skin touches is used to produce a contrast
pattern in the reflection.

[0450] FIG. 50B further shows additional high contrast
light beams 211 and 212 as examples for which the cover
glass surface reflects nearly 100% to produce corresponding
reflected light beams 213 and 214 respectively under the
total internal reflection condition if nothing touches the
cover glass surface. For example, when the finger touches
the cover glass surface and the finger skin valleys happen to
be at the incident positions of the light beams 211 and 212,
no light power is coupled into finger tissues in the finger
2960 due to the total internal reflection. If, by contrast, finger



US 2020/0218392 Al

ridges happen to be at the incident positions of the light
beams 211 and 212, the light power that is coupled into
finger tissues 2960 increases due to the lack of the total
internal reflection caused by the contact of the finger skin.

[0451] Similar to the situation in FIG. 50A, light beams
(e.g., transmitted beams 203 and 204) that are coupled into
finger tissues 2960 will experience random scattering by the
finger tissues to form the scattered light 191 that propagates
towards the bottom layers 524.

[0452] The illumination for the examples shown in FIG.
50B can be caused by illumination by the OLED-emitted
light or illumination light from extra illumination light
sources. In high contrast light beams illuminated area, finger
skin ridges and valleys cause different optical reflections and
the reflection difference pattern carries the fingerprint pat-
tern information. The high contrast fingerprint signals can be
achieved by comparing the difference.

[0453] Therefore, as shown in FIGS. 50A and 50B, inci-
dent illumination light rays from either OLED-emitted light
or extra illumination light sources can produce two types of
optical reflection patterns representing the same 2-dimen-
saitonal fingerprint pattern of a finger: a low contrast optical
reflective pattern formed by incident illumination light rays
at small incident angles without the total internal reflection
and a high contrast optical reflective pattern formed by
incident illumination light rays at large incident angles based
on a total internal reflection.

[0454] In both FIGS. 50A and 50B, a portion of the
incident illumination light rays from either OLED-emitted
light or extra illumination light passes through the top
transparent layer 431 and enters the finger to cause the
scattered light 191 that propagates through the internal
tissues of the finger and to penetrate through the finger skin
to enter the top transparent layer 431 towards the bottom
layers 524. As explained below, such scattered light 191,
once transmitting through the internal tissues and the finger
skin, carries an optical transmissive pattern of the finger that
contains both (1) a 2-dimensional spatial pattern of external
ridges and valleys of a fingerprint (2) an internal fingerprint
pattern associated with internal finger tissue structures that
give rise to the external ridges and valleys of a finger due to
the propagation of the scattered light from the internal side
of the finger towards the finger skin and transmits the finger
skin. Accordingly, the scattered light 191 from the finger can
be measured by the optical sensor array and the measure-
ments can be processed for fingerprint sensing. Notably, the
internal fingerprint pattern associated with internal finger
tissue structures that give rise to the external ridges and
valleys of a finger is not substantially affected by the sensing
surface condition of the top surface of the top transparent
layer 431 or the skin conditions of the finger (e.g., dirty,
wet/dry or aged finger patterns) and may still provide
sufficient information for fingerprint sensing when the exter-
nal fingerprint pattern on the external finger skin has a
reduced ridge-valley contrast, is somewhat damaged or
otherwise is not suitable for providing sufficient fingerprint
information in the optical reflective pattern. While the
external fingerprint pattern may be duplicated by using
artificial materials for invading the fingerprint sensing, the
internal fingerprint pattern of a user’s finger imprinted in the
optical transmissive pattern is extremely difficult to replicate
and thus can be used as an anti-spoofing mechanism in the
fingerprint sensing.

Jul. 9, 2020

[0455] The details for using the transmissive pattern are
explained with reference to FIGS. 43A, 43B, 48A and 48B
where 3-D information can be captured based on an internal
fingerprint pattern associated with internal finger tissue
structures that give rise to the external ridges and valleys of
a finger due to the propagation of the scattered light from the
internal side of the finger towards the finger skin and
transmits the finger skin.

[0456] The following provide some specific examples of
under-OLED optical sensor module designs for capturing
optical reflective and transmissive patterns.

[0457] FIGS. 51A, FIG. 51B and FIG. 51C show an
example of an under-screen optical sensor module based on
optical imaging via a lens for capturing a fingerprint from a
finger 445 pressing on the display cover glass 423. FIG. 51C
is an enlarged view of the optical sensor module part shown
in FIG. 51B. The under-screen optical sensor module as
shown in FIG. 51C is placed under the OLED display
module 433 includes an optically transparent spacer 617 that
is engaged to the bottom surface of the OLED display
module 433 to receive the returned light from the sensing
zone 615 on the top surface of the top transparent layer 431,
an imaging lens 621 that is located between and spacer 617
and the photodetector array 623 to image the received
returned light from the sensing zone 615 onto the photode-
tector array 623. Like the imaging system in the example in
FIG. 49B, this imaging system in FIG. 51C for the optical
sensor module can experience image distortions and a
suitable optical correction calibration can be used to reduce
such distortions, e.g., the distortion correction methods
described for the system in FIG. 49B.

[0458] Similar to the assumptions in FIGS. 50A and 50B,
it is assumed that the finger skin’s equivalent index of
refraction to be about 1.44 at 550 nm and a bare cover glass
index of refraction to be about 1.51 for the cover glass 423.
When the OLED display module 433 is glued onto the cover
glass 431 without any air gap, the total inner reflection
happens in large angles at or larger than the critical incident
angle for the interface. The total reflection incident angle is
about 41.8° if nothing is in contact with the cover glass top
surface, and the total reflection angle is about 73.7° if the
finger skin touches the cover glass top surface. The corre-
sponding total reflection angle difference is about 31.9°.
[0459] In this design, the micro lens 621 and the photo-
diode array 623 define a viewing angle 6 for capturing the
image of a contact finger in the sensing zone 615. This
viewing angle can be aligned properly by controlling the
physical parameters or configurations in order to detect a
desired part of the cover glass surface in the sensing zone
615. For example, the viewing angle may be aligned to
detect the total inner reflection of the OLED display assem-
bly. Specifically, the viewing angle 0 is aligned to sense the
effective sensing zone 615 on the cover glass surface. The
effective sensing cover glass surface 615 may be viewed as
a mirror so that the photodetector array effectively detects an
image of a viewing zone or the fingerprint illumination zone
613 in the OLED display that is projected by the sensing
cover glass surface 615 onto the photodetector array.
[0460] If the OLED pixels in the viewing zone/fingerprint
illumination zone 613 are turned on to emit light, the
photodiode/photodetector array 623 can receives the image
of the zone 613 that is reflected by the sensing cover glass
surface 615. When a finger touches the sensing zone 615,
some of the light can be coupled into the fingerprint’s ridges
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and this will cause the photodetector array to receive light
from the location of the ridges to appear as a darker image
of the fingerprint. Because the geometrics of the optical
detection path are known, the fingerprint image distortion
caused in the optical path in the optical sensor module can
be corrected.

[0461] Consider, as a specific example, that the distance H
in FIG. 51B from the detection module central axis to the
cover glass top surface is 2 mm. This design can directly
cover 5 mm of an effective sensing zone 615 with a width
We on the cover glass. Adjusting the spacer 617 thickness
can adjust the detector position parameter H, and the effec-
tive sensing zone width Wc can be optimized. Because H
includes the thickness of the cover glass 431 and the display
module 433, the application design should take these layers
into account. The spacer 617, the micro lens 621, and the
photodiode array 623 can be integrated under the color
coating 619 on the bottom surface of the top transparent
layer 431.

[0462] FIG. 52 shows an under-OLED screen optical
sensor module that includes an optical collimator array 2001
of optical collimators placed on top of a photodetector array
2002 for directing signal light carrying fingerprint informa-
tion into different photodetectors on the photodetector array
2002. A circuitry module 2003 is coupled to the photode-
tector array 2002 to operate the photodetector array 2002
and to receive the output signals from photodetectors on the
photodetector array 2002. The OLED display module 433
includes small light transmission holes 82D, e.g., holes in
the TFT layer of the OLED display module, to allow the
light from the top surface of the top transparent layer 431 to
pass through the OLED display module 433 to reach the
under-screen optical sensor module. The collimator array
2001 may use collimators in various designs, e.g., wave-
guide based image transmitters, an optical fiber array (with
core or coreless), a micro lens array, a pinhole array and
others. The collimators in the array 2001 are designed to
limit the numerical aperture of the sampled image. Each
pixel of the collimator array 2001 can be regarded as an
optical detection needle. The photodiode array 2002 may be
a CMOS sensor array, a CCD sensor array, a photodiode
array or other photo sensing array.

[0463] In operation, the OLED pixels illuminate the cover
glass 431. The light reflected from the cover glass 431 is
diffracted by the holes of the TFT structure in the OLED
display module 433. The collimator array 2001 samples the
useful part of the diffracted light and selects a portion of the
light that fits the small numerical aperture of each collimator
to transmit to the photodiode array 2002 to form the image
of the sensing area.

[0464] FIGS. 53A-53B show the operation of the optical
sensor module in FIG. 52. The OLED pixels in the illumi-
nation zone 613 in the OLED display module 433 shine light
beam 82P to the finger in contact with the sensing zone 615
on the cover glass 431. The finger and the cover glass 431
reflect a light beam 82R. The small holes in the TFT
substrate diffract the light beam 82R to form light beam
82D. Proper collimator units in the collimator array 2001
select light 828 from the light beam 82D and guide it into the
proper photodetector elements of photodetector array 2002.
In some OLED displays, part of the light may be directly
shined towards the sensor module and may be eliminated by
calibration.
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[0465] FIG. 54 shows another example for using the
pinhole camera effect to improve the optical imaging reso-
Iution. The OLED display module layer 433 under the top
transparent layer 431 includes, among others, OLED layers
including an array of OLED pixels that emit light for
displaying images and have electrodes and wiring structure
optically acting as an array of holes and light scattering
objects. The array of holes in the OLED layers is shown as
small light transmitting holes 450 inside the OLED display
module layer 433 and allows transmission of light from the
top transparent layer 431 through the OLED layers to reach
the optical sensor module 621 for fingerprint sensing. In this
example, the optical sensor module includes several layers:
a spacer 917 below the OLED display module layer 433 and
above the pinhole array 617, a protection material 919 below
the pinhole array 617 and above the photo detector array
621, and a circuit board 623. The object optical distance is
decided by the total material thickness from sensing surface
to the pinhole plane, including the optical thickness of the
display module 433 thickness, the spacer 917 thickness, any
filter coating thickness, any air gap thickness, and any glue
material thickness. The image optical distance is decided by
the total material thickness from the pinhole plane to the
photo detector array, including the protection material thick-
ness, any filter coating thickness, any air gaps thickness, any
glue material thickness. The image magnification is decided
by the image optical distance comparing with the object
optical distance. The detection mode can be optimized by
setting a proper magnification. For example, the magnifica-
tion may be set to be less than 1, such as, 0.7, or 0.5 etc. In
some device designs, the spacer and the pinhole array layer
may be combined into a single component. In other designs,
the pinhole array and the protection layer may be combined
to a single component so as to pre-define the center co-
ordinates of each pinhole.

[0466] In real time fingerprint sensing, the environmental
influence is present and undesired effect of the background
light to the performance the under-screen optical sensor
module can be mitigated in different techniques, including
implementing optical filtering in the optical path to the
optical sensor array to reduce the background light, design-
ing the receiving optics for the optical sensor array to reduce
the background light, or controlling the operations of the
optical sensor module and signal processing to further
reduce the effect of the background light to the optical
sensing performance. Those different techniques may be
used individually or in combination to meet the desired
device performance.

[0467] In the disclosed optical sensing technology, in
addition to using the OLED-emitted light from the OLED
display module, one or more extra light sources can be used
to illuminate the finger to be detected to improve the optical
fingerprint sensing, e.g., by improving the signal to noise
ratio in the detection. This inclusion of one or more extra
illumination light sources to increase the optical signal level
of the optical sensing signal carrying the fingerprint or other
useful information beyond the signal level caused by the
returned OLED display light for improving the optical
sensing sensitivity can be used alone or in a combination
with above disclosed techniques for reducing the amount of
background light that enters the optical sensor array in an
under-screen optical sensor module.

[0468] In this regard, an electronic device capable of
detecting a fingerprint by optical sensing can be designed to
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include a device screen that provides touch sensing opera-
tions and includes a display panel structure having light
emitting display pixels where each pixel is operable to emit
light for forming a portion of a display image, a top
transparent layer formed over the device screen as an
interface for being touched by a user for the touch sensing
operations and for transmitting the light from the display
structure to display images to a user, and one or more extra
illumination light sources located to provide additional
illumination light to the top transparent layer formed over
the device screen as the interface for being touched by a user.
Such a device can further include an optical sensor module
located below the display panel structure to receive light that
is emitted by at least a portion of the light emitting display
pixels of the display structure and by the one or more extra
illumination light sources and is returned from the top
transparent layer to detect a fingerprint, the optical sensor
module including an optical sensor array that detects an
image in the received light in the optical sensor module. In
implementations, such as in various OLED screens, the
display panel structure includes openings or holes between
the light emitting display pixels of the display panel struc-
ture to allow the returned light to pass through the display
panel structure to reach the optical sensor module, and the
optical sensor module includes an array of optical collima-
tors or an array of pinholes to collect the returned light from
the display panel structure and to separate light from dif-
ferent locations in the top transparent layer while directing
the collected returned light to the optical sensor array.

[0469] In some implementations, one or more extra light
sources 614 can be attached to or glued into the same
position or region of the viewing zone 613 to provide
additional illumination to the sensing zone 615, thus increas-
ing the light intensity in optical sensing operations. The
extra light sources 614 may be of an expanded type, or be
a collimated type so that all the points within the effective
sensing zone 615 is illuminated. The extra light sources 614
may be a single element light source or an array of light
sources. Furthermore, the OLED pixels in the viewing zone
or the fingerprint illumination zone 613 in the OLED display
module 433 may be operated a higher brightness level
during the optical fingerprint sensing operation above the
brightness level used for displaying images in the OLED
display to boost the illumination level for the optical sensing
operation.

[0470] FIGS. 55 and 56 show optical behaviors of various
optical signals in an example of an under-screen optical
sensor module having extra illumination light sources to
supplement the optical fingerprint sensing illumination pro-
vided by the OLED display light.

[0471] The example in FIGS. 55 and 56 includes extra
light sources 971 that are assembled in or adjacent the
optical sensor module and are located generally under the
designated fingerprint sensing area provided by the top
transparent layer 431. Specifically, in this example, two or
more extra light sources 971 are placed outside the optical
sensor module 600a and are outside the packaging walls
6004. Each extra light source 971 may be one light source
or include multiple sources, for example, LED light sources.
The extra light sources 971 may be operable to emit light at
one single wavelength or at multiple wavelengths (for
example, green LED, red LED, near IR LED). The extra
light sources 971 may be modulated to produce modulated
illumination light or be operated to turn on their emission at
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different phases. At the output port of each extra light source
971, a proper coupling material 972 is provided between
each extra light source 971 and the OLED display module.
The coupling material 972 may include a suitable optically
transparent material to allow the probe light 973 from the
extra light source 971 to be coupled into the display towards
the finger on the cover 431 surface. In some implementa-
tions, it may be desirable to avoid large output angles of the
probe light 973 in the display and the coupling material 972
may be configured to limit the probe light’s numeral aper-
ture. The coupling material 972 may be a low index material
such as an air gap and may be structured to have a desired
output aperture that limits the output angle of the probe light
973 in the display.

[0472] The small holes 450 in the TFT layers of the OLED
display module scatter the probe light beam 973 into various
directions. As shown in FIG. 55, some scattered light 977
propagates towards the optical sensor module 660a at large
angles and is less likely to enter the optical sensor module
due to the absorption or blocking by the small aperture of the
receiving optics of the optical sensor module 660a. Some
scattered light 9774 propagates towards other directions that
are away from the aperture of the optical sensor module
660a and thus does not affect the optical sensing. Notably,
a portion of the probe light 973 from each extra light source
971 passes through the TFT layers as the probe light 975
towards the top surface of the top transparent layer 431. This
probe light 975 can interact with the finger over the top
cover 431 in two ways for optical fingerprint sensing. First,
a portion of the probe light 975 may be reflected back as
explained in FIGS. 50A and 50B to the optical sensor
module 600a as an optical reflective pattern representing the
external fingerprint pattern formed by the ridges and valleys.
Second, another portion of the probe light 975 can be
coupled into the finger 60a by optical transmission as
explained in FIGS. 50A and 50B with reference to the
scattered light 191 towards the under-screen optical sensor
module to carry an optical transmissive pattern associated
with the fingerprint pattern and the internal tissue structures
as explained in FIG. 43B. The tissues in the finger 60a
scatter the probe light 975 to produce scattered probe light
979 in various directions, including back scattered probe
light 981 with the optical transmissive pattern for optical
fingerprint sensing. The back scattered probe light 981
propagates back through the top transparent layer 431 to
enter the TFT layers towards the optical sensor module
600a. The TFT layers refract or scatter the back scattered
probe light 981, a portion of which becomes the probe light
component 983 that can be detected by the photo-detector
array in the optical sensor module 600a.

[0473] As explained with respect to FIG. 55, the back
scattered probe light 981 from the probe light 979 propa-
gates through the finger skin, the fingerprint ridge area and
valley area manifest light signals with a spatial varying
brightness pattern in an optical transmissive pattern due to
interactions with the internal finger tissues associated with
the externa ridges and valleys of the finger and this bright-
ness contrast forms part of the fingerprint pattern and is
caused by the finger tissue absorption, refraction, and reflec-
tion, by finger skin structure shading, and by reflectance
difference at the finger skin-display cover glass interface.
Because of the complicated mechanism of the fingerprint
contrast, the fingerprint can be detected even if the finger is
dry, wet, or dirty.
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[0474] FIG. 56 further shows that background light pres-
ent at the device can generally include two different portions
the environmental or background light 937 incident to the
finger 60a and environmental or background light 937¢
incident to the top transparent layer 431 without entering the
finger 60a. Since the environmental or background light 937
propagates into finger 60a, the finger tissues scatter the
received background light 937 as scattered background light
9375 in different directions and mixes with the probe light
979. Some of the scattered light 939 in the scattered back-
ground light 9375 propagates back towards the optical
sensor module 6004 through the finger 60a. A portion of the
environmental light 937¢ that does not go through the finger
604, if is permitted to enter the optical sensor module 600a,
it could adversely impact the optical sensing operation of the
optical sensor module 600a. Therefore, it is desirable to
reduce or eliminate the amount of the environmental light
from entering the optical sensor module 600a by optical
filtering, by the design of the receiving optics or by con-
trolling the operation and signal processing of the optical
sensor module as discussed above.

[0475] As an example, the scattered light 939 in the
scattered background light 9376 propagates towards the
optical sensor module 600a through the finger 60a and thus
carrying an optical transmissive pattern due to interactions
with the finger including internal tissues associated with the
external ridges and valleys of the finger. In some implemen-
tations, this light 939 from the environmental or background
light may be detected for optical fingerprint sensing based
on its optical transmissive pattern.

[0476] FIGS. 57, 58 and 59 show that extra illumination
light sources may be placed at various locations outside the
optical sensor module to direct the illumination beams into
a finger in different directions to provide different shadow-
ing in the captured optical transmissive patterns.

[0477] In FIG. 57, at least one extra illumination light
source 971a is placed above the display panel and the top
transparent layer 431 and is away from the designed finger-
print sensing area to direct the illumination beam 937 to the
finger in the designated fingerprint sensing area above the
top transparent layer 431 to enter the finger and to cause
scattering inside the finger which contributes to the part of
the signal 981 with an optical transmissive pattern for the
optical fingerprint sensing. Two or more such light sources
971a may be so placed. FIG. 57 further shows that extra
illumination light sources 971 are also placed under the
designated fingerprint sensing area as explained in FIGS. 55
and 56.

[0478] In FIG. 58, at least one extra illumination light
source 9715 is placed below the top transparent layer 431
and is away from the designed fingerprint sensing area to
direct the illumination beam 937 to one side of the finger in
the designated fingerprint sensing area above the top trans-
parent layer 431 to enter the finger and to cause scattering
inside the finger which contributes to the part of the signal
981 with an optical transmissive pattern for the optical
fingerprint sensing. In this example, the one extra illumina-
tion light source 9715 is placed side by side with the display
panel below the top transparent layer 431. Two or more such
light sources 9715 may be so placed. FIG. 58 further shows
that extra illumination light sources 971 are also placed
under the designated fingerprint sensing area as explained in
FIGS. 55 and 56.
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[0479] In FIG. 59, at least one extra illumination light
source 971c¢ is placed below the display panel and is away
from the designed fingerprint sensing area to direct the
illumination beam 937 to one side of the finger in the
designated fingerprint sensing area above the top transparent
layer 431 to enter the finger and to cause scattering inside the
finger which contributes to the part of the signal 981 with an
optical transmissive pattern for the optical fingerprint sens-
ing. Two or more such light sources 971¢ may be so placed.
FIG. 59 further shows that extra illumination light sources
971 are also placed under the designated fingerprint sensing
area as explained in FIGS. 55 and 56.

[0480] When extra illumination light sources are provided
for optical sensing, the illumination power for optical sens-
ing is no longer limited by the optical power from the OLED
display light. Such extra illumination light sources can be
designed to provide sufficient illumination for optical sens-
ing to improve the optical detection signal to noise ration to
offset the environmental light influence. In implantations,
the extra illumination light sources can be modulated with-
out affecting the display function and lifetime. In addition,
the extra illumination light sources can be flashed with high
output power for a short time during the fingerprint sensing
s0 as to obtain optimized detection. Furthermore, the use of
extra illumination light sources can provide flexibility in the
determination of whether a detected finger is a live finger so
that fake fingerprint detection can be avoided. For example,
green LEDs and near IR LEDs may be used as extra light
sources to also assist the live finger detection where finger
tissues absorb the green light strongly so that the finger
image manifests a desired large brightness gradient and the
near IR light illuminates all through the finger so that the
finger image brightness appears more uniform. For another
example, extra illumination light sources can be used to
provide optical fingerprint sensing based on optical trans-
missive patterns by optical transmission of the probe illu-
mination light through the internal tissues associated with
the external finger ridges and valleys.

[0481] The optical imaging optics of the optical sensor
module under the display panel structure can be imple-
mented in various ways as shown by some of the examples
above, including using a lens with a folded optical path to
form an imaging system for the under-screen optical sensor
module and using an array of optical collimators for imaging
without an imaging lens. Notably, an imaging module hav-
ing at least one imaging lens designed to achieve the optical
imaging of the illuminated touched portion of a finger onto
the optical sensor array in the under-screen optical sensor
module. The lensing effect of the imaging module is in part
for controlling the spatial spreading of the returned light that
may spatially scramble returned light from different loca-
tions on the touched portion of the finger at the optical
sensor array so that the spatial information on the returned
light corresponding to the fingerprint pattern on a finger can
be preserved by the imaging lens with a desired spatial
imaging resolution when the imaging lens directs the
returned light to reach the optical sensor array. The spatial
imaging resolution of an imaging module having a single
imaging lens or an assembly of two or more imaging lenses
is proportional to the numerical aperture of the imaging
module. Accordingly, a high-resolution imaging lens
requires a large numerical aperture and thus a lens with a
large diameter. This aspect of a lens-based imaging module
inevitably requires a bulking lens system to produce a
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high-resolution imaging system. In addition, a given imag-
ing lens has a limited field of view which increases as the
focal length decreases and decreases as the focal length
increases.

[0482] In many fingerprint sensing applications such as
optical fingerprint sensors implemented under a display
screen in a mobile device, it is desirable to have a compact
imaging system with a high spatial imaging resolution and
a large field of view. In view of the trade-offs in various
imaging features of a lens-based imaging system discussed
above, a compact optical imaging system for optical finger-
print sensing is provided below by combining a lens-based
imaging system to achieve a high spatial imaging resolution
via the lens and a reduced size in the captured image at the
optical detector array to reduce the size the optical detector
array via the same lens. The pinhole is placed in front of the
lens to produce a field of view in optical imaging by
effectuating a pinhole camera while without requiring a large
diameter lens. A conventional pinhole camera can include a
small aperture for optical imaging and can produce a large
field of view while suffering a limited image brightness due
to the small aperture and a low spatial imaging resolution. A
combination of an imaging lens and a pinhole camera, when
properly designed, can benefit from the high spatial imaging
resolution of the imaging lens and the large field of view of
the pinhole camera.

[0483] FIG. 60 shows one example of an optical sensor
module 620 placed under an OLED display screen where a
pinhole and a lens used to form the optical imaging system
for the optical sensor module 620. In this example, the
optical sensing module 620 is a compact module by using a
micro lens 621e with a small diameter that can be about the
same size of the pinhole so slightly larger than the pinhole.
The micro lens 621e is engaged to a pinhole structure 621g
that is optically opaque and may be a layer of a blackened
or metal material formed on a surface of a pinhole substrate
621/ of an optically transparent material with an opening as
the pinhole 643. The micro lens 621e is placed on the lower
side of the pinhole substrate 621/ In operation, the optical
layers above the pinhole 643 in the pinhole structure 621g
are structured to produce a large optical field of view in
collecting the returned light from the OLED display panel
and to transmit the collected light towards the optical sensor
array 623e. The optical detectors in the optical sensor array
623¢ respond to the received optical pattern to produce
detector signals and a detector circuit module 623f is
coupled to the optical sensor array 623e to receive and
process the detectors signals. Detector circuit module 623/
may include, in some implementations, a flexible printed
circuit (FPC). The micro lens 621e receives the transmitted
light from the pinhole and to focus the received light onto
the optical sensor array 623e¢ for optical imaging at an
enhanced spatial imaging resolution at the optical sensor
array 623e¢ when compared to a lower spatial imaging
resolution of the pinhole in projecting light onto the optical
sensor array 623e without the micro lens 621e. In this
design, the low resolution of the pinhole is compensated by
using the micro lens 621e and the limited field of view of the
micro lens 621e is compensated by the large field of view of
the pinhole 643.

[0484] In the illustrated example of using the pinhole-lens
assembly for optical imaging in FIG. 60, the object plane of
the pinhole-lens assembly is near the top effective sensing
zone 615 on the top surface of the transparent layer 431 such
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as a cover glass for the touch sensing OLED display panel
and the imaging plane of the pinhole-lens assembly is the
receiving surface of the optical detectors of the optical
sensor array 623e. In addition to the pinhole substrate 621/,
an optically transparent spacer 618¢ with a refractive index
lower than that of the pinhole substrate 621f is provided
between the pinhole substrate 621/ and the OLED display
panel. This use of a lower index material above the pinhole
substrate 621fis part of the optical design to achieve a large
field of view for receiving light from the OLED display
panel. In some implementations, the lower-index spacer
618¢ may be an air gap. This design provides an optical
interface of two different optical materials between lower-
index spacer 618¢ and the higher-index pinhole substrate
621/ and the optical refraction at this interface converts a
large field of view (FOV) (e.g., around 140 degree in some
cases) of incident light from the OLED display panel in the
lower-index spacer 618¢ into a smaller FOV in the higher-
index pinhole substrate 621f" Accordingly, the output light
rays produced by the pinhole-lens assembly have a relatively
small FOV.

[0485] This design of reducing the FOV is advantageous
in several aspects. First, the optical input FOV in the
lower-index spacer 618¢ of the optical sensor module 620 is
a large FOV. Second, the actual FOV handled at by the
pinhole-lens assembly located below the higher-index pin-
hole substrate 621f is a reduced FOV with respect to the
optical input FOV so that light rays with large incident
angles are limited by this reduced FOV. This is beneficial
because image distortions caused by light rays at large
incident angles at the pinhole-lens assembly are reduced by
this reduced FOV. In addition, this reduced FOV at the
pinhole-lens assembly reduces the undesired pinhole shad-
ing effect that would distort the brightness distribution of the
image at the optical sensor array.

[0486] Different from a convention pinhole camera with
uses a pinhole with a diameter around 40 microns in some
pinhole camera designs, the pinhole 643 is designed to have
a diameter much larger than the typical size of a pinhole in
a pinhole camera, e.g., greater than 100 microns, or 200
microns (e.g., 250 microns) in some designs. In this com-
bination of the lens and the pinhole, the use of the high-index
material for the pinhole substrate 612f7just above the pinhole
643 and the use of the lower-index layer 618e above the
pinhole substrate 612f allows the pinhole 643 to have a
diameter much larger than the typical size of a pinhole in a
pinhole camera while still achieving a large FOV. For
example, in some implementations, the diameter of the
pinhole 643 may be about the same as or similar to the radius
of curvature of the curve surface of the lens 621e when
structured as a half ball lens with a flat surface facing the
pinhole 643 and a partial spherical surface that directs the
light from the pinhole 643 towards the photodetector array
62le.

[0487] Additional design features can also be imple-
mented to improve the overall optical performance and the
compactness of the optical imaging system based on the
pinhole-lens assembly. For example, additional optical lay-
ers can be placed between the lens-pinhole assembly and the
photodiode array 623e. In this example, an optically trans-
parent spacer 621/ and a protection material 623g are
provided in the light path from the pinhole-lens assembly to
the optical sensor array 623e. In some implementations, the
spacer 621/ may be a low-index layer such as an air gap, and
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the protection material 623g may be a layer covering the top
of the optical detectors of the optical sensor array 623¢ and
having a refractive index higher than that of the spacer 6214.
The layers 621/ and 623g can be structured to reduce or
eliminate the imaging distortion at the optical sensor array
623e. When light is refracted at media interfaces, the non-
linearity in the directions of refracted rays exists and creates
image distortions at the optical sensor array 623e. Such
distortions become more pronounced when the incident
angles are large. To reduce such distortions, the optical
thickness ratio of spacer 621/ and 623g can be selected in
light of the optical structure of the pinhole-lens assembly
and the optical objective field of the pinhole-lens assembly
(e.g., the optical layers from the top sensing surface of the
top glass layer 431 to the pinhole substrate 621f).

[0488] Optical distortions occur at each interface of dif-
ferent optical materials along the optical path of light from
the top of the OLED display panel to the optical sensor array
623e. One design technique for reducing such optical dis-
tortions is to provide optically matching structures on lower
side of the pinhole-lens assembly (i.e., the optical layers on
the imaging side of the pinhole-lens assembly) to corre-
sponding to optical structures on the upper side of the
pinhole-lens assembly (i.e., the optical layers on the object
side of the pinhole-lens assembly) so that an optical distor-
tion incurred at one interface along the optical path from the
OLED panel to the pinhole-lens assembly in the object side
of'the pinhole-lens assembly is countered or offset by optical
refraction at a matching interface along the optical path from
the pinhole-lens assembly to the optical sensor array 623e in
the imaging side of the pinhole-lens assembly. The optical
matching layers in the imaging side of the pinhole-lens
assembly are designed by taking into account of the optical
power of the lens in the pinhole-lens assembly.

[0489] As discussed above, undesired background or envi-
ronmental light may adversely affect the optical sensing
operation and can be reduced by various techniques. Tech-
niques for reducing the effect of the environment light can
also be used to improve the performance of such an under-
screen optical sensor module based on the pinhole-lens
assembly.

[0490] For example, the use of a light shielding package
outside the optical sensor module can be also applied to an
under-screen optical sensor module based on the pinhole-
lens assembly. FIG. 61 shows an example in which the
sensor module 620 is integrated into a package 620a to block
the environmental light from entering the optical sensor
array. A window is formed in the protection layer of the
display. The module 620 and 620« is installed under the
protection layer. A spacer material 631 may be applied to
modify the view of the display and provide protection of the
display. If the spacer 618¢ is an air gap, the sensor module
does not contact the display directly so that the display is not
affected during the usage.

[0491] While this patent document contains many specit-
ics, these should not be construed as limitations on the scope
of any invention or of what may be claimed, but rather as
descriptions of features that may be specific to particular
embodiments of particular inventions. Certain features that
are described in this patent document in the context of
separate embodiments can also be implemented in combi-
nation in a single embodiment. Conversely, various features
that are described in the context of a single embodiment can
also be implemented in multiple embodiments separately or
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in any suitable subcombination. Moreover, although features
may be described above as acting in certain combinations
and even initially claimed as such, one or more features from
a claimed combination can in some cases be excised from
the combination, and the claimed combination may be
directed to a subcombination or variation of a sub combi-
nation.

[0492] Similarly, while operations are depicted in the
drawings in a particular order, this should not be understood
as requiring that such operations be performed in the par-
ticular order shown or in sequential order, or that all illus-
trated operations be performed, to achieve desirable results.
Moreover, the separation of various system components in
the embodiments described in this patent document should
not be understood as requiring such separation in all
embodiments.

[0493] Only a few implementations and examples are
described and other implementations, enhancements and
variations can be made based on what is described and
illustrated in this patent document.

What is claimed is:

1. An apparatus for implementing optical fingerprint
sensing in an electronic device having a display panel and a
top transparent layer over the display panel, the apparatus
comprising:

an optical sensor module for being placed underneath an
extended section of the top transparent layer and
located adjacent to one end of the display panel, the
extended section of the top transparent layer extending
beyond the one end of the display panel; the optical
sensor module including one or more probe light
sources to produce probe light to illuminate an object
above or in contact with the top transparent layer for
optical sensing, and an optical sensor array including
optical detectors to detect reflected light from the object
above or in contact with the top transparent layer to
detect both a first signal to provide a first indication of
whether the object is a finger of an authorized user and
a second different signal to provide a separate second
indication of whether the object is a finger of an
authorized user; and

an optical sensor controller coupled to the optical sensor
module to control operations of the one or more probe
light sources and the optical sensor array to trigger
capturing of different images of the object including an
image of the object when the object is above the top
transparent layer without contacting the top transparent
layer as part of the first signal and another image of the
object when the object is in contact with the top
transparent layer as part of the second signal.

2. The apparatus as in claim 1, wherein:

the optical sensor controller processes the captured
images of the object, including both the captured image
of the object when the object is above the top trans-
parent layer without contacting the top transparent
layer as part of the first signal and the other captured
image of the object when the object is in contact with
the top transparent layer as part of the second signal, to
determine whether the object is a finger of an autho-
rized user for the electronic device.
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3. The apparatus as in claim 1, wherein:

the one or more probe light sources of the optical sensor
module are configured to emit the probe light at an
optical wavelength that penetrates into a human skin
surface,

the optical sensor array captures images formed by the
probe light at the optical wavelength that penetrates
into a human skin surface and containing tissue struc-
tures below the skin surface, and

the optical sensor controller processes a captured image of
the object at the optical wavelength that penetrates into
a human skin surface containing tissue structures below
the skin surface to include information on the tissue
structures below the skin surface as part of determina-
tion of whether the object is a finger of an authorized
user for the electronic device to provide anti-spoof
fingerprint sensing.

4. The apparatus as in claim 1, wherein:

the one or more probe light sources of the optical sensor
module are configured to emit the probe light at an
optical wavelength that penetrates into a human skin
surface,

the optical sensor array captures images formed by the
probe light at the optical wavelength that penetrates
into a human skin surface and containing tissue struc-
tures below the skin surface, and images representing a
surface pattern of the skin surface such as a fingerprint
pattern of ridges and valleys of a finger, and

the optical sensor controller processes the images formed
by the probe light at the optical wavelength that pen-
etrates into a human skin surface and containing tissue
structures below the skin surface, and the images
representing a surface pattern of the skin surface such
as a fingerprint pattern of ridges and valleys of a finger
to form a 3-dimensional profile for determination of
whether the object is a finger of an authorized user for
the electronic device to provide anti-spoof fingerprint
sensing.

5. The apparatus as in claim 1, wherein:

the optical sensor controller coupled to the optical sensor
module is operable to trigger capturing of different
images of the object when object is above the top
transparent layer without contacting the top transparent
layer and is approaching the top transparent layer, when
the object is in contact with the top transparent layer,
and when the object is moving away from the top
transparent layer.

6. The apparatus as in claim 1, wherein:

the one or more probe light sources of the optical sensor
module are structured to emit the probe light at two or
more different optical wavelengths at which a human
live finger exhibits different optical properties; and

the optical sensor controller is structured to measure
returned probe light at the two or more different wave-
lengths to compare an extinction ratios of the probe
light at the two or more different wavelengths to
determine whether the object is a finger from a live
person.

7. The apparatus as in claim 1, wherein:

the optical sensor module placed underneath the extended
section of the top transparent layer is structured to
project the probe light from the one or more probe light
sources over an area above the display panel to allow
capturing of returned probe light from an object in the
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area above the display panel to capture images of the
object when the object is not in contact with the top
transparent layer.

8. The apparatus as in claim 1, wherein:

the display panel is operated to display a marked finger-
print sensing area visible to a user below the area where
the probe light is projected to indicate to the user where
to place a finger for fingerprint sensing, and

the marked fingerprint sensing area is adjacent to the
optical sensor module to allow the optical sensor mod-
ule to receive returned probe light while a user finger is
above the marked fingerprint sensing area and further
allows the optical sensor module to capture returned
light from a portion of a user finger when in contact
with the marked fingerprint sensing area.

9. The apparatus as in claim 1, comprising:

a trigger sensor separate from the optical sensor module
and located underneath the top transparent layer, the
trigger sensor being structured to sense presence of an
object before the object touches the top transparent
layer and to trigger a first optical fingerprint sensing
operation by the optical sensor module while the object
is not in contact with the top transparent layer,

wherein the optical sensor controller processes captured
optical images from the first optical fingerprint sensing
operation by the optical sensor module to determine
whether the object is a finger of an authorized user for
the electronic device and an access is denied when the
determination based on the first optical fingerprint
sensing operation is negative, and

wherein, when the determination based on the first optical
fingerprint sensing operation is positive, the optical
sensor module is operated to perform a second optical
fingerprint sensing operation by capturing fingerprint
images when the object contacts the top transparent
layer to further determine whether the object is a finger
of an authorized user for the electronic device and the
access is granted only after the determination of the
second optical fingerprint sensing operation is positive.

10. The apparatus as in claim 1, comprising:

a support transparent layer formed below the top trans-
parent layer and engaged to the top transparent layer,
the support transparent layer including an opening
underneath the extended section of the top transparent
layer and is located adjacent to the one end of the
display panel,

wherein the optical sensor module is placed inside the
opening of the support transparent layer underneath the
extended section of the top transparent layer.

11. An apparatus for implementing optical fingerprint

sensing module in an electronic device, comprising:

an optical sensor module placed underneath a top trans-
parent layer and a display panel of the electronic
device, the optical sensor module including one or
more probe light sources to produce probe light to
illuminate an object above or in contact with the top
transparent layer for optical sensing, and an optical
sensor array including optical detectors to detect
reflected light from the object above or in contact with
the top transparent layer to detect both a first signal to
provide a first indication of whether the object is a
finger of an authorized user and a second different
signal to provide a separate second indication of
whether the object is a finger of an authorized user; and
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an optical sensor controller coupled to the optical sensor
module to control operations of the one or more probe
light sources and the optical sensor array to trigger
capturing of different images of the object including an
image of the object when the object is above the top
transparent layer without contacting the top transparent
layer as part of the first signal and another image of the
object when the object is in contact with the top
transparent layer as part of the second signal.

12. The apparatus as in claim 11, wherein:

the optical sensor controller processes the captured
images of the object, including both the captured image
of the object when the object is above the top trans-
parent layer without contacting the top transparent
layer as part of the first signal and the other captured
image of the object when the object is in contact with
the top transparent layer as part of the second signal, to
determine whether the object is a finger of an autho-
rized user for the electronic device.

13. The apparatus as in claim 11, wherein:

the top transparent layer includes a designated fingerprint
sensing area for a user to place a finger for fingerprint
sensing;

the optical sensor module is located underneath the des-
ignated fingerprint sensing area to receive light from
the top transparent layer to detect a fingerprint, wherein
the optical sensor module includes an optical sensor
array of optical detectors to convert the received light
that carries a fingerprint pattern of the user into detector
signals representing the fingerprint pattern;

the device further includes extra illumination light sources
located outside the optical sensor module at different
locations to produce different illumination probe beams
to illuminate the designated fingerprint sensing area on
the top transparent layer in different illumination direc-
tions, each extra illumination light source structured to
produce probe light in an optical spectral range with
respect to which tissues of a human finger exhibit
optical transmission to allow probe light in each illu-
mination probe beam to enter a user finger over the
designated fingerprint sensing area on the top transpar-
ent layer to produce scattered probe light by scattering
of tissues inside the finger that propagates towards and
passes the top transparent layer to carry both fingerprint
pattern information and different fingerprint topo-
graphical information associated with the different illu-
mination directions, respectively, caused by transmis-
sion through internal tissues of ridges and valleys of the
finger; and

the device further includes a probe illumination control
circuit coupled to control the extra illumination light
sources to sequentially turn on and off in generating the
different illumination probe beams at different times,
one beam at a time, so that the optical sensor module
located below the display panel is operable to sequen-
tially detect the scattered probe light from the different
illumination probe beams to capture both the finger-
print pattern information and the different fingerprint
topographical information associated with the different
illumination directions, respectively.

14. The apparatus as in claim 13, wherein:

each extra illumination light source further emits second
probe light at a second different wavelength; and

58

Jul. 9, 2020

the device includes a controller that processes optical
detector signals from the optical sensor module from
sensing the probe light and the second probe light to
determine whether a detected fingerprint is from a
finger of a live person.

15. The apparatus as in claim 13, wherein:

the extra illumination light sources include a first illumi-
nation light source and a second illumination light
source that are placed in opposite directions with
respect the designated fingerprint sensing area on the
top transparent layer so the illumination probe beams
from the first and second illumination light sources are
directed to the designated fingerprint sensing area in
opposite directions.

16. The apparatus as in claim 13, comprising:

additional extra illumination light sources located below
the display panel and underneath the designated fin-
gerprint sensing area on the top transparent layer to
produce additional illumination probe light beams to
illuminate the designated fingerprint sensing area to
cause optical reflection at a user finger in contact with
the designated fingerprint sensing area towards the
optical sensor module for fingerprint sensing.

17. The apparatus as in claim 11, wherein:

the optical sensor module includes:

a pinhole layer located between the display panel and the
optical sensor array and structured to include a pinhole
that is structured to produce a large optical field of view
in collecting the light and to transmit the collected light
towards the optical sensor array, and

a lens located between the pinhole layer and the optical
sensor array to receive the transmitted light from the
pinhole and to focus the received light onto the optical
sensor array for optical imaging at an enhanced spatial
imaging resolution at the optical sensor array when
compared to a lower spatial imaging resolution when
using the pinhole to project light onto the optical sensor
array without the lens.

18. The apparatus as in claim 11, wherein:

the display panel is a liquid crystal display (LCD) screen
that provides touch sensing operations and includes a
LCD display panel structure to display images and a
peripheral opaque border surrounding a central area of
the LCD display panel structure and covering a narrow
peripheral border of the LCD display panel structure,
wherein the LCD display panel structure includes back-
lighting module to produce backlight for displaying the
images in the central area of the LCD display panel
structure within the peripheral opaque border;

the top transparent layer is formed over the LCD screen
as an interface for being touched by a user for the touch
sensing operations and for transmitting the light from
the display structure to display images to a user and for
transmitting the probe light for optical sensing;

the device further includes an illumination probe light
source that produces probe light to illuminate a sensing
area of the top transparent layer for optical sensing; and

the optical sensor module is located below the LCD
screen and positioned underneath the peripheral opaque
border to be spatially offset from central area of the
LCD display panel structure to receive returned probe
light that passes through the LCD screen for optical
sensing, and
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wherein the LCD display panel structure includes one or
more extra transmission holes or regions within an area
that is at least partially covered by the peripheral border
and is positioned above the optical sensor module to
allow probe light to pass through the LCD display
panel structure to reach the optical sensor module for
optical sensing.

19. The apparatus as in claim 18, wherein:

the LCD display panel includes a peripheral opaque
border surrounding a central area of the LCD display
panel and covering a narrow peripheral border of the
LCD display panel, and

the LCD display panel includes one or more extra trans-
mission holes or regions within an area that is at least
partially covered by the peripheral border and is posi-
tioned above the optical sensor module to allow probe
light to pass through the L.CD display panel to reach the
optical sensor module for optical sensing.

20. The apparatus as in claim 19, wherein:

the optical sensor controller coupled to the optical sensor
module is operable to trigger capturing of different
images of the object when object is above the top
transparent layer without contacting the top transparent
layer and is approaching the top transparent layer, when
the object is in contact with the top transparent layer,
and when the object is moving away from the top
transparent layer.
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