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a method includes : inputting a medical image into a recog 
nition model , the recognition model configured to : generate 
one or more attribute distributions that are substantially 
Gaussian when inputted with a normal image ; and generate 
one or more attribute distributions that are substantially 
non - Gaussian when inputted with an abnormal image ; gen 
erating , by the recognition model , one or more attribute 
distributions corresponding to medical image ; generating a 
marginal likelihood corresponding to the likelihood of a 
sample image substantially matching the medical image , the 
sample image generated by sampling , by a generative 
model , the one or more attribute distributions ; and generat 
ing a classification by at least : if the marginal likelihood is 
greater than or equal a predetermined likelihood thresh 
old , determining the image to be normal ; and if the marginal 
likelihood is less than the predetermined likelihood thresh 
old , determining the image to be abnormal . 
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SYSTEMS AND METHODS FOR and if the marginal likelihood is less than the predetermined 
CLASSIFYING AN ANOMALY MEDICAL likelihood threshold , determining the classification of the 

IMAGE USING VARIATIONAL medical image to be abnormal . 
AUTOENCODER In various embodiments , a system for classifying a medi 

5 cal image includes : an image inputting module configured to 
1. BACKGROUND OF THE INVENTION input a medical image into a recognition model , the recog 

nition model configured to : generate attribute distributions 
Certain embodiments of the present invention are directed that are substantially Gaussian when inputted with a normal to object recognition . More particularly , some embodiments image , and generate attribute distributions that are substan of the invention provide methods and systems for classifying 10 tially non - Gaussian when inputted with an abnormal image ; an anomaly medical image using variational autoencoder . an attribute distribution generating module configured to Merely by way of example , some embodiments of the generate , by the recognition model , one or more attribute invention are configured to classify a medical scan image . distributions corresponding to the medical image ; a marginal But it would be recognized that the invention has a much 

broader range of applicability . likelihood generating module configured to generate a mar 
Many medical examinations involve scanning patients ginal likelihood corresponding to the likelihood of a sample 

using tools such as MR , CT , and PET scanners to guide image substantially matching the medical image , the sample 
diagnosis or treatment planning . One common challenge is image generated by sampling , by a generative model , the 
identifying poor scan images which do not comply with a one or more attribute distributions ; a marginal likelihood 
quality standard , such as ones that do not provide clear or 20 comparing module configured to compare the marginal 
accurate information . In one example , a poor scan image likelihood to a predetermined likelihood threshold ; and a 
may result from a patient not able to stay still , such as by not classification generating module configured to generate a 
holding breath , during a scan . Poor scan images are typically classification at least : if the marginal likelihood is greater 
unusable for clinical decision - making and therefore are than or equal to the predetermined likelihood threshold , 
generally discarded and rescanned . Rescanning a patient , 25 determine the classification of the medical image to be 
especially for imaging techniques that requires long process normal , and if the marginal likelihood is less than the 
time , such as PET image reconstruction that involves attenu- predetermined likelihood threshold , determine the classifi 
ation and scatter correction , leads to great inefficiency . cation of the medical image to be abnormal . 
Images that are not up to standard , which are sometimes In various embodiments , a non - transitory computer - read 
referred to as anomaly images , regardless of the scanning 30 able medium with instructions stored thereon , that when 
technique , are generally required to be manually identified executed by a processor , causes the processor to perform one 
and discarded by an imaging technician , such as prior to or more processes including : inputting a medical image into 
sending images to a radiologist . Generally , a technician a recognition model , the recognition model configured to : 
would browse a set of images and identify anomaly images , generate attribute distributions that are substantially Gauss 
which not only is a slow process , but also prone to human 35 ian when inputted with a normal image ; and generate 
error . Therefore , systems and methods for identifying attribute distributions that are substantially non - Gaussian 
anomaly medical images with improved efficiency and accu- when inputted with an abnormal image ; generating , by the 
racy are desirable . recognition model , one or more attribute distributions cor 

responding to the medical image ; generating a marginal 
2. BRIEF SUMMARY OF THE INVENTION 40 likelihood corresponding to the likelihood of a sample image 

substantially matching the medical image , the sample image 
Certain embodiments of the present invention are directed generated by sampling , by a generative model , the one or 

to object recognition . More particularly , some embodiments more attribute distributions ; comparing the marginal likeli 
of the invention provide methods and systems for classifying hood to a predetermined likelihood threshold ; and generat 
an anomaly medical image using variational autoencoder . 45 ing a classification by at least : if the marginal likelihood is 
Merely by way of example , some embodiments of the greater than or equal to the predetermined likelihood thresh 
invention are configured to classify a medical scan image . old , determining the classification of the medical image to be 
But it would be recognized that the invention has a much normal ; and if the marginal likelihood is less than the 
broader range of applicability . predetermined likelihood threshold , determining the classi 

In various embodiments , a computer - implemented 50 fication of the medical image to be abnormal . 
method for classifying a medical image includes : inputting Depending upon embodiment , one or more benefits may 
a medical image into a recognition model , the recognition be achieved . These benefits and various additional objects , 
model configured to : generate one or more attribute distri- features and advantages of the present invention can be fully 
butions that are substantially Gaussian when inputted with a appreciated with reference to the detailed description and 
normal image , and generate one or more attribute distribu- 55 accompanying drawings that follow . 
tions that are substantially non - Gaussian when inputted with 
an abnormal image ; generating , by the recognition model , 3. BRIEF DESCRIPTION OF THE DRAWINGS 
one or more attribute distributions corresponding to the 
medical image ; generating a marginal likelihood corre- FIG . 1 is a simplified diagram showing a system for 
sponding to the likelihood of a sample image substantially 60 classifying a medical image , according to some embodi 
matching the medical image , the sample image generated by ments . 
sampling , by a generative model , the one or more attribute FIG . 2 is a simplified diagram showing a method for 
distributions ; comparing the marginal likelihood to a pre- classifying a medical image , according to some embodi 
determined likelihood threshold ; and generating a classifi- ments . 
cation by at least : if the marginal likelihood is greater than 65 FIG . 3 is a simplified diagram showing a method for 
or equal to the predetermined likelihood threshold , deter- training a variational autoencoder for classifying a medical 
mining the classification of the medical image to be normal ; image , according to some embodiments . 
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FIG . 4 is a simplified diagram showing a method for the recognition model , one or more attribute distributions 
preprocessing an image , according to some embodiments . that are substantially Gaussian ( e.g. , more than 50 % , 60 % , 

FIG . 5 is a simplified diagram showing a computing 70 % , 80 % , or 90 % compliant to a Gaussian ) when the 
system , according to some embodiments . medical image is more likely to be a normal image , and 
FIG . 6 is a simplified diagram showing a neural network , 5 generate one or more attribute distributions that are substan 

according to some embodiments . tially non - Gaussian ( e.g. , less than 40 % , 30 % , 20 % , or 10 % 
FIG . 7 is a simplified diagram showing a variational compliant to a Gaussian ) when the medical image is more 

autoencoder structure or workflow , according to some likely to be an abnormal image ( e.g. , an image classified as 
embodiments . an anomaly ) . 
FIG . 8 is a simplified diagram showing an autoencoder 10 In various embodiments , the marginal likelihood gener 

structure or workflow , according to some embodiments . ating module 16 is configured to generate a marginal like 
lihood corresponding to the likelihood of a sample image 

4. DETAILED DESCRIPTION OF THE substantially matching ( e.g. , more than 50 % , 60 % , 70 % , 
INVENTION 80 % , or 90 % matching ) the medical image . In certain 

15 examples , the sample image is generated by sampling , by a 
Certain embodiments of the present invention are directed generative model , the one or more attribute distributions 

to object recognition . More particularly , some embodiments corresponding to the medical image . In some examples , the 
of the invention provide methods and systems for classifying generative model is an decoder . In various examples , the 
an anomaly medical image using variational autoencoder . generative model is part of a variational autoencoder . In 
Merely by way of example , some embodiments of the 20 certain examples , the generative model is a multivariate 
invention are configured to classify a medical scan image . Gaussian model with a diagonal covariance matrix . In some 
But it would be recognized that the invention has a much embodiments , the covariance matrix is an identity matrix . In 
broader range of applicability . various examples , the marginal likelihood generating mod 

FIG . 1 is a simplified diagram showing a system for ule 16 is configured to generate the marginal likelihood 
classifying a medical image , according to some embodi- 25 using the Monte - Carlo sampling method . In some examples , 
ments . This diagram is merely an example , which should not the Monte - Carlo sampling method utilizes importance sam 
unduly limit the scope of the claims . One of ordinary skill pling . In certain examples , the Monte - Carlo sampling 
in the art would recognize many variations , alternatives , and method utilizes Markov chain Monte Carlo . 
modifications . In some examples , the system 10 includes an In various embodiments , the marginal likelihood compar 
image inputting module 12 , an attribute distribution gener- 30 ing module 18 is configured to compare the marginal like 
ating module 14 , a marginal likelihood generating module lihood to a predetermined likelihood threshold . For example , 
16 , a marginal likelihood comparing module 18 , a classifi- the marginal likelihood comparing module 18 is configured 
cation generating module 20 , and a presenting module 22. In to determine whether the marginal likelihood is greater than 
certain embodiments , the system 10 further includes a or equal to the predetermined likelihood threshold or less 
distribution divergence determining module 24 , a match 35 than the predetermined likelihood threshold . In certain 
likelihood generating module 26 , an image preprocessing examples , the predetermined likelihood threshold is prede 
module 28 , and / or a training module 30. In certain examples , termined by a medical personnel . 
the system 10 is configured to implement method S100 of In various embodiments , the classification generating 
FIG . 2 , the method S200 of FIG . 3 , and / or method S300 of module 20 is configured to generate a classification . In some 
FIG . 4. Although the above has been shown using a selected 40 examples , the classification generating module 20 is con 
group of components , there can be many alternatives , modi- figured to , if the marginal likelihood is greater than or equal 
fications , and variations . For example , some of the compo- to the predetermined likelihood threshold , determine the 
nents may be expanded and / or combined . Some components classification of the medical image to be normal . In some 
may be removed . Other components may be inserted to examples , the classification generating module 20 is con 
those noted above . Depending upon the embodiment , the 45 figured to , if the marginal likelihood is less than the prede 
arrangement of components may be interchanged with oth- termined likelihood threshold , determine the classification 
ers replaced . of the medical image to be abnormal . In some examples , the 

In various embodiments , the image inputting module 12 classification is either normal or abnormal . In certain 
is configured to input a medical image into a recognition examples , the classification is either normal or anomaly . In 
model , such as a recognition model of a variational autoen- 50 various examples , the classification is represented via an 
coder . In certain examples , the medical image is two- indicator . In some examples , the classification includes a 
dimensional . In certain examples , the medical image is confidence level . 
three - dimensional . In some examples , the recognition model In various embodiments , the presenting module 22 is 
is an encoder . In some examples , the recognition model is configured to present the classification and / or the marginal 
configured to generate one or more attribute distributions 55 likelihood to a user . For example , the presenting module 22 
that are substantially Gaussian ( e.g. , more than 50 % , 60 % , is configured to present the classification and / or the marginal 
70 % , 80 % , or 90 % compliant to a Gaussian ) when inputted likelihood as guidance . 
with a normal image ( e.g. , an image classified as normal ) , In various embodiments , the distribution divergence 
and generate one or more attribute distributions that are determining module 24 is configured to determine one or 
substantially non - Gaussian ( e.g. , less than 40 % , 30 % , 20 % , 60 more distribution divergences based at least in part on 
or 10 % compliant to a Gaussian ) when inputted with an comparing the one or more attribute distributions to a 
abnormal image ( e.g. , an image classified as an anomaly ) . reference distribution ( e.g. , a Gaussian distribution or a 

In various embodiments , the attribute distribution gener- non - Gaussian distribution ) ( e.g. , a Gaussian distribution or 
ating module 14 is configured to generate , by the recognition a non - Gaussian distribution ) . In some examples , the refer 
model , one or more attribute distributions corresponding to 65 ence distribution ( e.g. , a Gaussian distribution or a non 
the medical image . In some examples , the attribute distri- Gaussian distribution ) is a normal distribution , such as a 
bution generating module 14 is configured to generate , by zero - mean unity - variance distribution . In certain examples , 
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the one or more distribution divergences is one or more the generative model by inputting one or more additional 
Kullback - Leibler divergences . training images ( e.g. , into the recognition model ) . In various 

In various embodiments , the match likelihood generating examples , the training image and / or the medical image are 
module 26 is configured to generate a match likelihood patient images including one or more shared ( e.g. , common ) 
based at least in part on the one or more distribution 5 patient features . For example , a variational autoencoder 
divergences . In some examples , the match likelihood cor- configured to help classify images of a particular human 
responding to the likelihood of the sample image substan- joint is trained with training data of the particular human 
tially matching ( e.g. , more than 50 % , 60 % , 70 % , 80 % , or joint . 
90 % matching ) the medical image . In certain examples , the FIG . 2 is a simplified diagram showing a method for 
higher the match likelihood the more likely the medical 10 classifying a medical image , according to some embodi 
image is a normal image rather than an abnormal image . In ments . This diagram is merely an example , which should not 
certain examples , the lower the match likelihood the more unduly limit the scope of the claims . One of ordinary skill 
likely the medical image is an abnormal image rather than a in the art would recognize many variations , alternatives , and 
normal image . modifications . In certain examples , the method S100 is 

In various embodiments , the image preprocessing module 15 implemented by the system 10 of FIG . 1. In some examples , 
28 is configured to slice a three - dimensional image into a the method S100 includes a process S102 of inputting a 
plurality of two - dimensional images . In some examples , the medical image into a recognition model , a process S104 of 
image preprocessing module 28 is configured to compress generating one or more attribute distributions , a process 
an image into a compressed image . In certain examples , the S106 of generating a marginal likelihood , a process S108 of 
image preprocessing module 28 is configured to extract one 20 comparing the marginal likelihood , a process S110 of gen 
or more pertinent features from an image using an autoen- erating a classification . In certain examples , the method 
coder . In various examples , the image preprocessing module S100 further includes a process S112 of training a recogni 
28 is configured to reduce the dimensionality of an image . tion model and a generative model , a process S114 of 

In various embodiments , the training module 30 is con- preprocessing a medical image , and / or a process S116 of 
figured to train the recognition model and the generative 25 presenting the classification and / or the marginal likelihood . 
model . In some examples , the training module includes a Although the above has been shown using a selected group 
first loss determining module 32 , a second loss determining of processes for the method , there can be many alternatives , 
module 34 , and a parameter changing module 36. In various modifications , and variations . For example , some of the 
examples , the training module 30 is configured to input ( e.g. , processes may be expanded and / or combined . Other pro 
through the image inputting module 12 ) a training image 30 cesses may be inserted to those noted above . Some processes 
into the recognition model . In some examples , the training may be removed . Depending upon the embodiment , the 
image is a normal image . In certain examples , the training sequence of processes may be interchanged with others 
image is two - dimensional . In certain examples , the training replaced . 
image is three - dimensional . In various examples , the train- In various embodiments , the process S102 of inputting a 
ing module 30 is configured to generate ( e.g. , through the 35 medical image into a recognition model . In some examples , 
attribute distribution generating module 14 ) , using the rec- the recognition model is configured to generate one or more 
ognition model , one or more training attribute distributions attribute distributions that are substantially Gaussian ( e.g. , 
corresponding to the training image . In some examples , the more than 50 % , 60 % , 70 % , 80 % , or 90 % compliant to a 
training module 30 is configured to determine ( e.g. , through Gaussian ) when inputted with a normal image . In some 
the first loss determining module 32 ) a first loss correspond- 40 examples , the recognition model is configured to generate 
ing to the likelihood of a training sample image deviating one or more attribute distributions that are substantially 
from the training image . In some examples , the training non - Gaussian ( e.g. , less than 40 % , 30 % , 20 % , or 10 % 
sample image is generated by sampling , by the generative compliant to a Gaussian ) when inputted with an abnormal 
model , the one or more training attribute distributions . In image . 
some examples , the training module 30 is configured to 45 In various embodiments , the process S104 of generating 
determine ( e.g. , through the distribution divergence deter- one or more attribute distributions includes generating , by 
mining module 24 ) one or more training distribution diver- the recognition model , one or more attribute distributions 
gences ( e.g. , Kullback - Leibler divergences ) based at least in corresponding to the medical image . In some examples , 
part on comparing the one or more training attribute distri- generating one or more attribute distributions includes gen 
butions to a reference distribution ( e.g. , a Gaussian distri- 50 erating , by the recognition model , one or more attribute 
bution or a non - Gaussian distribution ) , such as a normal distributions that are substantially Gaussian ( e.g. , more than 
distribution having a mean of zero and a variance of unity . 50 % , 60 % , 70 % , 80 % , or 90 % compliant to a Gaussian ) 
In some examples , the training module 30 is configured to when the medical image is more likely to be a normal image , 
determine ( e.g. , through the second loss determining module and generating one or more attribute distributions that are 
34 ) a second loss corresponding to the one or more training 55 substantially non - Gaussian ( e.g. , less than 40 % , 30 % , 20 % , 
distribution divergences . In some examples , the training or 10 % compliant to a Gaussian ) when the medical image is 
module 30 is configured to change ( e.g. , through the param- more likely to be an abnormal image ( e.g. , an image 
eter changing module 36 ) one or more parameters of the classified as an anomaly ) . 
recognition model and / or one or more parameters of the In various embodiments , the process S106 of generating 
generative model to reduce , such as minimize the first loss 60 a marginal likelihood includes generating a marginal like 
and / or the second loss . For example , the training module 30 lihood corresponding to the likelihood of a sample image 
is configured to change ( e.g. , through the parameter chang- substantially matching ( e.g. , more than 50 % , 60 % , 70 % , 
ing module 36 ) one or more parameters of the recognition 80 % , 90 % similar ) the medical image . In various examples , 
model and / or one or more parameters of the generative the sample image is generated by sampling , by a generative 
model simultaneously to reduce the sum of the first loss and 65 model , the one or more attribute distributions corresponding 
the second loss . In some examples , the training module 30 to the medical image . In some examples , the generative 
is configured to repeatedly train the recognition model and model is an decoder . In various examples , the generative 
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model is part of a variational autoencoder . In certain image and / or the medical image are patient images including 
examples , the generative model is a multivariate Gaussian one or more shared ( e.g. , common ) patient features . 
model with a diagonal covariance matrix . In some embodi- In certain examples , training the recognition model and 
ments , the covariance matrix is an identity matrix . In various the generative model includes preprocessing the training 
examples , generating the marginal likelihood includes gen- 5 image . In some examples , preprocessing the training image 
erate the marginal likelihood using the Monte - Carlo sam includes slicing a three - dimensional training image into a 
pling method . In some examples , the Monte - Carlo sampling plurality of two - dimensional training images . In some 
method utilizes importance sampling . In certain examples , examples , preprocessing the training image includes com 
the Monte - Carlo sampling method utilizes Markov chain pressing the training image into a compressed training 

10 image . In certain examples , preprocessing the training image Monte Carlo . 
In various embodiments , the process S108 of comparing includes extracting one or more pertinent features from the 

training image using an autoencoder ( e.g. , autoencoder of the marginal likelihood includes comparing the marginal FIG . 8 ) . In various examples , preprocessing the training likelihood to a predetermined likelihood threshold . For image includes reducing the dimensionality of the training example , comparing the marginal likelihood to a predeter 15 image . 
mined likelihood threshold determining whether the mar- In various embodiments , the process S114 of preprocess 
ginal likelihood is greater than or equal to the predetermined ing the medical image includes slicing a three - dimensional 
likelihood threshold or less than the predetermined likeli medical image into a plurality of two - dimensional medical 
hood threshold . In certain examples , comparing the marginal images . In some examples , preprocessing the medical image 
likelihood to a predetermined likelihood threshold includes 20 includes compressing the medical image into a compressed 
determining , via a user instruction , the predetermined like- medical image . In certain examples , preprocessing the medi 
lihood threshold . cal image includes extracting one or more pertinent features 

In various embodiments , the process S110 of generating from the medical image using an autoencoder ( e.g. , autoen 
a classification includes , if the marginal likelihood is greater coder of FIG . 8 ) . In various examples , preprocessing the 
than or equal to the predetermined likelihood threshold , 25 medical image includes reducing the dimensionality of the 
determining the classification of the medical image to be medical image . 
normal . In some examples , generating a classification In various embodiments , the process S116 of presenting 
includes , if the marginal likelihood is less than the prede- the classification and / or the marginal likelihood includes 
termined likelihood threshold , determining the classification presenting the classification and / or the marginal likelihood 
of the medical image to be abnormal ( e.g. , an anomaly ) . In 30 to a user ( e.g. , as guidance ) . 
some examples , the classification is either normal or abnor- In some embodiments , the method S100 further includes 
mal . In certain examples , the classification is either normal determining one or more distribution divergences based at 
or anomaly . In various examples , the classification is rep- least in part on comparing the one or more attribute distri 
resented via an indicator . In some examples , the classifica- butions to a reference distribution ( e.g. , a Gaussian distri 
tion includes a confidence level . 35 bution or a non - Gaussian distribution ) . In some examples , 

In various embodiments , the process S112 of training a the reference distribution ( e.g. , a Gaussian distribution or a 
recognition model and a generative model includes inputting non - Gaussian distribution ) is a normal distribution , such as 
a training image into the recognition model . In some unity - variance distribution . In certain 
examples , the training image is a normal image . In various examples , the one or more distribution divergences is one or 
examples training the recognition model and the generative 40 more Kullback - Leibler divergences . In various examples , 
model includes generating , using the recognition model , one the method S100 further includes generating a match like 
or more training attribute distributions corresponding to the lihood based at least in part on the one or more distribution 
training image . In various examples training the recognition divergences . In some examples , the match likelihood cor 
model and the generative model includes determining a first responding to the likelihood of the sample image substan 
loss corresponding to the likelihood of a training sample 45 tially matching ( e.g. , more than 50 % , 60 % , 70 % , 80 % , or 
image deviating from the training image . In certain 90 % matching ) the medical image . In certain examples , the 
examples , the training sample image is generated by sam- higher the match likelihood the more likely the medical 
pling , by a generative model , the one or more training image is a normal image rather than an abnormal image . In 
attribute distributions . In various examples training the certain examples , the lower the match likelihood the more 
recognition model and the generative model includes deter- 50 likely the medical image is an abnormal image rather than a 
mining one or more training distribution divergences ( e.g. , normal image . 
Kullback - Leibler divergences ) based at least in part on FIG . 3 is a simplified diagram showing a method for 
comparing the one or more training attribute distributions to training a variational autoencoder ( e.g. , including a recog 
a reference distribution ( e.g. , a Gaussian distribution or a nition model and a generative model ) for classifying a 
non - Gaussian distribution ) , such as a normal distribution 55 medical image , according to some embodiments . This dia 
having a mean of zero and a variance of unity . In various gram is merely an example , which should not unduly limit 
examples training the recognition model and the generative the scope of the claims . One of ordinary skill in the art would 
model includes determining a second loss corresponding to recognize many variations , alternatives , and modifications . 
the one or more training distribution divergences . In various In certain examples , the method S200 is implemented by the 
examples training the recognition model and the generative 60 system 10 of FIG . 1. In some examples , the method S200 
model includes changing one or more parameters of the includes a process S202 of inputting a training image into a 
recognition model and one or more parameters of the recognition model , a process S204 of generating one or more 
generative model simultaneously to reduce the sum of the training attribute distributions , a process S206 of determin 
first loss and the second loss . In some examples , training the ing a first loss , a process S208 of determining one or more 
recognition model and the generative model is repeated by 65 training distribution divergences , a process S210 of deter 
inputting one or more additional training images ( e.g. , into mining a second loss , and a process S212 of changing one 
the recognition model ) . In certain examples , the training or more parameters . In certain examples , the method S200 
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further includes a process S214 of preprocessing the training reducing the dimensionality of the image . Although the 
image . In some examples , the method S200 is substantially above has been shown using a selected group of processes 
similar to the process S112 of FIG . 2. Although the above for the method , there can be many alternatives , modifica 
has been shown using a selected group of processes for the tions , and variations . For example , some of the processes 
method , there can be many alternatives , modifications , and 5 may be expanded and / or combined . Other processes may be 
variations . For example , some of the processes may be inserted to those noted above . Some processes may be 
expanded and / or combined . Other processes may be inserted removed . Depending upon the embodiment , the sequence of 
to those noted above . Some processes may be removed . processes may be interchanged with others replaced . 
Depending upon the embodiment , the sequence of processes FIG . 5 is a simplified diagram showing a computing 
may be interchanged with others replaced . 10 system , according to some embodiments . This diagram is 

In various embodiments , the process S202 of inputting a merely an example , which should not unduly limit the scope 
training image into a recognition model includes inputting of the claims . One of ordinary skill in the art would 
the training image into the recognition model similar to the recognize many variations , alternatives , and modifications . 
inputting the medical into the recognition model . In certain examples , the computing system 6000 is a gen 

In various embodiments , the process S204 of generating 15 eral - purpose computing device . In some examples , the com 
one or more training attribute distributions includes gener- puting system 6000 includes one or more processing units 
ating one or more training attribute distributions correspond- 6002 ( e.g. , one or more processors ) , one or more system 
ing to the training image , such as similar to the generating memories 6004 , one or more buses 6006 , one or more 
one or more attribute distributions corresponding to the input / output ( I / O ) interfaces 6008 , and / or one or more 
medical image . 20 network adapters 6012. In certain examples , the one or more 

In various embodiments , the process S206 of determining buses 6006 connect various system components including , 
a first loss includes determining a first loss corresponding to for example , the one or more system memories 6004 , the one 
the likelihood of a training sample image deviating from the or more processing units 6002 , the one or more input / output 
training image . In some examples , the training sample image ( IO ) interfaces 6008 , and / or the one or more network 
is generated by sampling , by a generative model , the one or 25 adapters 6012. Although the above has been shown using a 
more training attribute distributions . selected group of components for the computing system , 

In various embodiments , the process S208 of determining there can be many alternatives , modifications , and varia 
one or more training distribution divergences includes deter- tions . For example , some of the components may be 
mining one or more training distribution divergences ( e.g. , expanded and / or combined . Other components may be 
Kullback - Leibler divergences ) based at least in part on 30 inserted to those noted above . Some components may be 
comparing the one or more training attribute distributions to removed . Depending upon the embodiment , the arrange 
a reference distribution ( e.g. , a Gaussian distribution or a ment of components may be interchanged with others 
non - Gaussian dis ution ) , such as a normal distribution replaced . 
having a mean of zero and a variance of unity . In certain examples , the computing system 6000 is a 

In various embodiments , the process S210 of determining 35 computer ( e.g. , a server computer , a client computer ) , a 
a second loss includes determining a second loss corre- smartphone , a tablet , or a wearable device . In some 
sponding to the one or more training distribution diver- examples , some or all processes ( e.g. , steps ) of the method 
gences . S100 , of the method S200 , and / or of the method S300 are 

In various embodiments , the process S212 of changing performed by the computing system 6000. In certain 
one or more parameters includes changing one or more 40 examples , some or all processes ( e.g. , steps ) of the method 
parameters of the recognition model and one or more S100 , of the method S200 , and / or of the method S300 are 
parameters of the generative model simultaneously to reduce performed by the one or more processing units 6002 directed 
the sum of the first loss and the second loss . by one or more codes . For example , the one or more codes 

In various embodiments , the process S214 of preprocess- are stored in the one or more system memories 6004 ( e.g. , 
ing the training image includes slicing a three - dimensional 45 one or more non - transitory computer - readable media ) , and 
training image into a plurality of two - dimensional training are readable by the computing system 6000 ( e.g. , readable 
images . In some examples , preprocessing the training image by the one or more processing units 6002 ) . In various 
includes compressing the training image into a compressed examples , the one or more system memories 6004 include 
training image . In certain examples , preprocessing the train- one or more computer - readable media in the form of volatile 
ing image includes extracting one or more pertinent features 50 memory , such as a random - access memory ( RAM ) 6014 , a 
from the training image using an autoencoder ( e.g. , autoen- cache memory 6016 , and / or a storage system 6018 ( e.g. , a 
coder of FIG . 8 ) . In various examples , preprocessing the floppy disk , a CD - ROM , and / or a DVD - ROM ) . 
training image includes reducing the dimensionality of the In some examples , the one or more input / output ( 1/0 ) 
training image . interfaces 6008 of the computing system 6000 is configured 
FIG . 4 is a simplified diagram showing a method for 55 to be in communication with one or more external devices 

preprocessing an image , according to some embodiments . 6010 ( e.g. , a keyboard , a pointing device , and / or a display ) . 
This diagram is merely an example , which should not In certain examples , the one or more network adapters 6012 
unduly limit the scope of the claims . One of ordinary skill of the computing system 6000 is configured to communicate 
in the art would recognize many variations , alternatives , and with one or more networks ( e.g. , a local area network 
modifications . In certain examples , the method S300 is 60 ( LAN ) , a wide area network ( WAN ) , and / or a public net 
implemented by the system 10 of FIG . 1 and is in accordance work ( e.g. , the Internet ) ) . In various examples , additional 
to the process S114 of FIG . 2 and / or to the process S214 of hardware and / or software modules are utilized in connection 
FIG . 3. In some examples , the method S300 includes a with the computing system 6000 , such as one or more 
process S302 of slicing the image and / or a process S304 of micro - codes and / or one or more device drivers . 
compressing the image into a compressed image . In certain 65 FIG . 6 is a simplified diagram showing a neural network , 
examples , the process S304 includes a process S306 of according to some embodiments . For example , a neural 
extracting one or more features and / or a process S308 of network is utilized by one or more models , such as the 
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recognition model and / or the generative model . This dia- confidence level or a probability during inference stage , 
gram is merely an example , which should not unduly limit when the images do not correspond to the learned distribu 
the scope of the claims . One of ordinary skill in the art would tions . 
recognize many variations , alternatives , and modifications . In certain embodiments , the variational autoencoder is or 
The neural network 8000 is an artificial neural network . In 5 includes a generative model , such as a model configured to 
some examples , the neural network 8000 includes an input determine ( e.g. , estimate ) a probability density function of a 
layer 8002 , one or more hidden layers 8004 , and an output set of data ( e.g. , training data ) . In certain examples , the 
layer 8006. For example , the one or more hidden layers 8004 variational autoencoder is configured to sample examples 
includes L number of neural network layers , which include from the learned probability density function . In some 
a 1st neural network layer , an ith neural network 10 examples , the variational autoencoder is trained to model 
layer , ... and an Lth neural network layer , where L is a one or more distributions from training data which corre 
positive integer and i is an integer that is larger than or equal sponding to normal images ( e.g. , normal medical scan 
to 1 and smaller than or equal to L. Although the above has images ) . In various examples , such as based on sampling 
been shown using a selected group of components for the distributions determined for a unclassified medical image , 
neural network , there can be many alternatives , modifica- 15 the variational autoencoder is configured to assign a high 
tions , and variations . For example , some of the components probability value to the image if it is normal , and a low 
may be expanded and / or combined . Other components may probability value to the image if it is abnormal . In certain 
be inserted to those noted above . Some components may be embodiments , systems and methods , by utilizing the varia 
removed . Depending upon the embodiment , the arrange- tional autoencoder , detect medical image anomaly . In certain 
ment of components may be interchanged with others 20 examples , systems and methods directly find marginal prob 
replaced . ability of a sample , such as a sample corresponding to one 

In some examples , some or all processes ( e.g. , steps ) of or more distributions , such as without sampling from a latent 
the method S100 , of the method S200 , and / or of the method space , such as without adversary training . 
S300 are performed by the neural network 8000 ( e.g. , using FIG . 7 is a simplified diagram showing a variational 
the computing system 6000 ) . In certain examples , some or 25 autoencoder structure or workflow , according to some 
all processes ( e.g. , steps ) of the method S100 , of the method embodiments . In certain examples , the variational autoen 
S200 , and / or of the method S300 are performed by the one coder of FIG . 7 is configured to be used by the system 10 of 
or more processing units 6002 directed by one or more codes FIG . 1 , such as via the method S100 of FIG . 2 and / or the 
that implement the neural network 8000. For example , the method S200 of FIG . 3 , to classify anomaly images . In 
one or more codes for the neural network 8000 are stored in 30 certain examples , the variational autoencoder includes an 
the one or more system memories 6004 ( e.g. , one or more encoder and a decoder . In some examples , the decoder is 
non - transitory computer - readable media ) , and are readable configured to sample from a modeled distribution . For 
by the computing system 6000 such as by the one or more example , once trained , a decoder is configured to receive 
processing units 6002 . ( e.g. , be fed with ) a sample from a standard Gaussian 

In certain examples , the neural network 8000 is a deep 35 distribution N ( 0 , 1 ) and generate a sample from an original 
neural network ( e.g. , a convolutional neural network ) . In data distribution . In certain examples , the decoder is a 
some examples , each neural network layer of the one or multivariate Gaussian with a diagonal covariance matrix , 
more hidden layers 8004 includes multiple sublayers . As an such as an identity matrix . In accordance with various 
example , the ith neural network layer includes a convolu- embodiments , Equation ( 1 ) depicts an objective function for 
tional layer , an activation layer , and a pooling layer . For 40 training an variational autoencoder : 
example , the convolutional layer is configured to perform 

( 1 ) feature extraction on an input ( e.g. , received by the input L = -Dkz ( 9q ( z | x ) | Pe ( z ) ) + Eqq ( z \ x ) [ log Pe ( x z ) ] 
layer or from a previous neural network layer ) , the activation The first term on the right side represents the Kullback 
layer is configured to apply a nonlinear activation function Leibler ( KL ) divergence between approximate posterior 
( e.g. , a ReLU function ) to the output of the convolutional 45 distribution qo ( zlx ) and gaussian distribution po ( 2 ) . o rep 
layer , and the pooling layer is configured to compress ( e.g. , resents encoder parameters and 0 represents decoder param 
to down - sample , such as by performing max pooling or eters . 
average pooling ) the output of the activation layer . As an In certain embodiments , training the variational autoen 
example , the output layer 8006 includes one or more fully coder includes optimizing Q and 0 , such as using a plurality 
connected layers . 50 of normal images ( e.g. , good quality images ) that are satis 
As discussed above and further emphasized here , FIG . 6 factory in quality as training data . In certain examples , 

is merely an example , which should not unduly limit the training the variational autoencoder includes learning dis 
scope of the claims . One of ordinary skill in the art would tributions corresponding to the plurality of normal images . 
recognize many variations , alternatives , and modifications . In various examples , such as after the variational autoen 
For example , the neural network 8000 is replaced by an 55 coder is trained and / or during an inference stage , methods 
algorithm that is not an artificial neural network . As an and systems utilize the variational autoencoder to determine 
example , the neural network 8000 is replaced by a machine ( e.g. , estimate ) marginal likelihood of a sample X , which 
learning model that is not an artificial neural network . represents one or more features of a medical image to be 

In certain embodiments , the systems and methods auto- classified . In some examples , X is the medical image itself . 
matically find anomaly images ( non - satisfactory images ) 60 For example , sample X represents just one single image 
generated from medical image scanners , such as automati- without loss of generality . In certain examples , the genera 
cally using machine learning . In certain examples , systems tive model of the variational autoencoder is configured to 
and methods utilize machine learning to automatically iden- generate a sample from the original distribution . 
tify candidates of anomaly images . In certain examples , In various examples , methods and systems determine 
systems and methods utilize variational autoencoder to learn 65 ( e.g. , estimate ) marginal distribution of sample X , P ( X ) , 
distribution of normal images ( e.g. , satisfactory images ) to using the Monte - Carlo sampling method . In some examples , 
help identify candidates of anomaly images , such as with a determining ( e.g. , estimating ) marginal distribution of 
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sample X , P ( X ) , using the Monte - Carlo sampling method abnormal ( e.g. , an anomaly ) . In certain examples , methods 
includes : sampling a sample X , generating , such as based on and systems generate ( e.g. , estimate , compute ) a marginal 
the encoder , latent distribution 4. ( zix ) corresponding to likelihood of the sample , based on variational autoencoder 
sample X ; sampling N z from the latent distribution ; feeding using a Monte - Carlo sampling method . In some examples , 
z to decoder ; generating , using the decoder , likelihood of 5 the Monte - Carlo sampling method utilizes importance sam 
Pe ( x | z ) ; determining marginal likelihood of PM ( X ) based at pling . In some examples , the Monte - Carlo sampling method 
least in part on Equation ( 2 ) ; and optionally presenting the utilizes the Markov chain Monte Carlo method . In certain 
marginal likelihood to a user ( e.g. , a technician or a medical examples , methods and systems use the marginal likelihood 
staff ) . For example , the marginal likelihood is presented by to indicate whether the medical image is an anomaly . For 
way of an indicator that indicates the image quality of an 10 example , methods and systems present the marginal likeli 
unclassified medical scan image . In some examples , the hood to a user ( e.g. , a technician ) to indicate the probability 
indicator includes a classification prediction ( e.g. , normal or of the medical image being an anomaly . In some examples , 
abnormal ) and / or a confidence level ( e.g. , in probability ) . such as in addition to or in substitution for using marginal 

likelihood in providing classification guidance , methods and 
15 systems determine a loss , such as in accordance to Equation 

( 2 ) ( 1 ) , and uses the value of the loss in providing classification 
PM ( X ) pe ( x | z :) guidance . For example , a larger loss value indicates that the 

sample is highly probable sampled from distributions cor 
responding to a normal image , whereas a smaller loss value 

In various embodiments , the marginal likelihood indicates 20 indicates that the sample is highly probable sampled from 
the probability that the sample is sampled from distributions distributions corresponding to an anomaly image . 
corresponding to a normal image . For example , higher In certain embodiments , methods and systems utilize 
marginal likelihood values indicate high probability that the variational autoencoder to estimate the marginal probability 
image is a normal image , whereas smaller marginal likeli of a sample , which corresponds to a medical image's like 
hood values indicate low probability that the image is a 25 lihood to be a normal image ( e.g. , as compared to an 
normal image . anomaly image ) . In various examples , methods and systems 

In certain embodiments , determining ( e.g. , estimating , are suitable for various scanner types , and may utilize or 
include targeted training for a particular application using a approximating ) marginal probability using the Monte - Carlo 

method includes utilizing importance sampling , such as in particular scanner type , such as using training data origi 
accordance to Equation ( 3 ) : 30 nated from that scanner type . In some examples , training 

data used in the training stage includes only good quality 
images , such as images reviewed by medical personnel ( e.g. , 
specialist , physicians , technicians ) and identified as satis ( 3 ) factory in quality ( e.g. , satisfying a standard ) . PM ( X ) = 90 ( ) FIG . 8 is a simplified diagram showing an autoencoder 
structure or workflow , according to some embodiments . In 
certain examples , the autoencoder of FIG . 8 is configured to 

where ??? follows distribution of the output of the encoder , be used by the system 10 of FIG . 1 , such as via the method 
and pe follows a normal distribution . In some examples , 90 S100 of FIG . 2 and / or the method S200 of FIG . 3 , to 
is the importance distribution which has similar shape as pe 40 preprocess an input image . In certain embodiments , methods 
but with scale and shift . In certain examples , sampling a and systems take small - sized images , such as small - sized 
sample includes randomly sampling N values { z ( n ) } from two - dimensional images , as input . In certain examples , 
the posterior and then estimate the marginal probability methods and systems take large - sized images , such as large 
using Equation ( 3 ) . sized three - dimensional images , as input . In some examples , 

In certain embodiments , determining ( e.g. , estimating , 45 such as when the input is a three - dimensional image , meth 
approximating ) marginal probability using the Monte - Carlo ods and systems preprocess the input image by slicing the 
method includes utilizing the Markov chain Monte Carlo input image into smaller slices , which are then inputted into 
method , such as in accordance to Equation ( 4 ) : the variational autoencoder . In certain examples , methods and systems preprocess the input image by compressing the 

50 input image to reduce dimensionality and / or extract perti 
( 4 ) nent features , where the compressed input image is then 

a ( z ) PM ( X ) inputted into the variational autoencoder . In some examples , 
pe ( z ) pe ( x17 ) the compression is performed by the autoencoder depicted . 

In various examples , an input image ( e.g. , sample X ) 
55 encoded into low dimensional features ( e.g. , as output of the 

In some examples , sampling a sample includes sampling N encoder ) . In certain examples , the low dimensional features 
values { z ( n ) } from the posterior using the Markov chain are then fed into the variational encoder to determine the 
Monte Carlo method ; fitting a density estimator q ( z ) ( e.g. , marginal likelihood for providing classification guidance . 
estimated from the samples ) to these samples { z ( n ) } ; sam- In various embodiments , computer - implemented 
pling N new values from the posterior ; and estimating the 60 method for classifying a medical image includes : inputting 
marginal probability in accordance to Equation ( 4 ) . a medical image into a recognition model , the recognition 

In certain embodiments , methods and systems train the model configured to : generate one or more attribute distri 
variational autoencoder by learning normal image distribu- butions that are substantially Gaussian when inputted with a 
tions corresponding normal images and , once trained , use normal image , and generate one or more attribute distribu 
the variational autoencoder to classify whether a medical 65 tions that are substantially non - Gaussian when inputted with 
image , such as an image reconstructed from scan data of a an abnormal image ; generating , by the recognition model , 
medical scanner ( e.g. , CT , MR , PET scanner ) , is normal or one or more attribute distributions corresponding to the 
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medical image ; generating a marginal likelihood corre- In some embodiments , the compressing the medical 
sponding to the likelihood of a sample image substantially image includes extracting one or more pertinent features 
matching the medical image , the sample image generated by using an autoencoder . 
sampling , by a generative model , the one or more attribute In some embodiments , the compressing the medical 
distributions ; comparing the marginal likelihood to a pre- 5 image includes reducing the dimensionality of the medical 
determined likelihood threshold ; and generating a classifi- image . 
cation by at least : if the marginal likelihood is greater than In some embodiments , the recognition model is an 
or equal to the predetermined likelihood threshold , deter- encoder and the generative model is a decoder . For example , 
mining the classification of the medical image to be normal ; the encoder and the decoder are part of a variational auto 
and if the marginal likelihood is less than the predetermined 10 encoder . 
likelihood threshold , determining the classification of the In some embodiments , the generative model is a multi 
medical image to be abnormal . In certain examples , the variate Gaussian model with a diagonal covariance matrix . 
computer - implemented method is performed by one or more In some embodiments , the covariance matrix is an iden 
processors . In some examples , the computer - implemented tity matrix . 
method is implemented at least partly according to the 15 In some embodiments , the generating a marginal likeli 
method S100 of FIG . 2 and / or the method S200 of FIG . 3 . hood includes using the Monte - Carlo sampling method . 
In certain examples , the method is implemented at least In some embodiments , the Monte - Carlo sampling method 
partly by the system 10 of FIG . 1 . utilizes importance sampling . 

In some embodiments , the method further includes : train- In some embodiments , the Monte - Carlo sampling method 
ing the recognition model and the generative model by at 20 utilizes Markov chain Monte Carlo . 
least : inputting a training image into the recognition model , In some embodiments , the method further includes pre 
the training image being a normal image ; generating , using senting the classification and / or the marginal likelihood to a 
the recognition model , one or more training attribute distri 
butions corresponding to the training image ; determining a In some embodiments , the method further includes : deter 
first loss corresponding to the likelihood of a training sample 25 mining one or more distribution divergences based at least 
image deviating from the training image , the training sample in part on comparing the one or more attribute distributions 
image generated by sampling , by a generative model , the to a reference distribution ; and generating a match likeli 
one or more training attribute distributions ; determining one hood based at least in part on the one or more distribution 
or more training distribution divergences based at least in divergences , the match likelihood corresponding to the 
part on comparing the one or more training attribute distri- 30 likelihood of the sample image substantially matching the 
butions to a reference distribution ; determining a second loss medical image . In certain examples , the higher the match 
corresponding to the one or more training distribution diver- likelihood the more likely the medical image is a normal 
gences ; and changing one or more parameters of the recog- image rather than an abnormal image . In certain examples , 
nition model and one or more parameters of the generative the lower the match likelihood the more likely the medical 
model simultaneously to reduce the sum of the first loss and 35 image is an abnormal image rather than a normal image . 
the second loss . In some embodiments , the one or more distribution diver 

In some embodiments , the training the recognition model gences is one or more Kullback - Leibler divergences . 
and the generative model is repeated by inputting one or In various embodiments , a system for classifying a medi 
more additional training images ( e.g. , into the recognition cal image includes : an image inputting module configured to 
model ) . 40 input a medical image into a recognition model , the recog 

In some embodiments , the training image and / or the nition model configured to : generate attribute distributions 
medical image are patient images including one or more that are substantially Gaussian when inputted with a normal 
shared ( e.g. , common ) patient features . image , and generate attribute distributions that are substan 

In some embodiments , the one or more training distribu- tially non - Gaussian when inputted with an abnormal image ; 
tion divergences is one or more Kullback - Leibler diver- 45 an attribute distribution generating module configured to 
gences . generate , by the recognition model , one or more attribute 

In some embodiments , the reference distribution is a distributions corresponding to the medical image ; a marginal 
normal distribution having a mean of zero and a variance of likelihood generating module configured to generate a mar 
unity . ginal likelihood corresponding to the likelihood of a sample 

In some embodiments , the method further includes slicing 50 image substantially matching the medical image , the sample 
a three - dimensional training image into a plurality of two- image generated by sampling , by a generative model , the 
dimensional training images . one or more attribute distributions ; a marginal likelihood 

In some embodiments , the method further includes com- comparing module configured to compare the marginal 
pressing the training image into a compressed training likelihood to a predetermined likelihood threshold ; and a 
image . 55 classification generating module configured to generate a 

In some embodiments , the compressing the training classification by at least : if the marginal likelihood is greater 
image includes extracting one or more pertinent features than or equal to the predetermined likelihood threshold , 
using an autoencoder . determine the classification of the medical image to be 

In some embodiments , the compressing the training normal , and if the marginal likelihood is less than the 
image includes reducing the dimensionality of the training 60 predetermined likelihood threshold , determine the classifi 
image . cation of the medical image to be abnormal . In some 

In some embodiments , the method further includes slicing examples , the system is implemented at least partly accord 
a three - dimensional medical image into a plurality of two- ing to the system 10 of FIG . 1. In certain examples , the 
dimensional medical images . system is configured to perform , at least partly , the method 

In some embodiments , the method further includes com- 65 S100 of FIG . 2 and / or the method S200 of FIG . 3 . 
pressing the medical image into a compressed medical In some embodiments , the system further includes : a 
image . training module including a first loss determining module , a 
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second loss determining module , and a parameter changing In some embodiments , the recognition model is an 
module . In some examples , the training module is config- encoder and the generative model is a decoder . For example , 
ured to train the recognition model and the generative model the encoder and the decoder are part of a variational auto 
by at least : inputting ( e.g. , through the image inputting encoder . 
module ) a training image into the recognition model , the 5 In some embodiments , the generative model is a multi 
training image being a normal image ; generating ( e.g. , variate Gaussian model with a diagonal covariance matrix . 
through the attribute distribution generating module ) , using In some embodiments , the covariance matrix is an iden 
the recognition model , one or more training attribute distri tity matrix . 
butions corresponding to the training image ; determining In some embodiments , the marginal likelihood generating 
( e.g. , through the first loss determining module ) a first loss 10 module is configured to generate the marginal likelihood 
corresponding to the likelihood of a training sample image using the Monte - Carlo sampling method . 

In some embodiments , the Monte - Carlo sampling method deviating from the training image , the training sample image utilizes importance sampling . generated by sampling , by a generative model , the one or In some embodiments , the Monte - Carlo sampling method more training attribute distributions ; determining ( e.g. , 15 utilizes Markov chain Monte Carlo . 
through a distribution divergence determining module of the In some embodiments , the system further includes a 
system ) one or more training distribution divergences based presenting module configured to present the classification 
at least in part on comparing the one or more training and / or the marginal likelihood to a user . 
attribute distributions to a reference distribution ; determin In some embodiments , the system further includes a 
ing ( e.g. , through the second loss determining module ) a 20 distribution divergence determining module configured to 
second loss corresponding to the one or more training determine one or more distribution divergences based at 
distribution divergences ; and changing ( e.g. , through the least in part on comparing the one or more attribute distri 
parameter cha ing module ) one or more parameters of the butions to a reference distribution , and a match likelihood 
recognition model and one or more parameters of the generating module configured to generate a match likelihood 
generative model simultaneously to reduce the sum of the 25 based at least in part on the one or more distribution 
first loss and the secondloss . divergences , the match likelihood corresponding to the 

In some embodiments , the training module is configured likelihood of the sample image substantially matching the 
to repeatedly train the recognition model and the generative medical image . In certain examples , the higher the match 
model by inputting one or more additional training images likelihood the more likely the medical image is a normal 
( e.g. , into the recognition model ) . 30 image rather than an abnormal image . In certain examples , 

the lower the match likelihood the more likely the medical In some embodiments , the training image and / or the 
medical image are patient images including one or more image is an abnormal image rather than a normal image . 

In some embod ents , the one or more distribution diver shared ( e.g. , common ) patient features . gences is one or more Kullback - Leibler divergences . In some embodiments , the one or more training distribu In various embodiments , a non - transitory computer - read tion divergences is one or more Kullback - Leibler diver able medium with instructions stored thereon , that when gences . executed by a processor , causes the processor to perform one 
In some embodiments , the reference distribution is a or more processes including : inputting a medical image into 

normal distribution having a mean of zero and a variance of a recognition model , the recognition model configured to : 
unity . 40 generate attribute distributions that are substantially Gauss 

In some embodiments , the system further includes an ian when inputted with a normal image ; and generate 
image preprocessing module configured to slice a three- attribute distributions that are substantially non - Gaussian 
dimensional training image into a plurality of two - dimen- when inputted with an abnormal image ; generating , by the 
sional training images . recognition model , one or more attribute distributions cor 

In some embodiments , the image preprocessing module is 45 responding to the medical image ; generating a marginal 
configured to compress the training image into a compressed likelihood corresponding to the likelihood of a sample image 
training image . substantially matching the medical image , the sample image 

In some embodiments , the image preprocessing module is generated by sampling , by a generative model , the one or 
configured to extract one or more pertinent features from the more attribute distributions ; comparing the marginal likeli 
training image using an autoencoder . 50 hood to a predetermined likelihood threshold ; and generat 

In some embodiments , the image preprocessing module is ing a classification by at least : if the marginal likelihood is 
configured to reduce the dimensionality of the training greater than or equal to the predetermined likelihood thresh 

old , determining the classification of the medical image to be image . normal ; and if the marginal likelihood is less than the In some embodiments , the system further includes an 55 predetermined likelihood threshold , determining the classi image preprocessing module configured to slice a three fication of the medical image to be abnormal . In some dimensional medical image into a plurality of two - dimen examples , the non - transitory computer - readable medium sional medical images . with instructions stored thereon is implemented according to 
In some embodiments , the image preprocessing module is the method S100 of FIG . 2 and / or the method S200 of FIG . 

configured to compress the medical image into a compressed 60 3. In certain examples , the non - transitory computer - readable 
medical image . medium with instructions stored thereon is configured to be 

In some embodiments , the image preprocessing module is implemented at least partly by the system 10 ( e.g. , a termi 
configured to extract one or more pertinent features from the nal ) of FIG . 1 . 
medical image using an autoencoder . In some embodiments , the non - transitory computer - read 

In some embodiments , the image preprocessing module is 65 able medium with instructions stored thereon , that when 
configured to reduce the dimensionality of the medical executed by a processor , further causes the processor to 
image . perform one or more processes including : training the rec 
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ognition model and the generative model by at least : input- In some embodiments , the recognition model is an 
ting a training image into the recognition model , the training encoder and the generative model is a decoder . For example , 
image being a normal image ; generating , using the recog- the encoder and the decoder are part of a variational auto 
nition model , one or more training attribute distributions encoder . 
corresponding to the training image ; determining a first loss 5 In some embodiments , the generative model is a multi 
corresponding to the likelihood of a training sample image variate Gaussian model with a diagonal covariance matrix . 
deviating from the training image , the training sample image In some embodiments , the covariance matrix is an iden 
generated by sampling , by a generative model , the one or tity matrix . 
more training attribute distributions ; determining one or In some embodiments , the non - transitory computer - read 
more training distribution divergences based at least in part 10 able medium with instructions stored thereon , that when 
on comparing the one or more training attribute distributions executed by a processor , causes the processor to perform one 
to a reference distribution ; determining a second loss cor or more processes including : generating a marginal likeli 

hood includes using the Monte - Carlo sampling method . responding to the one or more training distribution diver In some embodiments , the Monte - Carlo sampling method gences ; and changing one or more parameters of the recog- 15 utilizes importance sampling . 
nition model and one or more parameters of the generative In some embodiments , the Monte - Carlo sampling method 
model simultaneously to reduce the sum of the first loss and utilizes Markov chain Monte Carlo . 
the second loss . In some embodiments , the non - transitory computer - read 

In some embodiments , the training the recognition model able medium with instructions stored thereon , that when 
and the generative model is repeated by inputting one or 20 executed by a processor , further causes the processor to 
more additional training images ( e.g. , into the recognition perform one or more processes including : presenting the 
model ) . classification and / or the marginal likelihood to a user . 

In some embodiments , the training image and / or the In some embodiments , the non - transitory computer - read 
medical image are patient images including one or more able medium with instructions stored thereon , that when 
shared ( e.g. , common ) patient features . 25 executed by a processor , further causes the processor to 

In some embodiments , the one or more training distribu- perform one or more processes including : determining one 
tion divergences is one or more Kullback - Leibler diver- or more distribution divergences based at least in part on 
gences . comparing the one or more attribute distributions to a 

In some embodiments , the reference distribution is a reference distribution ; and generating a match likelihood 
normal distribution having a mean of zero and a variance of 30 based at least in part on the one or more distribution 
unity divergences , the match likelihood corresponding to the 

In some embodiments , the non - transitory computer - read likelihood of the sample image substantially matching the 
medical image . In certain examples , the higher the match able medium with instructions stored thereon , that when likelihood the more likely the medical image is a normal executed by a processor , further causes the processor to 35 image rather than an abnormal image . In certain examples , perform one or more processes including : slicing a three the lower the match likelihood the more likely the medical dimensional training image into a plurality of two - dimen image is an abnormal image rather than a normal image . sional training images . In some embodiments , the one or more distribution diver 

In some embodiments , the non - transitory computer - read gences is one or more Kullback - Leibler divergences . 
able medium with instructions stored thereon , that when For example , some or all components of various embodi 
executed by a processor , further causes the processor to ments of the present invention each are , individually and / or 
perform one or more processes including : compressing the in combination with at least another component , imple 
training image into a compressed training image . mented using one or more software components , one or 

In some embodiments , the compressing the training more hardware components , and / or one or more combina 
image includes extracting one or more pertinent features 45 tions of software and hardware components . In another 
using an autoencoder . example , some or all components of various embodiments 

In some embodiments , the compressing the training of the present invention each are , individually and / or in 
image includes reducing the dimensionality of the training combination with at least another component , implemented 
image . in one or more circuits , such as one or more analog circuits 

In some embodiments , the non - transitory computer - read 50 and / or one or more digital circuits . In yet another example , 
able medium with instructions stored thereon , that when while the embodiments described above refer to particular 
executed by a processor , further causes the processor to features , the scope of the present invention also includes 

embodiments having different combinations of features and perform one or more processes including : slicing a three embodiments that do not include all of the described fea dimensional medical image into a plurality of two - dimen 
sional medical images . 55 tures . In yet another example , various embodiments and / or 

examples of the present invention can be combined . In some embodiments , the non - transitory computer - read Additionally , the methods and systems described herein 
able medium with instructions stored thereon , that when may be implemented on many different types of processing 
executed by a processor , further causes the processor to devices by program code including program instructions that 
perform one or more processes including : compressing the 60 are executable by the device processing subsystem . The 
medical image into a compressed medical image . software program instructions may include source code , 

In some embodiments , the compressing the medical object code , machine code , or any other stored data that is 
image includes extracting one or more pertinent features operable to cause a processing system to perform the meth 
using an autoencoder . ods and operations described herein . Other implementations 

In some embodiments , the compressing the medical 65 may also be used , however , such as firmware or even 
image includes reducing the dimensionality of the medical appropriately designed hardware configured to perform the 
image . methods and systems described herein . 
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The systems ' and methods ' data ( e.g. , associations , map in the art that there are other embodiments that are equiva 
pings , data input , data output , intermediate data results , final lent to the described embodiments . Accordingly , it is to be 
data results , etc. ) may be stored and implemented in one or understood that the invention is not to be limited by the 
more different types of computer - implemented data stores , specific illustrated embodiments . 
such as different types of storage devices and programming 5 What is claimed is : 
constructs ( e.g. , RAM , ROM , EEPROM , Flash memory , flat 1. A computer - implemented method for classifying , a 
files , databases , programming data structures , programming medical image , the method comprising : 
variables , IF - THEN ( or similar type ) statement constructs , training a recognition model and a generative model by at 
application programming interface , etc. ) . It is noted that data least : 
structures describe formats for use in organizing and storing 10 inputting a training image into the recognition model , 
data in databases , programs , memory , or other computer the training image being a normal image ; 
readable media for use by a computer program . generating , using the recognition model , one or more 

The systems and methods may be provided on many training attribute distributions corresponding to the 
different types of computer - readable media including com training image ; 
puter storage mechanisms ( e.g. , CD - ROM , diskette , RAM , 15 determining a first loss corresponding to the likelihood 
flash memory , computer's hard drive , DVD , etc. ) that con of a training sample image deviating from the train 
tain instructions ( e.g. , software ) for use in execution by a ing image , the training sample image generated by 
processor to perform the methods ' operations and imple sampling , by the generative model , the one or more 
ment the systems described herein . The computer compo training attribute distributions ; 
nents , software modules , functions , data stores and data 20 determining one or more training distribution diver 
structures described herein may be connected directly or gences based at least in part on comparing the one or 
indirectly to each other in order to allow the flow of data more training attribute distributions to a reference 
needed for their operations . It is also noted that a module or distribution ; 
processor includes a unit of code that performs a software determining a second loss corresponding to the one or 
operation and can be implemented for example as a sub- 25 more training distribution divergences ; and 
routine unit of code , or as a software function unit of code , changing one or more parameters of the recognition 
or as an object ( as in an object - oriented paradigm ) , or as an model and one or more parameters of the generative 
applet , or in a computer script language , or as another type model simultaneously to reduce the sum of the first 
of computer code . The software components and / or func loss and the second loss ; 
tionality may be located on a single computer or distributed 30 inputting a medical image into the recognition model , the 
across multiple computers depending upon the situation at recognition model configured to : 
hand . generate one or more attribute distributions that are 

The computing system can include client devices and substantially Gaussian when inputted with a normal 
servers . A client device and server are generally remote from image ; and 
each other and typically interact through a communication 35 generate one or more attribute distributions that are 
network . The relationship of client device and server arises substantially non - Gaussian when inputted with an 
by virtue of computer programs running on the respective abnormal image ; 
computers and having a client device - server relationship to generating , by the recognition model , one or more attri 
each other . bute distributions corresponding to the medical image ; 

This specification contains many specifics for particular 40 generating a marginal likelihood corresponding to a like 
embodiments . Certain features that are described in this lihood of a sample image substantially matching the 
specification in the context of separate embodiments can medical image , the sample image generated by sam 
also be implemented in combination in a single embodi- pling , by the generative model , the one or more attri 
ment . Conversely , various features that are described in the bute distributions ; 
context of a single embodiment can also be implemented in 45 comparing the marginal likelihood to a predetermined 
multiple embodiments separately or in any suitable subcom likelihood threshold ; and 
bination . Moreover , although features may be described generating a classification by at least : 
above as acting in certain combinations , one or more fea if the marginal likelihood is greater than or equal to the 
tures from a combination can in some cases be removed predetermined likelihood threshold , determining the 
from the combination , and a combination may , for example , 50 classification of the medical image to be normal ; and 
be directed to a subcombination or variation of a subcom if the marginal likelihood is less than the predetermined 
bination . likelihood threshold , determining the classification 

Similarly , while operations are depicted in the drawings in of the medical image to be abnormal . 
a particular order , this should not be understood as requiring 2. The computer - implemented method of claim 1 , 
that such operations be performed in the particular order 55 wherein the training the recognition model and the genera 
shown or in sequential order , or that all illustrated operations tive model is repeated by inputting one or more additional 
be performed , to achieve desirable results . In certain cir- training images . 
cumstances , multitasking and parallel processing may be 3. The computer - implemented method of claim 1 , 
advantageous . Moreover , the separation of various system wherein the training image and the medical image are 
components in the embodiments described above should not 60 patient images including one or more shared patient fea 
be understood as requiring such separation in all embodi- tures . 
ments , and it should be understood that the described 4. The computer - implemented method of claim 1 , 
program components and systems can generally be inte- wherein the one or more training distribution divergences is 
grated together in a single software product or packaged into one or more Kullback - Leibler divergences . 
multiple software products . 5. The computer - implemented method of claim 1 , 

Although specific embodiments of the present invention wherein the reference distribution is a normal distribution 
have been described , it will be understood by those of skill having a mean of zero and a variance of unity . 
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6. The computer - implemented method of claim 1 , further determining one or more distribution divergences based at 
comprising slicing a three - dimensional training image into a least in part on comparing the one or more attribute 
plurality of two - dimensional training images . distributions to a reference distribution , and 

7. The computer - implemented method of claim 1 , further generating a match likelihood based at least in part on the 
comprising compressing the training image into a com one or more distribution divergences , the match like 

lihood corresponding to the likelihood of the sample pressed training image . image substantially matching the medical image ; 8. The computer - implemented method of claim 7 , wherein the higher the match likelihood the more likely wherein the compressing the training image includes the medical image is a normal image rather than an 
extracting one or more pertinent features using an autoen- abnormal image ; 
coder . wherein the lower the match likelihood the more likely 

9. The computer - implemented method of claim 7 , the medical image is an abnormal image rather than a 
wherein the compressing the training image includes reduc normal image . 
ing the dimensionality of the training image . 18. A non - transitory computer - readable medium with 

instructions stored thereon , that when executed by a proces 10. The computer - implemented method of claim 1 , 
wherein the recognition model is an encoder and the gen sor , causes the processor to perform the processes including : 

training a recognition model and a generative model by at erative model is a decoder , the encoder and the decoder least : 
being part of a variational autoencoder . inputting a training image into the recognition model , 11. The computer - implemented method of claim 1 , the training image being a normal image ; 
wherein the generative model is a multi variate Gaussian 20 generating , using the recognition model , one or more 
model with a diagonal covariance matrix . training attribute distributions corresponding to the 

12. The computer - implemented method of claim 11 , training image ; 
wherein the covariance matrix is an identity matrix . determining a first loss corresponding to the likelihood 

13. The computer - implemented method of claim 1 , of a training sample image deviating from the train 
wherein the generating a marginal likelihood includes using 25 ing image , the training sample image generated by 
the Monte - Carlo sampling method . sampling , by the generative model , the one or more 

14. The computer - implemented method of claim 13 , training attribute distributions ; 
wherein the Monte - Carlo sampling method utilizes impor determining one or more training distribution diver 
tance sampling . gences based at least in part on comparing the one or 

15. The computer - implemented method of claim 13 , more training attribute distributions to a reference 
distribution ; wherein the Monte - Carlo sampling method utilizes Markov 

chain Monte Carlo . determining a second loss corresponding to the one or 
16. The computer - implemented method of claim 1 , fur more training distribution divergences ; and 

ther comprising presenting at least one of the classification changing one or more parameters of the recognition 
and the marginal likelihood to a user . model and one or more parameters of the generative 

17. A computer - implemented method for classifying a model simultaneously to reduce the sum of the first 
medical image , the method comprising : loss and the second loss ; 

inputting a medical image into the recognition model the inputting a medical image into the recognition model , the 
recognition model configured to : recognition model configured to : 
generate one or more attribute distributions that are generate attribute distributions that are substantially 

substantially Gaussian when inputted with a normal Gaussian when inputted with a normal image ; and 
image ; and generate attribute distributions that are substantially 

generate one or more attribute distributions that are non - Gaussian when inputted with an abnormal 
image ; substantially non - Gaussian when inputted with an 

abnormal image ; generating , by the recognition model , one or more attri 
generating , by the recognition model , one or more attri bute distributions corresponding to the medical image ; 

bute distributions corresponding to the medical image ; generating a marginal likelihood corresponding to a like 
generating a marginal likelihood corresponding to a like lihood of a sample image substantially matching the 

lihood of a sample image substantially matching the medical image , the sample image generated by sam 
medical image , the sample image generated by sam pling , by the generative model , the one or more attri 

bute distributions ; pling , by a generative model , the one or more attribute 
distributions ; comparing the marginal likelihood to a predetermined 

comparing the marginal likelihood to a predetermined likelihood threshold ; and 
likelihood threshold ; and generating a classification by at least : 

generating a classification by at least : if the marginal likelihood is greater than or equal to the 
if the marginal likelihood is greater than or equal to the predetermined likelihood threshold , determining the 

predetermined likelihood threshold , determining the classification of the medical image to be normal ; and 
classification of the medical image to be normal ; if the marginal likelihood is less than the predetermined 

if the marginal likelihood is less than the predetermined likelihood threshold , determining the classification 
likelihood threshold , determining the classification 60 of the medical image to be abnormal . 
of the medical image to be abnormal ; 
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