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Description

BACKGROUND

[0001] Modern speech recognition systems typically
include an acoustic model and a language model. The
acoustic model is used to generate hypotheses regarding
which words or subword units (e.g., phonemes) corre-
spond to an utterance based on the acoustic features of
the utterance. The language model is used to determine
which of the hypotheses generated using the acoustic
model is the most likely transcription of the utterance
based on lexical features of the language in which the
utterance is spoken.
[0002] Acoustic models, language models, and other
models used in speech recognition (together referred to
as speech recognition models), may be specialized or
customized to varying degrees. For example, a speech
recognition system may have a general or base model
that is not customized in any particular manner, and any
number of additional models for particular genders, age
ranges, regional accents, or any combination thereof.
Some systems may have models for specific subject mat-
ter (e.g., medical terminology) or even specific users.
[0003] Speech recognition systems may be client-
based or client-server-based. For example, a computing
device such as a laptop computer may include applica-
tion software and data to process audio input into text
output or a listing of likely transcriptions of the audio input.
Some speech recognitions accept audio input via a per-
sonal or mobile computing device and transfer the audio
input to a network-accessible server where the audio in-
put is transcribed or other processing is performed.
[0004] US2012/179457 A1 describes techniques for
combining the results of multiple recognizers in a distrib-
uted speech recognition architecture. Speech data input
to a client device is encoded and processed both locally
and remotely by different recognizers configured to be
proficient at different speech recognition tasks. The cli-
ent/server architecture is configurable to enable network
providers to specify a policy directed to a trade-off be-
tween reducing recognition latency perceived by a user
and usage of network resources. The results of the local
and remote speech recognition engines are combined
based, at least in part, on logic stored by one or more
components of the client/server architecture.
[0005] US2012/215539 A1 describes that a recipient
computing device can receive a speech utterance to be
processed by speech recognition and segment the
speech utterance into two or more speech utterance seg-
ments, each of which can be to one of a plurality of avail-
able speech recognizers. A first one of the plurality of
available speech recognizers can be implemented on a
separate computing device accessible via a data net-
work. A first segment can be processed by the first rec-
ognizer and the results of the processing returned to the
recipient computing device, and a second segment can
be processed by a second recognizer implemented at

the recipient computing device.
[0006] US 2003/125955 A1 discloses distributed
speech recognition. As the user makes use of speech
recognition at a client device, the device learns user us-
age habits. Based on these usage habits, grammar and
language model can be stored in a cache.

SUMMARY

[0007] The invention is set out in the appended claims.

BRIEF DESCRIPTION OF DRAWINGS

[0008] Embodiments of various inventive features will
now be described with reference to the following draw-
ings. Throughout the drawings, reference numbers may
be re-used to indicate correspondence between refer-
enced elements. The drawings are provided to illustrate
example embodiments described herein and are not in-
tended to limit the scope of the disclosure.

FIG. 1 is a block diagram of an illustrative networked
environment in which a distributed speech recogni-
tion system may be implemented, showing illustra-
tive interactions between a client device, a speech
recognition server, and a model storage server.
FIG. 2 is a block diagram of an illustrative speech
recognition server showing various modules and da-
ta stores.
FIG. 3 is a flow diagram of an illustrative process for
managing a speech recognition session in a distrib-
uted speech recognition system.
FIG. 4 is a flow diagram of an illustrative process for
utilizing pre-caching of models in a distributed
speech recognition system according to the claimed
invention.
FIGS. 5A and 5B are block diagrams of illustrative
interactions between a client device, a speech rec-
ognition server, a model cache, and a model storage
server.

DETAILED DESCRIPTION

Introduction

[0009] Generally described, the present disclosure re-
lates to managing the operation of distributed speech
recognition systems that include specialized or custom-
ized language models, specialized or customized acous-
tic models, and other data, collectively referred to as
speech recognition models. Speech recognition systems
use speech recognition models to process an utterance
of a user into a transcription or list of likely transcriptions
for the utterance. Some speech recognition systems use
generalized or base speech recognition models that ap-
ply to a large number of users. In some cases, speech
recognition systems may use additional models to pro-
vide more accurate results than base models for an in-
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dividual user or group of users. Such additional models
may include or emphasize the vocabulary that a partic-
ular user typically uses, or they may more closely match
the way that the particular user’s speech is represented
digitally during speech recognition processing. However,
additional models (and speech recognition models in
general) can consume a large amount of storage space,
and therefore speech recognition systems are limited in
the number of models they may store locally on the device
at which speech recognition processing takes place. In
addition, due to their large size, retrieval of additional
models from other devices (e.g., storage servers) may
adversely affect user-perceived performance. For exam-
ple, the time required to retrieve a large additional model
from a storage server increases the delay that a user
experiences between speaking an utterance and receiv-
ing a result.
[0010] Aspects of the disclosure relate to asynchro-
nous retrieval of additional speech recognition models
for use in performing speech recognition on an utterance.
A speech recognition server or engine may request
speech recognition models from a data store prior to or
in parallel with initializing processing of the utterance
such that retrieval of the speech recognition models does
not interfere with initial processing. For example, in a
multi-threaded system, the thread managing retrieval of
the speech recognition models does not block the
processing thread.
[0011] In embodiments, a speech recognition system
is implemented as a distributed system that includes
components for performing speech recognition (e.g.,
speech recognition servers) and components for storing
additional speech recognition models (e.g., long-term
storage servers). A speech recognition server may re-
ceive audio input from a user and retrieve, from a storage
component, one or more speech recognition models cus-
tomized or specialized to varying degrees (e.g., one for
the user’s gender, one for the user’s regional accent, one
for the particular user, etc.). The speech recognition serv-
er may retrieve the additional speech recognition models
while also processing the received audio input with a
base speech recognition model. In some cases, when
the additional models are requested there can be delay
until they are received over the network. This can lead
to a delay in providing a transcription or performing an
action in response to the user’s utterance. A user might
consider such a delay unacceptable. However, if the ad-
ditional models are received quickly enough that they
may be used while still providing satisfactory perform-
ance to the user (e.g., a delay of <100 ms, <500 ms, etc.),
then the additional models may be used to improve the
accuracy of the speech recognition. For example, the
additional speech recognition models may be received
prior to beginning processing of the audio input with the
base models, and in such cases the additional speech
recognition models may be used from the outset. As an-
other example, the models may arrive during processing
or after processing of the audio input with base models

has completed. The additional models may be used to
re-process the audio input or the results of the initial
processing if such reprocessing may be done quickly
enough to provide satisfactory performance to the user.
[0012] In addition to requesting additional speech rec-
ognition models before or during processing, the speech
recognition server can asynchronously request statistics
and other data to update the additional speech recogni-
tion models. Additional speech recognition models may
be updated after the speech recognition server process-
es an utterance. The amount of data that is used to update
additional speech recognition models is often substan-
tially larger than the amount of data in the additional
speech recognition models themselves. Advantageous-
ly, by asynchronously requesting the statistics and other
data to update the additional speech recognition models,
the additional speech recognition models may be updat-
ed as soon as the statistics and other data are received.
The updated speech recognition models may then be re-
used to provide more accurate or otherwise better re-
sults. For example, the updated speech recognition mod-
els may be used to re-process the current utterance upon
which the updates where based, or the updated speech
recognition models may be used to process subsequent
utterances, or both.
[0013] Additional aspects of the disclosure relate to
caching additional speech recognition models. By cach-
ing the additional speech recognition models, they may
be accessed immediately or substantially faster for use
in processing subsequently received utterances, provid-
ing more accurate results in substantially the same
amount of time as processing an utterance with base
speech recognition models. For example, a speech rec-
ognition server may retrieve additional speech recogni-
tion models to process audio data regarding an utterance
received from a client device. Whether or not the addi-
tional speech recognition models arrive in time to process
the first utterance, they may be cached and used to proc-
ess subsequently received audio data regarding a sec-
ond utterance.
[0014] The invention relates to pre-caching additional
speech recognition models based on a prediction of
which additional models may be requested and when
they may be requested. For example, user interactions
with a speech recognition system may be monitored such
that a component of the speech recognition system may
detect a pattern or predict a future time when the user is
likely to use the speech recognition system. In anticipa-
tion of such use, the additional speech recognition mod-
els likely to be requested can be pre-cached (e.g., re-
trieved from long term storage and stored on a speech
recognition server or some network-accessible cache
component).
[0015] Although aspects of the embodiments de-
scribed in the disclosure will focus, for the purpose of
illustration, on a speech recognition server receiving au-
dio data regarding an utterance and asynchronously re-
trieving additional speech recognition models to process
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the audio data, one skilled in the art will appreciate that
the techniques disclosed herein may be applied to any
number of software processes or applications. For ex-
ample, a personal mobile device of a user may include
a speech recognition engine and asynchronously re-
quest additional speech recognition models to use during
local processing of an utterance. Various aspects of the
disclosure will now be described with regard to certain
examples and embodiments, which are intended to illus-
trate but not limit the disclosure.
[0016] With reference to an illustrative example, a user
may issue voice commands or otherwise orally interact
with a client device, such as a mobile phone or tablet
computer. The client device may transmit data regarding
the user’s utterance to a network-accessible speech rec-
ognition server as part of a distributed automated speech
recognition ("distributed ASR") system. The speech rec-
ognition server may use various types of speech recog-
nition models, such as acoustic models and language
models, to process the utterance and transcribe or oth-
erwise determine what the user said. To improve accu-
racy, the models can be customized to users at various
levels. The speech recognition server may use a base
model, a model for gender, age, regional accents, termi-
nology, etc. Speech recognition models may also be cus-
tomized for a particular user or for particular times, days,
etc. (e.g., a language model for holiday terminology). Ad-
ditional speech recognition models may be large and, as
a result, a speech recognition server may not have
enough storage capacity to store each additional model.
A distributed ASR system utilizing additional speech rec-
ognition models may implement long term storage for the
additional models such that each additional speech rec-
ognition model that a speech recognition engine may use
can be stored and provided to the speech recognition
engine as needed.
[0017] User experiences with distributed ASR systems
may be defined in terms of both quality (e.g., the accuracy
of the results) and perceived performance (e.g., latency
and elapsed time between speaking an utterance and
receiving a result). Distributed ASR systems endeavor
to return results as soon as possible. However, latencies
inherent in distributed and other networked systems di-
rectly impact the user experience. As a result, any addi-
tional delay caused by retrieval of additional speech rec-
ognition models from long term storage may result in an
unsatisfactory user experience.
[0018] In order to minimize the negative impact that
usage of additional speech recognition models may in-
troduce into a distributed ASR system, the additional
models can be requested asynchronously (e.g., the re-
trieval of additional speech recognition models does not
block execution of speech recognition process with other
models, and vice versa). For example, the speech rec-
ognition server may utilize multi-threaded processing to
request additional models and perform speech recogni-
tion with base models in parallel or asynchronously.
When an utterance or data regarding an utterance is re-

ceived, a speech recognition server may determine the
identity of the speaker and/or characteristics of the
speaker (e.g., gender). The speech recognition server
can retrieve additional speech recognition models prior
to, in parallel with, or subsequent to processing the ut-
terance. Because retrieving different kinds of additional
speech recognition models may have different latencies,
the speech recognition server or some other component
of the distributed ASR system can request any number
of different additional models and use the best one that
is received in time to use the model and return a result
without adversely affecting the user experience. For ex-
ample, the speech recognition server may request mod-
els for the individual user and also models for the user’s
gender. If the model for the gender is received first, the
speech recognition server can proceed to process the
utterance with the gender-specific additional speech rec-
ognition model. However, if the model for the specific
user is received in time to use it without causing an un-
satisfactory delay, the speech recognition server can use
that more customized additional model even if it has be-
gun or completed speech recognition processing with an-
other model.
[0019] In some embodiments, the content server may
reprocess utterances (e.g., a multi-pass ASR system
configured to perform speech recognition multiple times
on a single utterance). The speech recognition server or
some other device performing ASR can have at least one
set of base speech recognition models available or could
have a small number of additional options available (e.g.,
gender-specific speech recognition models). After doing
a first speech recognition processing pass with available
models (e.g., the base models), a second pass can be
done if the additional models are retrieved in time. If no
additional or more specific additional speech recognition
models are returned after the first pass, the results can
be returned to the client device.
[0020] For many larger speech recognition models,
such as a language models, it may be difficult to retrieve
an additional model quickly enough to be able to use it
for real-time speech recognition. Caching the additional
speech recognition models allows them to be retrieved
more quickly. For example, any user-specific or other-
wise customized additional speech recognition models
may be stored in a data store that has a large capacity
but relatively slow response time. Another data store may
be used as a cache that returns additional speech rec-
ognition models much more quickly. The cache may ex-
pire additional speech recognition models based on a
least-recently-used ("LRU") criteria.
[0021] When a user speaks to the client device, the
ASR system can proactively request a user-specific
speech recognition model from the cache. If there is a
cache miss, the ASR system may proceed with the best
available model (e.g., a base model stored on the speech
recognition server or a different additional model that is
available in the cache). The cache miss will cause the
user-specific speech recognition model to be added to
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the cache. Because users typically utilize ASR systems
to process multiple utterances in a short period of time
(e.g., a speech recognition session of two or more utter-
ances), any retrieved user-specific models can be avail-
able for all but the first interaction.
[0022] In addition, the distributed ASR system may
record data regarding user interaction with the distributed
ASR system. Such data can be used to detect patterns
and/or make predictions regarding when the user is likely
to use the distributed ASR system. User-specific or other
additional speech recognition models may be pre-
cached so that they are available at the predicted time.
For example, a user may use the distributed ASR system
every weekday morning around 8:00 AM while driving to
work. After detecting such a pattern, the distributed ASR
system may proactively cache additional models for the
user on a speech recognition server or in a network cache
server (e.g., at 7:30 or 7:55). When the user initiates a
speech recognition session around 8:00 AM, the addi-
tional models will be available immediately and may be
used to process the first utterance in a more accurate
manner than with base models but without the latency or
retrieval delay otherwise associated with additional
speech recognition models.
[0023] In some cases, rather than retrieving entire
acoustic models or language models, customized statis-
tics and parts of models may be retrieved and used to
customize a base acoustic or language model for a par-
ticular user. For example, the distributed ASR system
may use Constrained Maximum-Likelihood Linear Re-
gression ("CMLLR") transformations, Vocal Tract Length
Normalization ("VTLN") warping factors, Cepstral means
and variances, weights and vectors for interpolating mul-
tiple models, and the like. Advantageously, such parts of
models are typically smaller in terms of the amount of
data to be transferred than the acoustic or language mod-
els with which they can be used. Therefore, retrieval of
customized or specialized parts of models can decrease
retrieval time more and impact user-perceived perform-
ance less than the retrieval of the entire additional acous-
tic or language models, while providing more accurate
results than may be achieved through the use of base
models.
[0024] Additionally, the speech recognition models
and parts of models may be updated or further custom-
ized using speech recognition processing results. In or-
der to update the models, large data sets may be re-
quired. Asynchronous retrieval of the large data sets,
similar to the asynchronous retrieval of speech recogni-
tion models, can be implemented in order to obtain the
data sets without impacting user-perceived performance.
Once the data sets have been retrieved, they may be
used to update the additional speech recognition models
and parts of models. Moreover, the newly-updated mod-
els may be immediately used to process or re-process
utterances, depending upon system requirements and
user performance expectations.
[0025] In some embodiments, the techniques de-

scribed herein may be used to retrieve additional spe-
cialized or customized natural language understanding
("NLU") models instead of, or in addition to, ASR models.
Illustratively, additional NLU models (e.g., intent models,
named entity models, and gazetteers) may be requested
asynchronously or in parallel with processing of text using
base NLU models, or during ASR processing that occurs
prior to NLU processing. As the additional NLU models
are retrieved or otherwise become available, they may
be used to re-compute NLU results or they may be used
during subsequent NLU processing.

Distributed ASR System Environment

[0026] Prior to describing embodiments of processes
for managing the use of additional speech recognition
models in a distributed ASR system in detail, an example
environment in which the processes may be implement-
ed will be described. FIG. 1 illustrates a network environ-
ment including a client device 102, an ASR server 104,
and an ASR model storage server 106.
[0027] The client device 102 can correspond to a wide
variety of electronic devices. In some embodiments, the
client device 102 may be a mobile device that includes
one or more processors and a memory which may con-
tain software applications executed by the processors.
The client device 102 may contain a microphone or other
audio input device for accepting speech input on which
to perform speech recognition. Illustratively, the client de-
vice 102 may be a mobile phone, personal digital assist-
ant ("PDA"), mobile gaming device, media player, elec-
tronic book reader, tablet computer, laptop computer,
and the like. The software of the client device 102 may
include components for establishing communications
over wireless communication networks or directly with
other computing devices.
[0028] The ASR server 104 can perform automated
speech recognition on a user utterance received from a
client device 102. The ASR server 104 can be any com-
puting system that is configured to communicate via a
communication network. For example, the ASR server
104 may include a number of server computing devices,
desktop computing devices, mainframe computers, and
the like. In some embodiments, the ASR server 104 can
include several devices physically or logically grouped
together, such as an application server computing device
configured to perform speech recognition on an utterance
and a database server computing device configured to
store records and speech recognition models. In some
embodiments, the ASR server 104 can include various
modules and components combined on a single device,
multiple instances of a single module or component, etc.
[0029] The ASR model storage server 106 illustrated
in FIG. 1 can correspond to a logical association of one
or more computing devices for storing speech recognition
models and servicing requests for the models via a net-
work. For example, the ASR model storage server 106
can include a database server or storage component cor-
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responding to one or more server computing devices for
obtaining and processing requests for speech recogni-
tion models from the ASR server 104.
[0030] The ASR server 104 may communicate with the
client device 102 and/or the ASR model storage server
106 via a communication network. The network may be
a publicly accessible network of linked networks, possibly
operated by various distinct parties, such as the Internet.
In other embodiments, the network may include a private
network, personal area network, local area network, wide
area network, cable network, satellite network, etc. or
some combination thereof, each with access to and/or
from the Internet. For example, the ASR server 104 and
ASR model storage server 106 may be located within a
single data center, and may communicate via a private
network, such as a corporate or university network. The
client device 102 may communicate with ASR server 104
via the internet. The client device 102 may have access
to the Internet via a wired or WiFi connection, or via a
cellular telephone network (e.g., a Long Term Evolution
or LTE network). In some embodiments, the client device
102 may communicate directly ASR model storage serv-
er 106.
[0031] In some embodiments, the features and serv-
ices provided by the distributed ASR system may be im-
plemented as web services consumable via a communi-
cation network. In further embodiments, the distributed
ASR system is provided by one more virtual machines
implemented in a hosted computing environment. The
hosted computing environment may include one or more
rapidly provisioned and released computing resources,
which computing resources may include computing, net-
working and/or storage devices. A hosted computing en-
vironment may also be referred to as a cloud computing
environment.
[0032] In operation, a client device 102 may receive
speech input from a user at (A). The client device 102
may execute application software that is activated by the
user to receive voice input. The client device 102 may
receive voice input via an integrated microphone, an au-
dio input jack, or some other audio input interface. In
some embodiments, the client device 102 may automat-
ically accept voice input when a user begins speaking,
even without user activation of a voice input or speech
recognition feature.
[0033] At (B), the client device 102 sends an audio sig-
nal or speech data about the audio input to an ASR server
104. For example, the client device 102 may establish a
connection directly with the ASR server 104 or some oth-
er component of the distributed ASR system (e.g., a man-
agement component) via the Internet. Illustratively, in dis-
tributed ASR systems with multiple ASR servers 104, a
management component may be implemented to bal-
ance the processing load across the multiple ASR serv-
ers 104. A client device 102 (or user thereof) may be
assigned to or otherwise connected to a particular ASR
server 104 the duration of a speech recognition session.
In some embodiments, a speech recognition session can

include multiple utterances transmitted to the ASR server
104 for processing within a given period of time or within
close temporal proximity.
[0034] Upon receipt of voice input or data about the
voice input, the ASR server 104 can initiate retrieval of
various additional speech recognition models from the
ASR model storage server 106 at (C). For example, the
ASR server 104 may access or receive data regarding
the user that made the utterance, such as the user’s gen-
der, regional accent, etc. The data may be stored in a
user profile, transmitted with the speech data, or obtained
in some other manner. The ASR server 104 can then
identify one or more additional speech recognition mod-
els or sets of statistics that can be used to produce more
accurate results than base models or other models that
the ASR server 104 has immediate access to. Requests
for the additional speech recognition models can be
transmitted to the ASR model storage server 106.
[0035] At (D), the ASR server 104 can begin process-
ing the utterance using the best speech recognition mod-
els, statistics, and other data that the ASR server 104
currently has access to. In some embodiments, the ASR
server 104 may store base speech recognition models.
In addition, the ASR server 104 may store various addi-
tional models that are used often, such as gender-based
models. Speech recognition models can consume a large
amount of storage space, and therefore in typical imple-
mentations an ASR server 104 may store only a small
number of the most base or frequently used models.
[0036] While the ASR server 104 is processing the ut-
terance using the models to which it currently has access,
the additional models and other data requested at (C)
may be received at (E). Because the ASR server 104
requested the additional models asynchronously and
proceeded to begin processing with other models, the
additional models may arrive during or after the ASR
server 104 completes processing the utterance with the
other models.
[0037] Once the additional models are received, they
may be used to re-process or re-score the initial results
at (F). In many cases, the re-scoring may be performed
considerably faster than the initial first-pass speech rec-
ognition processing because the first-pass processing
likely narrowed down the possible results that are re-
scored. As a consequence, the initial results may be re-
scored with more applicable models without adding a
substantial amount of delay or latency to the overall
speech recognition processing for the utterance. If it is
determined that the re-scoring will result in unsatisfactory
performance or will not noticeably improve the accuracy
of the results, or if the models are not received from the
ASR model storage server 106 in time, the initial results
may be transmitted to the client device 102 at (G). Oth-
erwise, if the results are re-scored, the re-scored results
may be transmitted to the client device 102 at (G).
[0038] Turning now to FIG. 2, an illustrative ASR server
104 will be described. An ASR server 104 may include
an ASR engine 140, an ASR model update module 142,

9 10 



EP 2 932 501 B1

7

5

10

15

20

25

30

35

40

45

50

55

a management module 144, a base models data store
146, and a model cache 148. Each of the modules, com-
ponents, and data stores of the ASR server 104 may be
implemented as a separate device, or various individual
modules, components, and data stores may be combined
into a single device in various combinations.
[0039] The ASR engine 140 can receive input (e.g., a
stream of audio input or data regarding a spoken utter-
ance) and, using various speech recognition models and
other data, determine the most likely or a list of the most
likely transcripts of the utterance, as will be appreciated
by those of skill in the art. The ASR model update module
142 can use results from the ASR engine 140 and other
data to update additional models and parts of models
that may be used to produce more accurate results. For
example, the ASR engine 140 may use a set of user-
specific or otherwise customized parts of models devel-
oped over the course of multiple speech recognition ses-
sions. Illustratively, the parts of models used by the ASR
engine 140 may include Constrained Maximum-Likeli-
hood Linear Regression ("CMLLR") transformations, Vo-
cal Tract Length Normalization ("VTLN") warping factors,
Cepstral means and variances, weights and vectors for
interpolating multiple models, and the like. Advanta-
geously, such parts of models consume a relatively small
amount of space, bandwidth, processing capacity, and
other resources during storage, transfer, and use com-
pared to the full additional speech recognition models
(e.g., language models or acoustic models). In addition,
such parts of models still provide improved accuracy to
the speech recognition process in comparison to using
base speech recognition models alone.
[0040] Updating models and parts of models based on
the most recent results may require access to a large set
of data (e.g., the base data set from which an acoustic
model is computed). The ASR model update module 142
or some other module or component of the ASR server
104 can asynchronously retrieve the large data set during
or after speech recognition processing by the ASR en-
gine 140. When the data set has been received, it may
be used to update the additional user-specific or other-
wise customized models and parts of models. In the
meantime, the models and parts of models may continue
to be used during ASR processing.
[0041] The management module 144 may monitor the
progress of the ASR engine 140 and the retrieval of ad-
ditional speech recognition models. If the management
module 144 determines that waiting for receipt of an ad-
ditional model (or part of a model) will not cause an un-
satisfactory performance delay, the management mod-
ule 144 can cause the ASR engine 140 to refrain from
providing results to the client device 102 until the ASR
engine 140 has the chance to re-score the results with
the additional models. If, however, the management
module 144 determines that waiting for receipt of the ad-
ditional models will cause an unsatisfactory performance
delay or will not noticeably improve the accuracy of the
results, the management module 144 can allow the initial

results to be provided to the client device 102 as the final
results.
[0042] The base models data store 146 can store the
base acoustic models and language models that are
used by the ASR engine 140 in the absence of more
customized, specialized, or otherwise more accurate ad-
ditional models. Such base models may be customized
by user-specific statistics and parts of models to provide
more accurate results. In some embodiments, one or
more of the most frequently used or widely applicable
additional models (e.g., gender-specific models) may be
stored in the base models data store 146 of the ASR
server 104 so that they do not have to be retrieved from
a separate ASR model storage server 106 when needed.
[0043] The model cache 148 can be used to store ad-
ditional models and data that are retrieved for use in
speech recognition processing. For example, a cache
may be configured to store a predetermined or dynami-
cally determined amount of data. The cache may store
as many of the most recently retrieved or most recently
retrieved models as it can, while deleting, expiring, or
releasing those models which have not been used or
requested recently in order to make room for newly re-
ceived models. Various caching techniques may be ap-
plied to the model cache 148, including the use of time
to live ("TTL") and least recently used ("LRU") criteria.

Process for Managing Model Retrieval

[0044] With reference now to FIG. 3, a sample process
300 for managing the asynchronous retrieval of speech
recognition models and the use of those models will be
described. Advantageously, an ASR server 104 may use
the process 300 to utilize additional speech recognition
models and other data when doing so will improve the
accuracy of speech recognition results and not adversely
impact perceived performance.
[0045] The process 300 begins at block 302. The proc-
ess 300 may begin automatically upon initiation of an
ASR session. The process 300 may be embodied in a
set of executable program instructions stored on a com-
puter-readable medium, such as one or more disk drives,
of a computing system of the distributed ASR system,
such as a load-balancing manager or an individual ASR
server 104. When the process 300 is initiated, the exe-
cutable program instructions can be loaded into memory,
such as RAM, and executed by one or more processors
of the computing system.
[0046] At block 304, the ASR session may be assigned
to a particular ASR server 104. Because of the retrieval
of additional speech recognition models, subsequent re-
quests from the same user or same client device 102 for
ASR processing can be transmitted to the same ASR
server 104 until such time that the ASR session ends
(e.g., after passage of a period of time or the occurrence
of some other triggering event). The ASR server 104 may
access or obtain data regarding the user, such as the
user’s gender, age, regional accent, or the user’s identity.
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Using this demographic or identity data, the ASR server
104 can initiate retrieval of additional speech recognition
models at block 306. In some embodiments, as described
above, the ASR server 104 may retrieve parts of models,
in comparison to a complete additional speech recogni-
tion model, for the current user. In such cases, the ASR
server 104 may also initiate retrieval of the data set(s) at
block 320 that may be used to update the models and
parts of models based on the results of ASR processing.
In some embodiments, the retrieval of data to update the
parts of models is done asynchronously with ASR
processing such that the data set is retrieved and updated
when resources are available to do so, and when such
retrieval and updating does not interfere with processing
of the ASR session.
[0047] At decision block 308, the ASR server 104 can
determine whether the requested additional speech rec-
ognition models are available for immediate use. For ex-
ample, a requested model may be available in the model
cache data store 148 or in a separate model cache server
of the distributed ASR system, as described in detail be-
low. In such cases, the cached additional model can be
accessed and used during the initial ASR processing at
block 314, either with or without use of any base models
available to the ASR server 104 (e.g., models in the base
models data store 146). If no additional speech recogni-
tion model is available, or if the ASR server 104 will nev-
ertheless use base speech recognition models, then the
ASR server 104 may use base models during an initial
ASR processing pass at block 310. In some embodi-
ments, the requested additional speech recognition mod-
els may be cached, but the ASR server 104 will use base
speech recognition models because of latencies in re-
trieving the model from the cache.
[0048] At decision block 312, reached after an initial
ASR processing pass with base speech recognition mod-
els, the ASR server 104 can determine whether addition-
al models have become available. If so, the process 300
may proceed to block 314, where the ASR server 104
can perform a second ASR pass (e.g., re-score the initial
results) with the additional speech recognition models.
In addition, any newly received additional speech recog-
nition models may be cached.
[0049] Otherwise, if the additional models have not yet
been received, or if it is determined that use of the addi-
tional models will cause an unsatisfactory performance
delay or no noticeably improve accuracy, the process
300 may proceed to block 316.
[0050] At block 316, the ASR server 104 can transmit
the final results to the client device 102. In some embod-
iments, the ASR server 104 may perform some action or
cause another device to perform an action, rather than
transmitting results to a client device 102. For example,
the results from ASR process may be provided to a nat-
ural language understanding ("NLU") component that is
configured to determine a user’s intent from the user’s
utterance. Based on the user’s intent (e.g., get directions,
book a flight, initiate voice dialing), the ASR server 104

can perform some action.
[0051] After sending results to the client device 102 (or
causing performance of some other action), the ASR
server 104 may wait for additional utterances to process
during the same ASR session at decision block 318. If
another utterance is received the process 300 can return
to block 306. Otherwise, if another utterance is not re-
ceived for a period of time or if another triggering event
occurs (e.g., a user affirmatively ends an ASR session,
such as by powering down the client device 102), the
process 300 can end at block 324.
[0052] In addition to waiting for additional utterances,
the ASR model update module 142 or some other com-
ponent of the ASR server 104 can update a data set at
block 322 based on the results of the ASR processing.
The update process can utilize the data sets retrieved
asynchronously at block 320. The updated data set may
then be cached, transmitted to the ASR model storage
server 106, used during a secondary ASR processing
pass, etc. In some embodiments, additional models or
parts of models may be updated or re-computed based
on the updated data sets as soon as ASR results are
available with which to update the data sets, such as in
parallel with block 316 or directly after block 314.

Process and Architecture for Caching Models

[0053] Turning now to FIG. 4, a sample process 400
for pre-caching additional speech recognition models
based on predictions of user activity will be described.
Advantageously, the process 400 is used to analyze prior
user activity, predict when the user is likely to utilize the
distributed ASR system, and pre-cache additional mod-
els such that they are ready for immediate or substantially
immediate use at the predicted time.
[0054] The process 400 begins at block 402. The proc-
ess 400 may begin automatically upon power up of an
ASR server 104 or some other component of a distributed
ASR system, or it may be manually initiated. The process
400 is embodied in a set of executable program instruc-
tions stored on a computer-readable medium, such as
one or more disk drives, of a computing system with
which a distributed ASR system is associated. When the
process 400 is initiated, the executable program instruc-
tions are loaded into memory, such as RAM, and exe-
cuted by one or more processors of the computing sys-
tem.
[0055] At block 404, the distributed ASR system proc-
esses speech recognition sessions as described above.
At block 406, usage data regarding ASR sessions of par-
ticular users is as the ASR sessions are processed. For
example, the management module 144 of an ASR server
104 hosting a speech recognition session may record
data regarding the user or client device 102, including
the date and time of the ASR request, the content of the
results, the subject or context of the request, and the like.
[0056] At block 408, the management module 144 or
some other module or component of the distributed ASR
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system detects a pattern in the recorded data or deter-
mines a prediction regarding when a user is likely to ac-
cess the distributed ASR system. For example, a partic-
ular user may regularly transmit speech data to the dis-
tributed ASR system for processing on weekday morn-
ings at or around 8:00 AM. A component of the distributed
ASR system detects such a pattern and, in response,
predicts that the user will again transmit speech data at
8:00 AM on the next weekday morning. Further, the user
may routinely transmit voice commands regarding global
positioning system ("GPS") directions or music playback
during those 8:00 AM sessions. The prediction may be
made more specific by including such details. Additional
speech recognition models that are targeted at such ac-
tivities may be cached based on the detailed prediction.
[0057] At block 410, the distributed ASR system pre-
caches additional models for the user shortly before 8:00
of the next weekday morning in anticipation of the user
initiating an ASR session. For example, the user is proac-
tively assigned to a particular ASR server 104 at 7:55
AM or 7:59 AM, before the user initiates an ASR session.
Additional models for the user are pre-cached at the as-
signed ASR server 104 so that they may be used imme-
diately when the user initiates a session. For example,
the models are stored in the model cache 148 of the ASR
server 104. The models selected for pre-caching may be
selected based user demographics or identity, subject
matter of the predicted session, some combination there-
of, etc. In some embodiments, the additional models may
be cached at an intermediate cache between the ASR
model storage server 106 and the ASR server 104, as
described in detail below. In such cases, the user may
not be proactively assigned to a particular ASR server
104 because multiple servers may retrieve the cached
models from the intermediate cache.
[0058] In some embodiments, the time at which addi-
tional models are to be cached may be calculated based
on a distribution of the user’s previous access times, rath-
er than a projection of a specific average or likely time of
access. The calculation may be made such that a time
is selected that will result in the additional models being
cached at a time that precedes a threshold amount or
percentage of the user’s previous or projected access
times. Returning to the example above, the user may
typically initiate an ASR session around 8:00, but the
actual distribution of times may extend from 7:30 AM to
8:30 AM. The management module 144 may determine
that caching the additional models at 7:30 AM and as-
signing the user to the particular ASR server 104 at that
time will result in the additional models being available
for 90% or 99% of the user’s "8:00 AM" ASR sessions.
[0059] At block 412, the user initiates an ASR session
with the distributed ASR system. A load balancing com-
ponent or some other component of the distributed ASR
system determines that the user has already been asso-
ciated with a particular ASR server 104 for the session,
and utterance data is sent to the proactively assigned
ASR server 104 if the cache has not expired or if the user

has not unexpectedly initiated an ASR session after a
threshold period of time has passed. For example, if the
user initiates the session at a time between 7:30 AM and
8:30 AM, then the user may connect to the proactively
assigned ASR server 104 and realize the benefits of pre-
caching. However, if the user does not initiate the session
until 9:00 AM, or if the cached models have been released
to make room for more recently requested or used mod-
els, then the user’s ASR session may be processed as
any other user’s ASR session, for example as described
above with respect to FIG. 3.
[0060] In some embodiments, speech recognition
models may be predicatively loaded or pre-cached based
on recent user interactions or environmental factors. For
example, a client device 102 may monitor input from a
microphone and be configured to recognize a certain
word or phrase spoken by the user to initiate an ASR
session without physical interaction with the device (e.g.,
without pressing a button or interacting with a touch
screen). In some cases, the audio input from the micro-
phone may be transmitted to the distributed ASR system
when certain conditions are met (e.g., a preliminary anal-
ysis indicates that it is an utterance as opposed to envi-
ronmental noise) to determine whether the user uttered
the word or phrase indicating the initialization of an ASR
session. In some cases, a client device 102 may monitor
a room for the presence of a user, as a user entering a
room may soon speak to the client device 102. When the
client device 102 detects the presence of the user (e.g.,
using sensors, using image processing on a video signal,
or using signal processing on an audio signal) a message
may be sent to the distributed ASR system to indicate
that a user may soon initiate speech recognition with the
client device 102. In these and other cases, additional
speech recognition models may be loaded for the user
before a full utterance is transmitted to the distributed
ASR system for processing.
[0061] FIGS. 5A and 5B show an illustrative architec-
ture for multi-tiered ASR model storage and caching in
a distributed ASR system 110. The distributed ASR sys-
tem 110 may include multiple ASR servers 104a, 104b,
a long-term ASR model storage server 106, and a high-
speed ASR model cache 108. The ASR servers 104a,
104b may be located closer to the high-speed ASR model
cache 108 than they are to the ASR model storage server
108, measured in either physical proximity or in terms of
the amount of time or the number of network hops to
required to exchange communications. In addition, the
ASR model cache 108 may utilize different hardware that
provides faster performance but less capacity than the
ASR model storage server 106. In some embodiments,
a distributed ASR system 110 may include multiple ASR
model caches 108, such as one ASR model cache 108
for every n ASR severs 104, where n may be any number.
[0062] A client device 102a may send speech data to
the distributed ASR system 110 for processing at (A).
Requests for additional speech recognition models may
be made from an ASR server 104a to an ASR model
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cache 108 at (B) instead of to the ASR model storage
server 106. If the ASR model cache 108 has the request-
ed model available, then the cached model may be re-
turned to the ASR server 104a significantly faster than it
would take to retrieve the speech recognition model from
the long-term ASR model storage server 106. If the ASR
model cache 108 does not have the requested model,
then the ASR model cache 108 may retrieve the request-
ed model from the ASR model storage server 106 at (C),
cache a copy of the speech recognition model at (D), and
forward a copy to the requesting ASR server 104a at (E).
Various caching techniques may be applied by the ASR
model cache 108, including the use of time to live ("TTL")
and least recently used ("LRU") criteria. The ASR server
104a may transmit results to the client device 102a at (F)
or perform some action based on the ASR results.
[0063] Advantageously, subsequent requests for the
newly cached speech recognition model may be serviced
from the ASR model cache 108 rather than from the ASR
model storage server 108. For example, the client device
102a may submit speech data to the same ASR server
104a or a different ASR server 104b, and in either case
additional speech recognition models may be retrieved
from the ASR model cache 108 without requiring retrieval
from the ASR model storage server 106. As another ex-
ample, speech data may be received from a different
client device 102b and processed by the same ASR serv-
er 104a or a different ASR server 104b. As seen in FIG.
5B, a second client device 102b may transmit speech
data to the distributed ASR system 110 at (G). A second
ASR server 104b may process the speech data, request-
ing the same additional speech recognition models from
the ASR model cache 108 at (H). Because the models
have been previously cached, the requested models may
be returned to the ASR server 104B at (I) without retriev-
ing them from the ASR model storage server 106. The
ASR server 104b may transmit results to the client device
102b at (1) or perform some action based on the ASR
results.

Terminology

[0064] Depending on the embodiment, certain acts,
events, or functions of any of the processes or algorithms
described herein can be performed in a different se-
quence, can be added, merged, or left out altogether
(e.g., not all described operations or events are neces-
sary for the practice of the algorithm). Moreover, in certain
embodiments, operations or events can be performed
concurrently, e.g., through multi-threaded processing, in-
terrupt processing, or multiple processors or processor
cores or on other parallel architectures, rather than se-
quentially.
[0065] The various illustrative logical blocks, modules,
routines and algorithm steps described in connection with
the embodiments disclosed herein can be implemented
as electronic hardware, computer software, or combina-
tions of both. To clearly illustrate this interchangeability

of hardware and software, various illustrative compo-
nents, blocks, modules and steps have been described
above generally in terms of their functionality. Whether
such functionality is implemented as hardware or soft-
ware depends upon the particular application and design
constraints imposed on the overall system. The de-
scribed functionality can be implemented in varying ways
for each particular application, but such implementation
decisions should not be interpreted as causing a depar-
ture from the scope of the disclosure.
[0066] The steps of a method, process, routine, or al-
gorithm described in connection with the embodiments
disclosed herein can be embodied directly in hardware,
in a software module executed by a processor, or in a
combination of the two. A software module can reside in
RAM memory, flash memory, ROM memory, EPROM
memory, EEPROM memory, registers, hard disk, a re-
movable disk, a CD-ROM, or any other form of a non-
transitory computer-readable storage medium. An exem-
plary storage medium can be coupled to the processor
such that the processor can read information from, and
write information to, the storage medium. In the alterna-
tive, the storage medium can be integral to the processor.
The processor and the storage medium can reside in an
ASIC. The ASIC can reside in a user terminal. In the
alternative, the processor and the storage medium can
reside as discrete components in a user terminal.
[0067] Conditional language used herein, such as,
among others, "can," "could," "might," "may," "e.g.," and
the like, unless specifically stated otherwise, or otherwise
understood within the context as used, is generally in-
tended to convey that certain embodiments include, while
other embodiments do not include, certain features, el-
ements and/or steps. Thus, such conditional language
is not generally intended to imply that features, elements
and/or steps are in any way required for one or more
embodiments or that one or more embodiments neces-
sarily include logic for deciding, with or without author
input or prompting, whether these features, elements
and/or steps are included or are to be performed in any
particular embodiment. The terms "comprising," "includ-
ing," "having," and the like are synonymous and are used
inclusively, in an open-ended fashion, and do not exclude
additional elements, features, acts, operations and so
forth. Also, the term "or" is used in its inclusive sense
(and not in its exclusive sense) so that when used, for
example, to connect a list of elements, the term "or"
means one, some, or all of the elements in the list.
[0068] Conjunctive language such as the phrase "at
least one of X, Y and Z," unless specifically stated oth-
erwise, is to be understood with the context as used in
general to convey that an item, term, etc. may be either
X, Y or Z, or a combination thereof. Thus, such conjunc-
tive language is not generally intended to imply that cer-
tain embodiments require at least one of X, at least one
of Y and at least one of Z to each be present.
[0069] While the above detailed description has
shown, described and pointed out novel features as ap-
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plied to various embodiments, it can be understood that
various omissions, substitutions and changes in the form
and details of the devices or algorithms illustrated can
be made

Claims

1. A distributed automated speech recognition, ASR,
system comprising:

a computer-readable memory storing executa-
ble instructions; and
one or more processors in communication with
the computer-readable memory, wherein the
one or more processors are programmed by the
executable instructions to:

process a plurality of speech recognition
sessions;
record usage data regarding the plurality of
speech recognition sessions;
determine, based on the usage data, a pre-
dicted time at which a user is predicted to
initiate a speech recognition session sub-
sequent to the plurality of speech recogni-
tion sessions;
proactively assign the user to a particular
ASR server before the user initiates an ASR
session;
pre-cache, in a cache, a speech recognition
model shortly before the predicted time,
wherein the speech recognition model is
pre-cached at the assigned particular ASR
server; and
determine, following initiation of the ASR
session by the user, that the user has al-
ready been associated with the particular
ASR server for the session and send utter-
ance data to the proactively assigned ASR
server if the cache has not expired, wherein
the speech recognition model that has been
pre-cached is used for the speech recogni-
tion session.

2. A computer-implemented method comprising:
under control of one or more computing devices of
a distributed automated speech recognition, ASR,
system configured with specific computer executa-
ble instructions,

processing a plurality of speech recognition ses-
sions;
recording usage data regarding the plurality of
speech recognition sessions ;
determining, based on the usage data, a pre-
dicted time at which a user is predicted to initiate
a speech recognition session subsequent to the

plurality of speech recognition sessions;
proactively assigning the user to a particular
ASR server before the user initiates an ASR ses-
sion;
pre-caching, in a cache, a speech recognition
model shortly before the predicted time, wherein
the speech recognition model is pre-cached at
the assigned particular ASR server; and
determining, following initiation of the ASR ses-
sion by the user, that the user has already been
associated with the particular ASR server for the
session and sending utterance data to the
proactively assigned ASR server if the cache
has not expired, wherein the speech recognition
model that has been pre-cached is used for the
speech recognition session.

Patentansprüche

1. Verteiltes automatisches Spracherkennungssystem
(Automated Speech Recognition, ASR-System),
umfassend:

einen ausführbare Anweisungen speichernden
computerlesbaren Speicher; und
einen oder mehrere in Kommunikation mit dem
computerlesbaren Speicher stehende Prozes-
soren, wobei der eine oder die mehreren Pro-
zessoren durch die ausführbaren Anweisungen
programmiert sind zum:

Verarbeiten einer Vielzahl von Spracher-
kennungssitzungen;
Aufzeichnen von Nutzungsdaten bezüglich
der Vielzahl von Spracherkennungssitzun-
gen;
Ermitteln, basierend auf den Nutzungsda-
ten, eines vorhergesagten Zeitpunkts, zu
dem ein Benutzer voraussichtlich eine
Spracherkennungssitzung im Anschluss an
die Vielzahl von Spracherkennungssitzun-
gen einleiten wird;
proaktives Zuweisen des Benutzers zu ei-
nem bestimmten ASR-Server, bevor der
Benutzer eine ASR-Sitzung einleitet;
Vorspeichern, in einem Zwischenspeicher,
eines Spracherkennungsmodells kurz vor
dem vorhergesagten Zeitpunkt, wobei das
Spracherkennungsmodell auf dem zuge-
wiesenen bestimmten ASR-Server vorge-
speichert wird; und
im Anschluss an die Einleitung der ASR-
Sitzung durch den Benutzer, Ermitteln,
dass der Benutzer bereits dem bestimmten
ASR-Server für die Sitzung zugeordnet
wurde, und Senden von Äußerungsdaten
an den proaktiv zugewiesenen ASR-Ser-
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ver, wenn der Zwischenspeicher noch nicht
abgelaufen ist, wobei das zwischengespei-
cherte Spracherkennungsmodell für die
Spracherkennungssitzung verwendet wird.

2. Computerimplementiertes Verfahren, umfassend:
unter der Kontrolle eines oder mehrerer Computer-
geräte eines verteilten automatischen Spracherken-
nungssystems (ASR-Systems), das mit spezifi-
schen computerausführbaren Anweisungen konfi-
guriert ist,

Verarbeitung einer Vielzahl von Spracherken-
nungssitzungen;
Aufzeichnung von Nutzungsdaten bezüglich der
Vielzahl von Spracherkennungssitzungen;
Ermittlung, basierend auf den Nutzungsdaten,
eines vorhergesagten Zeitpunkts, zu dem ein
Benutzer voraussichtlich eine Spracherken-
nungssitzung im Anschluss an die Vielzahl von
Spracherkennungssitzungen einleiten wird;
proaktive Zuweisung des Benutzers zu einem
bestimmten ASR-Server, bevor der Benutzer ei-
ne ASR-Sitzung einleitet;
Vorspeicherung, in einem Zwischenspeicher,
eines Spracherkennungsmodells kurz vor dem
vorhergesagten Zeitpunkt, wobei das Spracher-
kennungsmodell auf dem zugewiesenen be-
stimmten ASR-Server vorgespeichert wird; und
im Anschluss an die Einleitung der ASR-Sitzung
durch den Benutzer, Ermittlung, dass der Be-
nutzer bereits dem bestimmten ASR-Server für
die Sitzung zugeordnet wurde, und Sendung
von Äußerungsdaten an den proaktiv zugewie-
senen ASR-Server, wenn der Zwischenspei-
cher noch nicht abgelaufen ist, wobei das zwi-
schengespeicherte Spracherkennungsmodell
für die Spracherkennungssitzung verwendet
wird.

Revendications

1. Système distribué de reconnaissance vocale auto-
matique,
ASR, comprenant :

une mémoire lisible par ordinateur stockant des
instructions exécutables ; et
un ou plusieurs processeurs en communication
avec la mémoire lisible par ordinateur, dans le-
quel les un ou plusieurs processeurs sont pro-
grammés par les instructions exécutables pour :

traiter une pluralité de sessions de recon-
naissance vocale ;
enregistrer des données d’utilisation con-
cernant la pluralité de sessions de recon-

naissance vocale ;
déterminer, sur la base des données d’uti-
lisation, un temps prédit auquel il est prédit
qu’un utilisateur lancera une session de re-
connaissance vocale à la suite de la plura-
lité de sessions de reconnaissance vocale ;
attribuer de manière proactive l’utilisateur à
un serveur ASR particulier avant que l’utili-
sateur ne lance une session ASR ;
placer préalablement en mémoire cache,
dans une mémoire cache, un modèle de re-
connaissance vocale peu de temps avant
le temps prédit, dans lequel le modèle de
reconnaissance vocale est placé préalable-
ment en mémoire cache au niveau du ser-
veur ASR particulier attribué ; et
déterminer, suite au lancement de la ses-
sion ASR par l’utilisateur, que l’utilisateur a
déjà été associé au serveur ASR particulier
pour la session et envoyer des données
d’énoncé au serveur ASR attribué de ma-
nière proactive si la mémoire cache n’a pas
expiré, dans lequel le modèle de reconnais-
sance vocale qui a été placé préalablement
en mémoire cache est utilisé pour la session
de reconnaissance vocale.

2. Procédé mis en œuvre par ordinateur comprenant :
sous la commande d’un ou de plusieurs dispositifs
informatiques d’un système distribué de reconnais-
sance vocale automatique, ASR, configuré avec des
instructions exécutables par ordinateur spécifiques,

le traitement d’une pluralité de sessions de re-
connaissance vocale ;
l’enregistrement de données d’utilisation con-
cernant la pluralité de sessions de reconnais-
sance vocale ;
la détermination, sur la base des données d’uti-
lisation, d’un temps prédit auquel il est prédit
qu’un utilisateur lancera une session de recon-
naissance vocale à la suite de la pluralité de
sessions de reconnaissance vocale ;
l’attribution de manière proactive de l’utilisateur
à un serveur ASR particulier avant que l’utilisa-
teur ne lance une session ASR ;
le placement préalable en mémoire cache, dans
une mémoire cache, d’un modèle de reconnais-
sance vocale peu de temps avant le temps pré-
dit, dans lequel le modèle de reconnaissance
vocale est placé préalablement en mémoire ca-
che au niveau du serveur ASR particulier
attribué ; et
la détermination, suite au lancement de la ses-
sion ASR par l’utilisateur, du fait que l’utilisateur
a déjà été associé au serveur ASR particulier
pour la session et l’envoi de données d’énoncé
au serveur ASR attribué de manière proactive

21 22 



EP 2 932 501 B1

13

5

10

15

20

25

30

35

40

45

50

55

si la mémoire cache n’a pas expiré, dans lequel
le modèle de reconnaissance vocale qui a été
placé préalablement en mémoire cache est uti-
lisé pour la session de reconnaissance vocale.
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