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CONFLICT DETECTION AND RESOLUTION
IN AN ABR NETWORK

REFERENCE TO RELATED APPLICATION(S)

[0001] This application discloses subject matter that is
related to the subject matter of the following U.S. patent
application(s): (i) “BANDWIDTH MANAGEMENT FOR
OVER-THE-TOP ADAPTIVE STREAMING” (Ericsson
Ref.No.: P39592-US1), application Ser. No. 13/845,320 filed
Mar. 18, 2013, in the name(s) of Christopher Phillips et al.,
(ii) “REGULATING CONTENT STREAMS FROM A
WEIGHTED FAIR QUEUING SCHEDULER USING
WEIGHTS DEFINED FOR USER EQUIPMENT NODES”
(Ericsson Ref. No.: P37772-US1), application Ser. No.
13/597,333 filed Aug. 29, 2012, in the name(s) of Christopher
Phillips et al., (iii) “METHODS AND APPARATUS FOR
MANAGING NETWORK RESOURCES USED BY MUL-
TIMEDIA STREAMS IN A VIRTUAL PIPE” (Ericsson Ref.
No.: P36357-US1), application Ser. No. 13/403,075 filed
Feb. 23, 2012, in the name(s) of Christopher Phillips et al.,
and (iv) “METHODS, APPARATUS, AND COMPUTER
PROGRAM PRODUCTS FOR ALLOCATING BAND-
WIDTH FOR PUSH AND PULL CONTENT REQUESTS
IN'A CONTENT DELIVERY NETWORK?” (Ericsson Ref.
No.: P39663-US1), application Ser. No. 13/856,895, filed
Apr. 4, 2013, in the name(s) of Christopher Phillips et al.,
each of which is hereby incorporated by reference in its
entirety. The subject matter of the present patent application
is also related to the subject matter of the following U.S.
patent application(s) filed even date herewith: (i) “CON-
FLICT DETECTION AND RESOLUTION IN AN ABR
NETWORK USING CLIENT INTERACTIVITY” (Erics-
son Ref. No.: P42767-US1), application Ser. No. ,in
the name(s) of Christopher Phillips et al., which is hereby
incorporated by reference in its entirety.

FIELD OF THE DISCLOSURE

[0002] The present disclosure generally relates to commu-
nication networks. More particularly, and not by way of any
limitation, the present disclosure is directed to a scheme for
effectuating conflict detection and resolution in an adaptive
bitrate (ABR) streaming environment.

BACKGROUND

[0003] A content delivery network or CDN (sometimes
also referred to as a content distribution network) typically
distributes content in a “best effort” fashion across the nodes
throughout a network using technologies such as ABR
streaming. It is known, however, that ABR can result in unfair
and sometimes incongruous apportionment of bandwidth on
a network based upon the order multiple clients begin to use
a network resource. Since the bandwidth usage is typically
determined by a client requesting the content, and because
ABR clients can be opportunistic, they may become greedy,
thereby affecting the overall bandwidth quality of a band-
width pipe. Although current ABR systems allow bandwidth
to be “adapted” to existing network conditions, such solutions
continue to be deficient relative to more realistic content
consumption environments.

SUMMARY

[0004] The present patent disclosure is broadly directed to
systems, methods, apparatuses, devices, and associated non-
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transitory computer-readable media for managing conflict
resolution in an ABR streaming environment with respect to
a bandwidth pipe serving a customer premises. In one
embodiment, a method is disclosed that comprises, inter alia,
the following features: receiving a session request from a new
ABR client launched in the customer premises that includes
one or more existing ABR clients, wherein each existing ABR
client is engaged in a corresponding ABR streaming session;
forecasting bandwidth requirements for the one or more
existing ABR clients with respect to the corresponding ABR
streaming sessions after accounting for a bandwidth require-
ment for the new ABR client’s session request; detecting or
otherwise determining a conflict condition (e.g., an impend-
ing conflict) if any of forecasted bandwidth requirements
violates a bitrate threshold policy relative to the correspond-
ing ABR streaming sessions of the existing ABR clients; and
if there is a conflict, providing a conflict notification message
(e.g., avideo-encoded still image of a suitable message) to the
new ABR client and rejecting the session request from the
new ABR client.

[0005] In another aspect, an embodiment of a system for
managing conflict resolution in an ABR streaming environ-
ment is disclosed. The claimed embodiment comprises, inter
alia, a back office operative to receive a session request from
anew ABR client launched by a client device in the customer
premises that includes one or more existing ABR clients,
wherein each existing ABR client is engaged in a correspond-
ing ABR streaming session. A subscriber policy management
node is provided that is operative to request, responsive to a
message from the back office, one of a premises gateway and
a CDN edge delivery node for forecasted bandwidth require-
ments of the one or more existing ABR clients with respect to
the corresponding ABR streaming sessions after accounting
for abandwidth requirement for the new ABR client’s session
request. The subscriber policy management node is further
operative to detect or otherwise determine a conflict condition
(potential or otherwise) if any of forecasted bandwidth
requirements violates a bitrate threshold policy relative to the
corresponding ABR streaming sessions of the existing ABR
clients. A conflict management node is operative, responsive
to a conflict detection or determination message from the
subscriber policy management node, to generate a conflict
message encoding request to a video message system for
facilitating transmission of a still image of a conflict notifi-
cation message to the new ABR client that the session request
from the new ABR client is being rejected on account of a
bandwidth conflict.

[0006] In another aspect, an embodiment of a premises
gateway configured to manage a bandwidth pipe serving a
customer premises is disclosed. The claimed embodiment
comprises, inter alia, one or more processors; and a bitrate
forecasting module coupled to the one or more processors,
wherein the bitrate forecasting module includes instructions
executable by one or more processors and configured to per-
form or otherwise effectuate the following in conjunction
with the processor(s): forecast bandwidth requirements,
responsive to a request from a subscriber policy management
node, for one or more existing ABR clients of a customer
premises with respect to corresponding ABR streaming ses-
sions after accounting for a bandwidth requirement of a new
ABR client’s request for initiating a new streaming session on
a client device; and generate a bandwidth forecast response
message to the subscriber policy management node, the band-
width forecast response message including bitrates fore-
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casted for the existing ABR streaming sessions and/or the
requested new streaming session based at least in part upon
priority weights associated with the existing ABR streaming
sessions and the requested new streaming session. Similarly,
in arelated aspect, an embodiment of an edge delivery node is
disclosed that includes a bitrate forecasting module config-
ured to facilitate the functionalities set forth hereinabove,
mutatis mutandis.

[0007] In a still further aspect, another embodiment of a
method for managing conflict resolution is disclosed. The
claimed embodiment comprises, inter alia, the following fea-
tures: receiving a session request from a new ABR client
launched in the customer premises that includes one or more
existing ABR clients, wherein each existing ABR client is
engaged in a corresponding ABR streaming session; forecast-
ing bandwidth requirements for the one or more existing ABR
clients with respect to the corresponding ABR streaming
sessions after accounting for a bandwidth requirement for the
new ABR client’s session request; detecting or otherwise
determining a conflict condition if any of forecasted band-
width requirements violates a bitrate threshold policy relative
to the corresponding ABR streaming sessions of the existing
ABR clients; launching an interactive session with at least
one of the new ABR client and an existing ABR client with
respect to the session request; presenting a dialog to a user of
the at least one of the new ABR client and an existing ABR
client, the dialog for offering one or more options to the user
relative to the session request; and accepting an option input
by the user and effectuating an action responsive to the
option.

[0008] In a related embodiment, a system for managing
conflict resolution with respect to a new ABR client is dis-
closed, comprising, inter alia, a conflict management node
that is operative, responsive to a conflict detection message
from a subscriber policy management node, to perform or
effectuate the following features: facilitate launching of an
interactive session with at least one of the new ABR clientand
an existing ABR client with respect to the new ABR client’s
session request; present a dialog to a user of the at least one of
the new ABR client and an existing ABR client, the dialog for
offering one or more options to the user relative to the session
request; and accept an option input by the user and effectuate
an action responsive to the option. Additionally, the sub-
scriber policy management node of the claimed embodiment
is operative responsive to a back office message (e.g., a policy
request message relative to the new ABR client’s session
request), similar to one or more embodiments described
above, rnutatis mutandis.

[0009] Instill further aspects, one or more embodiments of
anon-transitory computer-readable medium containing com-
puter-executable program instructions or code portions
stored thereon are disclosed for performing one or more
embodiments of the methods set forth above when executed
by a processor of a network node, element, gateway, and the
like.

[0010] Advantages of the present invention include, but not
limited to, providing greater transparency and control to end
users with respect to the consumption of ABR assets in a
streaming environment having potential conflicts. The
embodiments may allow users to override standing policies
and control how conflicts in policies are notified and resolved.
In legacy client applications, at least some embodiments
allow the inventive features of the present application to be
implemented regardless of existing technology, thereby
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facilitating fairly inexpensive and more universal rollout of
the inventive technology. With respect to custom client appli-
cations, the inventive features allow user interactivity, pro-
viding a more robust and customer-focused experience in
resolving bandwidth conflicts. Further features of the various
embodiments are as claimed in the dependent claims. Addi-
tional benefits and advantages of the embodiments will be
apparent in view of the following description and accompa-
nying Figures.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] Embodiments of the present disclosure are illus-
trated by way of example, and not by way of limitation, in the
Figures of the accompanying drawings in which like refer-
ences indicate similar elements. It should be noted that dif-
ferent references to “an” or “one” embodiment in this disclo-
sure are not necessarily to the same embodiment, and such
references may mean at least one. Further, when a particular
feature, structure, or characteristic is described in connection
with an embodiment, it is submitted that it is within the
knowledge of one skilled in the art to effect such feature,
structure, or characteristic in connection with other embodi-
ments whether or not explicitly described.

[0012] The accompanying drawings are incorporated into
and form a part of the specification to illustrate one or more
exemplary embodiments of the present disclosure. Various
advantages and features of the disclosure will be understood
from the following Detailed Description taken in connection
with the appended claims and with reference to the attached
drawing Figures in which:

[0013] FIG. 1A depicts an example ABR streaming net-
work arrangement including a content delivery network
(CDN) and an ABR network back office environment wherein
one or more embodiments of the present patent application
may be practiced;

[0014] FIG. 1B depicts an example customer premises hav-
ing one or more ABR streaming clients and a plurality of
network elements that may be configured to manage conflict
resolution in an ABR streaming environment with respect to
a bandwidth pipe serving the customer premises;

[0015] FIGS. 2-5 depict flowcharts of various blocks, steps
and/or acts that may be combined in one or more arrange-
ments that illustrate example conflict detection and resolution
methods according to one or more embodiments of the
present patent disclosure;

[0016] FIG. 6 depicts an example ABR streaming environ-
ment with additional details for practicing an embodiment of
the present patent disclosure:

[0017] FIG. 7 depicts a flowchart of various blocks, steps
and/or acts illustrative of additional details with respect to an
embodiment of a conflict detection scheme according to an
embodiment of the present patent disclosure;

[0018] FIG. 8 depicts the example ABR streaming environ-
ment of FIG. 6 with additional details relative to an embodi-
ment of a conflict resolution scheme according to an embodi-
ment of the present patent disclosure;

[0019] FIG. 9 depicts a flowchart of various blocks, steps
and/or acts illustrative of additional details with respect to an
embodiment of a conflict resolution scheme according to an
embodiment of the present patent disclosure;

[0020] FIG. 10 depicts the example ABR streaming envi-
ronment of FIG. 6 with additional details relative to an
embodiment of a conflict resolution scheme according to
another embodiment of the present patent disclosure;
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[0021] FIG. 11 depicts a flowchart of various blocks, steps
and/or acts illustrative of additional details with respect to
another embodiment of a conflict resolution scheme accord-
ing to an embodiment of the present patent disclosure;
[0022] FIG.12depicts anembodiment of the example ABR
streaming environment of FIG. 6 wherein certain aspects of
conflict detection/resolution may be practiced at a premises
gateway,

[0023] FIG. 13 depicts an embodiment of the example ABR
streaming environment of FIG. 6 wherein certain aspects of
conflict detection/resolution may be practiced ata CDN node;
and

[0024] FIG. 14 depicts a block diagram of an example
element configured to execute certain aspects of conflict
detection/resolution according to one or more embodiments
of the present patent application.

DETAILED DESCRIPTION OF THE DRAWINGS

[0025] In the following description, numerous specific
details are set forth with respect to one or more embodiments
of the present patent disclosure. However, it should be under-
stood that one or more embodiments may be practiced with-
out such specific details. In other instances, well-known cir-
cuits, subsystems, components, structures and techniques
have not been shown in detail in order not to obscure the
understanding of the example embodiments. Accordingly, it
will be appreciated by one skilled in the art that the embodi-
ments of the present disclosure may be practiced without such
specific components. It should be further recognized that
those of ordinary skill in the art, with the aid of the Detailed
Description set forth herein and taking reference to the
accompanying drawings, will be able to make and use one or
more embodiments without undue experimentation,

[0026] Additionally, terms such as “coupled” and “con-
nected,” along with their derivatives, may be used in the
following description, claims, or both. It should be under-
stood that these terms are not necessarily intended as syn-
onyms for each other. “Coupled” may be used to indicate that
two or more elements, which may or may not be in direct
physical or electrical contact with each other, co-operate or
interact with each other. “Connected” may be used to indicate
the establishment of communication, i.e., a communicative
relationship, between two or more elements that are coupled
with each other. Further, in one or more example embodi-
ments set forth herein, generally speaking, an element, com-
ponent or module may be configured to perform a function if
the element is capable of performing or otherwise structurally
arranged to perform that function.

[0027] As used herein, a network element or node may be
comprised of one or more pieces of service network equip-
ment, including hardware and software that communicatively
interconnects other equipment on a network (e.g., other net-
work elements, end stations, etc.), and is adapted to host one
or more applications or services with respect to a plurality of
subscribers. Some network elements may comprise “multiple
services network elements” that provide support for multiple
network-based functions (e.g., A/V media management, ses-
sion control, Quality of Service (QoS) policy enforcement,
bandwidth scheduling management, subscriber/device policy
and profile management, content provider priority policy
management, streaming policy management, conflict man-
agement, and the like), in addition to providing support for
multiple application services (e.g., data and multimedia
applications). Subscriber end stations or client devices may
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comprise any device configured to execute, inter alia, a
streaming client application (e.g., an ABR streaming client
application) for receiving content from one or more content
providers. Accordingly, such client devices may include set-
top boxes, PVR/DVRs, workstations, laptops, netbooks,
palm tops, mobile phones, smartphones, multimedia phones,
Voice Over Internet Protocol (VOIP) phones, mobile/wire-
less user equipment, high definition TV terminals, portable
media players, gaming systems or consoles (such as the
Wii®, Play Station 3®, Xbox 360®), etc., that may access or
consume content/services provided over a content delivery
network for purposes of one or more embodiments set forth
herein. Further, the client devices may also access or consume
content/services provided over broadcast networks (e.g.,
cable and satellite networks) as well as a packet-switched
wide area public network such as the Internet via suitable
service provider access networks. In a still further variation,
the client devices or subscriber end stations may also access
or consume content/services provided on virtual private net-
works (VPNs) overlaid on (e.g., tunneled through) the Inter-
net.

[0028] One or more embodiments of the present patent
disclosure may be implemented using different combinations
of software, firmware, and/or hardware. Thus, one or more of
the techniques shown in the Figures (e.g., flowcharts) may be
implemented using code and data stored and executed on one
or more electronic devices or nodes (e.g., a subscriber client
device or end station, a network element, etc.). Such elec-
tronic devices may store and communicate (internally and/or
with other electronic devices over a network) code and data
using computer-readable media, such as non-transitory com-
puter-readable storage media (e.g., magnetic disks, optical
disks, random access memory, read-only memory, flash
memory devices, phase-change memory, etc.), transitory
computer-readable transmission media (e.g., electrical, opti-
cal, acoustical or other form of propagated signals—such as
carrier waves, infrared signals, digital signals), etc. In addi-
tion, such network elements may typically include a set of one
or more processors coupled to one or more other components,
such as one or more storage devices (e.g., non-transitory
machine-readable storage media) as well as storage database
(s), user input/output devices (e.g., a keyboard, a touch
screen, a pointing device, and/or a display), and network
connections for effectuating signaling and/or bearer media
transmission. The coupling of the set of processors and other
components may be typically through one or more buses and
bridges (also termed as bus controllers), arranged in any
known (e.g., symmetric/shared multiprocessing) or hereto-
fore unknown architectures. Thus, the storage device or com-
ponent of a given electronic device or network element may
be configured to store code and/or data for execution on one
or more processors of that element, node or electronic device
for purposes of implementing one or more techniques of the
present disclosure.

[0029] Referring now to the drawings and more particularly
to FIG. 1A, depicted therein is an example ABR streaming
network environment 100A including a content delivery net-
work or content distribution network (CDN) 140 and a
streaming network back office infrastructure 122 wherein one
or more embodiments of the present patent application may
be practiced. For purposes of the present patent application,
CDN 140 may comprise an overlay network architected for
high-performance streaming of a variety of digital assets or
program assets as well as services (hereinafter referred to as
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“content™) to subscribers using one or more Internet-based
infrastructures, private/dedicated infrastructures or a combi-
nation thereof. In general, the terms “content” or “content
file” as used in reference to at least some embodiments of the
present patent disclosure may include digital assets and pro-
gram assets such as any type of audio/video content or pro-
gram segment, streaming or static (e.g., recorded over-the-air
free network television (TV) shows or programs, pay TV
broadcast programs via cable networks or satellite networks,
free-to-air satellite TV shows, IPTV programs, etc.), Over-
The-Top (OTT) and video-on-demand (VOD) or movie-on-
demand (MOD) shows or programs, time-shifted TV (TSTV)
content, as well as other content assets provided by content
publishers, owners or providers, including but not limited to
software files, executable computer code or programs, online
electronic games, Internet radio shows/programs, entertain-
ment programs, educational programs, movies, music video
programs, and the like, that may be delivered using any
known or heretofore unknown streaming technologies. By
way of illustration, content delivered via CDN 140 using
ABR streaming techniques may be encoded to support
Microsoft® Silverlight® Smooth Streaming, HTTP stream-
ing (for instance, Dynamic Adaptive Streaming over HT'TP or
DASH, HTTP Live Streaming or HLS, HTTP Dynamic
Streaming or HDS, etc.), Icecast, and so on. In general, the
overlay architecture of CDN 140 may include a multi-level,
hierarchically-organized interconnected assembly of net-
work servers for providing media pathways or “pipes” from
one or more central distribution nodes to one or more levels of
regional distribution nodes that are connected to one or more
local edge servers configured to serve a plurality of end users
or subscribers in respective serving location areas. In addition
to such “distribution servers” (sometimes also referred to as
“surrogates”), CDN 140 may also include and/or interoperate
with various network elements configured to effectuate
request redirection or rerouting mechanisms as well as related
back office systems or nodes such as operator/subscriber
policy management systems, bandwidth scheduling systems,
account/billing systems, and the like, that may be deployed as
part of the associated streaming network back office infra-
structure 122. As illustrated, an example subscriber/operator
management system 124 deployed in the back office infra-
structure 122 may include an operator pipe and content policy
node 126, a subscriber device profile and priority definition
node 128, in addition to a streaming policy server node 134,
a billing node 130 and a subscriber authentication node 136.
A bandwidth decision manager 132 and a weighted fair queu-
ing (WFQ) scheduler 138 may be configured to use data from
the operator pipe and content policy node 126 and the sub-
scriber device profile and priority node 128 to regulate band-
width allocated to the CDN distribution pipes for carrying
groups of content streams to the subscribers. Additional
details with respect to allocating bandwidth on an outgoing
CDN distribution pipe based on weights and priority levels
associated with subscriber devices, content-based policies,
dynamic resizing of the pipes using, e.g., one or more pipe
control nodes, and scheduling based on WFQ techniques,
may be found in one or more of the following commonly
owned co-pending U.S. patent application(s): (i) “BAND-
WIDTH MANAGEMENT FOR OVER-THE-TOP ADAP-
TIVE STREAMING” (Ericsson Ref. No.: P39592-US1),
application Ser. No. 13/845,320 filed Mar. 18, 2013, in the
name(s) of Christopher Phillips et al., (ii) “REGULATING
CONTENT STREAMS FROM A WEIGHTED FAIR
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QUEUING SCHEDULER USING WEIGHTS DEFINED
FOR USER EQUIPMENT NODES” (Ericsson Ref. No.:
P37772-US1), application Ser. No. 13/597,333 filed Aug. 29,
2012, in the name(s) of Christopher Phillips et al., (iii)
“METHODS AND APPARATUS FOR MANAGING NET-
WORK RESOURCES USED BY MULTIMEDIA
STREAMS IN A VIRTUAL PIPE” (Ericsson Ref. No.:
P36357-US1), application Ser. No. 13/403,075 filed Feb. 23,
2012, in the name(s) of Christopher Phillips et al., and (iv)
“METHODS, APPARATUS, AND COMPUTER PRO-
GRAM PRODUCTS FOR ALLOCATING BANDWIDTH
FOR PUSH AND PULL CONTENT REQUESTS IN A
CONTENT DELIVERY NETWORK” (Ericsson Ref. No.:
P39663-US1), application Ser. No. 13/856,895, filed Apr. 4,
2013, in the name(s) of Christopher Phillips et al., cross-
referenced hereinabove and hereby incorporated by reference
herein. In addition to the various subscriber/operator policy
management and bandwidth scheduling functionalities set
forth above, the back office infrastructure 122 may also com-
prise appropriate conflict detection and management nodes or
systems as will be described in detail hereinbelow.

[0030] Continuing to refer to FIG. 1A, reference numeral
102 refers to one or more example client devices or user
equipment (UE) devices that consume bandwidth provided
via a bandwidth pipe associated with a subscriber/customer
for consuming content delivered via CDN 140 in any type or
number of access technologies including broad band access
via wired and/or wireless (radio) communications. As such,
UE devices 102 may be disposed as part of a content con-
sumption environment served by a suitable ABR bandwidth
pipe. For purposes of the present patent application, the terms
“streaming client device” and “client device” may be used
synonymously and may comprise any UE device or appliance
that in one implementation not only receives program assets
for live viewing, playback and/or decoding the content, but
also operates as a command console or terminal that can
accept user inputs, commands or requests to interact with a
network element disposed in CDN 140 and/or the associated
back office infrastructure 122 for requesting content that may
be selectively rendered at one or more external audio/visual
(A/V) devices 112-1 to 112-N. As such, UE devices 102 may
be part of a customer premises (e.g., a home, an enterprise or
organization, etc.) that is served by a bandwidth pipe allo-
cated thereto wherein different devices may be streaming
various types/categories of content at the same time or other-
wise. Typically, such UE devices 102 may include one or
more streaming client modules or applications 104 (e.g., an
ABR streaming client application) and associated decoding
functionalities 108 depending on the streaming technologies
implemented, each operating in association with a processor
module 106. An optional local display 110 (which may also
be referred to as an internal or included display) may have the
capability to render the video content in one or more resolu-
tions (e.g., standard definition such as 480i, enhanced defini-
tion such as 480p, or high definition such as 720p and up).
Further, the client devices 102 may also include appropriate
structures and modules for obtaining identity information,
capabilities information, etc. from the external A/V devices
112-1 to 112-N that may be used by the subscriber/operator
policy management system 124 for selecting and/or provi-
sioning appropriate bandwidth with respect to streaming a
particular content program requested by the subscriber.

[0031] By way of further illustration, external A/V devices
112-1 to 112-N may comprise media rendering devices such
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as one or more high definition TV (HDTV) monitors with
10801/1080p resolutions, one or more ultra high definition TV
(UHDTV) monitors with 2160p, 4320p or 8640p resolutions,
3D TV monitors, HD/UHD video/cinema projectors,
HD/UHD computer monitors, HD/3D Blu-ray Disc (BD)
players, and auxiliary gaming/home entertainment displays,
etc., that may be connected or communicatively coupled to
the client devices 102 via any suitable wired or wireless
technologies. Accordingly, reference numerals 120-1 to
120-N are illustrative of communication links between the
client device 102 and the respective external A/V devices
(which sometimes may also be referred to as “external ren-
dering devices” or “connected display devices”) that may
comprise High-Definition Media Interface (HDMI) connec-
tions, Digital Visual Interface or Digital Video Interface
(DVI) connections, FireWire connections, HD wireless con-
nections utilizing unlicensed radio frequencies in 5 GHz, 60
GHz or 190 GHz bands, wireless HDTV (also referred to as
WiDi) connections, Wireless Home Digital Interface
(WHDI) connections, Digital Living Network Alliance
(DLNA)-compliant connections, as well as other proprietary
connections such as Apple® AirPlay connections, and the
like. Depending on the functionality, an external A/V device
may or may not include a decoding capability, and may or
may not include both audio and video rendering capabilities.
For purposes of illustration, external A/V devices 112-1 to
112-N are each exemplified with respective decoder blocks
116-1 to 116-N. Additionally, blocks 114-1 to 114-N are
illustrative of storage areas of respective external A/V devices
112-1to 112-N that contain display device information (DDI)
including device identity information, rendering/decoding
capabilities information and other information (collectively
referred to as “external device information” or “metadata”).
Example pieces of DDI may therefore comprise A/V device’s
manufacturer name, serial number, product type, phosphor
type, filter type, supported A/V decoding and format infor-
mation, display timing information, display screen size, dis-
play screen aspect ratio, luminance data and pixel mapping
data, among others. One skilled in the art will recognize that
storage areas 112-1 to 112-N may be implemented in a num-
ber of ways including but not limited to, using persistent
memory such as built-in or integrated read-only memory
(ROM) circuits, erasable programmable read-only memory
(EPROM) circuits, Flash memory circuits, as well as external
memory cards, and the like, wherein the device data may be
downloaded, uploaded, updated, and/or reconfigured by
third-party device vendors, via wireless means (over-the-air,
for example) or over the Internet.

[0032] In general operation, the client devices 102 and
associated CDN and back office infrastructure 122/140 may
be configured to effectuate adaptive streaming of content as
follows. Initially, source content is transcoded or otherwise
encoded with different bit rates (e.g., multi-rate transcoding).
For example, a particular content may be transcoded into five
video files using variable bit rates, ranging from low to high
bit rates. The particular content is therefore encoded as five
different “versions” or “formats”, wherein each bit rate is
called a profile or representation. The encoded content is
divided into fixed duration segments or chunks, which are
typically between two and ten seconds in duration. One
skilled in the art will recognize that shorter segments may
reduce coding efficiency whereas larger segments may
impact the adaptability to changes in network throughput
and/or fast changing client behavior. Regardless of the chunk
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size, the segments may be Group-of-Pictures (GOP)-aligned
such that all encoding profiles have the same segments. A
suitable Manifest File is created that describes the encoding
rates and Universal Resource Locator (URL) pointers relative
to the various segments of encoded content. In one implemen-
tation, the Manifest File (MF), a Delivery Format (DF) and
means for conversion from/to existing File Formats (FF) and
Transport Streams (TS) may be provided to a specific client
device 102 when a particular content is requested, which uses
HTTP to fetch the encoded segments from the content pro-
vider network, provided there is no bandwidth conflict with
respect to the bandwidth pipe serving the premises. The
received segments may be buffered, as needed, and decoded
and played back (i.e., rendered) in sequence, either at the local
display 110 or at any one or several of the external A/V
devices (112-1 to 112-N). The ABR streaming client module
104 may be designed to select an optimum profile of each
segment so as to maximize quality without risking buffer
underflow and staffing (i.e., rebuffering) of the play-out. Each
time the client device 102 fetches a segment, it may choose
the profile based on the measured time to download the pre-
vious one or several segments. Additionally, the client device
102 is operable to provide the external A/V device informa-
tion to the back office infrastructure 122 as part of its session
request in order to enable or facilitate a management node,
e.g., a streaming policy server, along with a bandwidth sched-
uler, to effectuate a number of streaming policy management
operations, such as, e.g., determining, provisioning and allo-
cating a bandwidth or setting a bandwidth capacity limitation,
determining/assigning a suitable priority weights for stream-
ing requested content, determining an appropriate version of
the particular content program for streaming, and the like.

[0033] FIG. 1B depicts an example network arrangement
100B that illustrates a customer premises 152 having one or
more ABR streaming clients and a plurality of network ele-
ments that may be configured to manage conflict resolution in
an ABR streaming environment with respect to a bandwidth
pipe 160 serving the customer premises 152. It should be
appreciated by one skilled in the art that in some aspects the
example network arrangement 100B is another realization of
the ABR streaming network environment 100A shown in
FIG. 1A. By way of illustration, customer premises 152 may
include a plurality of users 154 operating one or more client
devices 156 (e.g., STB units 156-1, PC/tablets 156-2, smart-
phones 156-3 and TV/DVD/Gaming consoles 156-4, etc.),
that exemplify UE devices 102 in HG. 1A, wherein each
client device may be configured to execute one or more ABR
client applications 158 for purposes of streaming content (i.e.,
as ABR clients) from one or more content servers. A plurality
of streaming sessions 162-1 to 162-N are illustrative of the
sessions launched by at least a subset of the users 154 using
appropriate combinations of client devices 156 and streaming
clients 158, which sessions may involve content streams at
different bitrates or bandwidth depending on the type of con-
tent, devices, priority weights associated therewith, and/or
other subscriber/operator policies implemented as part of a
bandwidth allocation and pipe management system 170.
Typically, priority users or users streaming priority content
may be allowed to have more bandwidth than non-priority
users, for example, within the bandwidth pipe 160 serving the
premises 152. When a new session request 164 is initiated, for
example, by a new client application running on the same
client device or on a new client device, a conflict detection
mechanism 166 is operative to detect if there is any bandwidth
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conflict with respect to one or more clients. In one example
implementation, a virtual simulation of the bandwidth con-
sumption through the pipe may be performed using, for
instance a WFQ-based or similar bandwidth management
system, assuming the new client (with it’s own specific
requirements) being added. If any conflict is detected (e.g.,
bandwidth policy requirements of one or more clients appli-
cations is predicted to be unmet if the new client were to be
added), a conflict resolution policy mechanism 168 is opera-
tive to effectuate certain actions to address the impending
potential bandwidth conflict according to one or more
embodiments of the present patent application as will be set
forth in additional detail below.

[0034] FIGS. 2-5 depict flowcharts of various blocks, steps
and/or acts that may be combined in one or more arrange-
ments that illustrate example conflict detection and resolution
methods according to one or more embodiments of the
present patent disclosure. In FIG. 2, reference numeral 200
generally refers to at least a portion of a conflict detection
process in one embodiment. At block 202, a session request
from a new ABR client launched in a customer premises that
includes one or more existing ABR clients (i.e., ABR clients
currently engaged in corresponding streaming sessions) is
received in an example streaming network environment. At
block 204, a forecasting mechanism is initiated whereby
bandwidth requirements for one or more ABR clients, includ-
ing the existing ABR clients as well as the new ABR client in
one example implementation, are modeled, simulated or oth-
erwise estimated upon taking into account a bandwidth
requirement for the requested session by the new ABR client.
As pointed out previously, a virtual simulation using WFQ
techniques or similar bandwidth management system set
forth in one or more related, commonly-assigned patent
applications referenced hereinabove may be utilized in effec-
tuating the forecasting mechanism. Furthermore, an example
forecasting mechanism may incorporate A/V device display
information relative to where the requested session will be
rendered, provided such information is made available, e.g.,
via the session request. If any forecasted bandwidth require-
ments violate a policy regarding the users, streaming session
bitrate requirements or bandwidth thresholds, QoS, or any
combination thereof, a potential conflict may be detected or
otherwise determined (block 206). If no potential conflict is
determined to exist, a new streaming session pursuant to the
session request may be established with the new client in any
known or heretofore unknown streaming techniques (block
206).

[0035] FIG. 3 depicts an example conflict notification
mechanism 300 that may be utilized where a generic or legacy
ABR client launches a new session request. Responsive to
detecting or otherwise determining that an impending conflict
exists as set forth in the flowchart of FIG. 2, a conflict notifi-
cation message may be generated (block 302) at a suitable
location within the ABR back office infrastructure as will be
set forth in detail below. Broadly, the conflict notification
message may comprise a video-encoded still image of a mes-
sage (text, graphics, etc.) to the effect that the session request
from the new ABR client is being rejected on account of a
bandwidth conflict relative to the premises. For instance, such
a message may indicate the total number of existing sessions
in addition to the text that there is not enough bandwidth to
watch the requested content. The video-encoded still image,
which may be encoded at a low bitrate, may be provided or
otherwise delivered to the new client for display on a desig-
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nated A/V device, in addition to the new client’s session
request being rejected (block 306). Reference numeral 400
shown in FIG. 4 generally refers to at least a portion of blocks,
steps and/or acts that may be involved in the delivery of a
video-encoded still message for purposes of conflict notifica-
tion according to one embodiment. An ABR back office is
operative to send a HyperText Transfer Protocol (HTTP)
message (e.g., http redirect message) to the new ABR client
whose session request is rejected (block 402). Responsive to
the redirect message, the new ABR client obtains a manifest
file including the URL(s) corresponding to the encoded con-
flict notification message (block 404). Subsequently, the new
ABR client obtains the encoded conflict notification message
segments based on the URL(s) indicated in the manifest the,
which are then rendered on a display device associated there-
with (block 406).

[0036] FIG. 5 depicts an example conflict resolution
mechanism 500 that may be utilized where a custom ABR
client having interactive capabilities launches a new session
request. Responsive to detecting or otherwise determining
that an impending conflict exists regarding the session request
as set forth in FIG. 2, an interactive session may be launched
with the new ABR client and/or one or more existing ABR
clients (e.g., if they are also custom clients having interactiv-
ity) (block 502) in respect of the session request. As set forth
at block 504, a dialog or message box having pull-down
menus, query/response options, etc., may be presented to the
user(s) over the Internet, wherein a number of options,
choices, actions, etc. may be offered to the users. For
example, the new ABR client user may be presented with the
total number of currently active streaming sessions, identity
of users and/or client devices associated with the streaming
sessions, particular content being streamed, priority/prefer-
ence levels, etc., in addition to an option to select one or more
existing clients to terminate or otherwise deactivate the
streaming sessions associated therewith. Yet another option
may involve offering a point-of-sale purchase transaction to
the user whereby the user can choose to purchase a specific
bandwidth upgrade (e.g., for a time period or for the duration
of the particular content requested, etc.). Upon accepting an
option input by the user, and responsive thereto, a suitable
action may be effectuated with respect to the session request
(block 506). By way of example, a new session may be
established if the option input by the user allows for streaming
of the requested content after disconnecting a selected exist-
ing session without violating the bandwidth requirements of
the existing sessions (block 506).

[0037] It should be appreciated that the foregoing blocks,
steps and/or acts of FIGS. 2-5 may be arranged or re-arranged
in several combinations, which may be executed at different
locations or at co-located network elements or nodes within a
streaming network environment such as the example network
environments illustrated in FIGS. 1A and 1B. Additional
details with respect to one or more of such embodiments may
be exemplified in view of FIGS. 6-13 described below.

[0038] Taking reference to FIG. 6, an example subscriber
home premises 602 includes a plurality of client devices, e,g.,
devices 604-1 to 604-5, engaged in respective streaming ses-
sions in an ABR streaming environment 600, wherein an 8
Mbs virtual pipe 622 is operative to serve the premises 602 via
a suitable gateway 614. By way of illustration, device 604-1
may be a tablet having a streaming session 606-1 for content
having a priority level 3; device 604-2 may be a Blu-Ray Disc
(BD) player coupled to a 1080p TV display and having a
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streaming session 606-2 for content having a priority level 1;
device 604-3 may be another BD player coupledto a 720p TV
display and having a streaming session 606-3 for content
having a priority level 2; device 604-4 may be a set-top box
(STB) coupled to a 4801 TV display and having a streaming
session 606-4 for content having a priority level 3; and device
604-5 may be a smartphone having a streaming session 606-5
for content having a priority level 4. A subscriber/operator
ABR policy management node or system 618 may be config-
ured to maintain appropriate priority-to-weight mapping rela-
tionships that may be used in bandwidth scheduling, as illus-
trated by Table 1 below:

TABLE I
Priority Level Weight
Priority 1 3.0
Priority 2 1.75
Priority 3 0.875
Priority 4 0.4375

The subscriber/operator ABR policy management node 618
may also maintain a messaging delivery policy that assigns a
relatively low messaging weight (e.g., weight 0.2) with
respect to message transmission. Further, a bitrate threshold
policy may establish a defined minimum video bitrate thresh-
old of 0.4 Mbs that may be applied across all priority levels
and weights. Additionally or alternatively, the bitrate thresh-
old policy may comprise a more sophisticated approach
wherein different priorities/weights may be accorded varying
thresholds. For example, a higher video bitrate threshold may
be established for high priority sessions in contrast to lower
priority sessions that may have correspondingly lower bitrate
thresholds, or vice versa.

[0039] Subscriber premises 602 also includes a client
device 608, e.g., a PS3 gaming device coupled to a 1080p TV
display, operative to request ABR assets from one or more
content providers. When a new session request 628 is
launched by device 608, it is propagated via gateway 614 to a
back office 616 as exemplified by the request 630 that may
include the connected TV display’s DDI such as, including
but not limited to, make/manufacture of the gaming device
and connected display, resolution (e.g., 720p, 1080p, etc.),
class/size (e.g., 52", 62", 73", etc.), and the like. Responsive
thereto, a session ID (e.g., Session ID: XXX) may be assigned
with respect to the new session request, which may be trans-
mitted to the subscriber/operator ABR policy management
node 618 via a policy management request 640. In an example
implementation, the policy management request 640 may
also include the requesting device/display information
received as part of the session request 630. Service logic
executing at the subscriber/operator ABR policy manage-
ment node 618 may be configured to generate, responsive to
the policy management request 640 received from the back
office node 616, a bitrate forecasting request 634 to a fore-
casting module that may be implemented at different loca-
tions with respect to the ABR streaming environment 600. As
will be described in detail below, such a forecasting module
may be provided as part of a premises gateway or a CON
edge/delivery node. For purposes of FIG. 6, an ABR delivery
server functionality 620 that facilitates the WFQ-based band-
width pipe 622 serving the premises 602 is exemplified as
having the bitrate forecasting capability. By way of illustra-
tion, the ABR delivery server functionality 620 is operative to
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manage a plurality of streams of different bandwidth com-
prising the bandwidth pipe 622 that correspond to the existing
sessions of the client devices 604-1 to 604-5 (e.g., five
streams represented by arrows of varying thickness, denoting
bandwidths 1.009 Mbs, 3.459 Mbs, 2.018 Mbs, 1.009 Mbs
and 0.504 Mbs, which reflect the different priority/weight
factors associated with the respective sessions).

[0040] Appropriate forecasting logic executing at the ABR
delivery server functionality 620 may be configured to gen-
erate a bitrate forecast response 636 to the operator/sub-
scriber ABR policy management node 618 that includes vari-
ous bitrates forecasted for the current as well as the requested
sessions. Tables II and I1I below are illustrative of the various
pieces of information that may be provided as part of an
example a bitrate forecast response 636:

TABLE I

Current Sessions

Session ID Device/Display Weight Bitrate
Current session ID 1 Device-1 3.0 2.425 Mbs
Current session ID 2 Device-2 1.75 1.409 Mbs
Current session ID 3 Device-3 875 704 Mbs
Current session ID 4 Device-4 875 704 Mbs
Current session ID 5 Device-5 4375 .352 Mbs
TABLE III
New Session Request
Session ID Device/Display Weight Bitrate
Session ID XXX PS3/HDTV 3.0 2.415 Mbs

[0041] Responsive to receiving the bitrate forecast
response 636, the operator/subscriber ABR policy manager
node 618 is operative to detect or otherwise determine
whether there is an impending conflict with respect to the new
session request. For example, if the defined minimum video
bitrate threshold is 0.4 Mbs, it can be seen that the forecasted
bitrate for the streaming session 1D 5 is below that threshold
after accounting for the new session. Accordingly, a determi-
nation may be made that a potential conflict exists pursuant to
the new session request. Thereafter, the operator/subscriber
ABR policy management node 618 is operative to generate
one or more notifications or responses depending on how an
embodiment of conflict management/resolution functionality
may be distributed or localized within the ABR network.
Tlustratively, a separate conflict management node 624 may
be provided that is configured to receive a notification 638
(e.g., “User Bitrate Exceeded” notification) that includes the
various pieces of information received from the forecasting
functionality. Further, the operator/subscriber ABR policy
management node 618 may also be configured to generate a
policy management response 632 to the back office node 616,
which includes an indication that there is a potential conflict
with respect to the new session request (having the Session ID
XXX).

[0042] FIG. 7 depicts a flowchart of various blocks, steps
and/or acts illustrative of additional details with respect to an
embodiment of a conflict detection scheme 700 in view of the
example ABR streaming environment 600 described above.
Atblock 702, a new client makes an ABR session request to
aback office, which assigns a session ID thereto (block 704).
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The back office requests a policy for the new client from the
subscriber/operator policy management system or policy
manager (block 706). Responsive thereto, the subscriber/op-
erator policy management system generates a request to an
ABR delivery server/system for forecasted bitrate informa-
tion, wherein the request includes the new client session 1D
and policy weighting information for the requested session
(block 708). The ABR delivery server responds to the policy
manager with forecasted bitrates based on network simula-
tion etc. that includes a weight assigned to the new client’s
session (block 710). A determination may be made as to
whether any forecasted bitrates are outside audio and/or
video delivery thresholds (block 712). If there is no violation
of the applicable thresholds, the back office may generate a
response to the new client including a suitable ABR session
setup sequence (e.g., providing one or more manifest files
including URLs to the requested content), as set forth at block
718. Otherwise, the policy manager informs a conflict man-
ager node and the back office node appropriately (blocks 714
and 716), as described above.

[0043] FIG. 8 depicts an example ABR streaming environ-
ment 800 with additional details relative to an embodiment of
a conflict resolution/management scheme according to the
teachings of the present patent disclosure. As will be realized
by one skilled in the art, the example ABR streaming envi-
ronment is substantially similar to the streaming environment
600 of FIG. 6 described above. Accordingly, at least certain
portions of the description of FIG. 6 are equally applicable
with respect to the streaming environment 800, mutatis
mutandis. Focusing on the aspects relating to conflict resolu-
tion after a potential conflict has been detected, the example
embodiment of FIG. 8 is illustrative of the scenario where a
video-encoded still image of a conflict notification message
may be provided to the requesting new client 608 of sub-
scriber premises 602. Upon receiving a potential conflict
notification including various pieces of forecasted bitrate
information with respect to a new session request (as exem-
plified by reference numerals 808 and 810) from the operator/
subscriber policy manager 618, the ABR conflict manage-
ment node 624 is operative to transmit an encode message
request 816 to an ABR video messaging system or node 802
for generating and encoding a suitable conflict notification
message. A still image containing the conflict notification
message (e.g., “Your home has Five ABR video sessions
active. There is not enough bandwidth to watch your video.”)
may be encoded using an appropriate video bitrate that is
sufficiently low such that its streaming to the client device via
bandwidth pipe 622 does not impact the quality of the existing
sessions. An appropriate mechanism (e.g., Kush Gauge cal-
culation) may be utilized by a conflict notification messaging
component 806 associated with the video messaging node
802 for computing a bitrate used in generating the video-
encoded image of the conflict notification message that may
be stored at a database 804, including its manifest and video
message segments therefor. An encode message response 812
may be provided to the conflict management node 624 includ-
ing a URL to the message manifest, which is propagated to the
back office 616, as indicated by a response message 818
containing the requested session’s ID (e.g., Session ID: XXX
as referenced in the description of FIG. 6 above). The back
office 616 thereafter generates a notification 821 to the opera-
tor/subscriber policy manager node 618, in addition to trans-
mitting an HTTP redirect message to premises gateway 614,
(e.g., using an http response status code 302 that includes a
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URL in its location header field for the notification message
manifest), which is propagated to the new client device 608,
as illustrated by reference numeral 828. Messages 830, 824
are illustrative of the http message propagated to the video
messaging node 802 for requesting the manifest (e.g., http://
XXX XXX.XXX.XXX/message/manifest.xxx) and messages 826,
838 are illustrative a response message including the manifest
from the video messaging node received by the client device
608. Responsive to the received message manifest file, the
new client 608 is operative to receive the video-encoded
image of'the conflict notification message, based on the inter-
action of the video messaging server 802, operator/subscriber
policy manager node 618 and the delivery server 620, as a
separate stream 836 of the bandwidth pipe 622. Pursuant to
this interaction, the delivery server 620 receives via path 832
encoded video message segments of the conflict notification
message from the video messaging node 802 and applicable
data (e.g., subscriber device data, session ID and a weight
associated with the notification message stream 836) via a
notification 834 from the operator/subscriber policy manager
node 618. As the conflict notification message stream 836 is
propagated via gateway 614 to the client device 608 (as a
streaming session 840 having a low bandwidth, e.g., 0.2239
Mbs), the image may be rendered at the connected HDTV
display that shows the message: Your home has Five ABR
video sessions active. There is not enough bandwidth to
watch your video. In an example implementation, as the
message image is being displayed on the connected display
device, the new client application may remain active although
its new session request has been rejected by the back office
616.

[0044] FIG. 9 depicts a flowchart of various blocks, steps
and/or acts illustrative of additional details with respect to an
embodiment of a conflict resolution scheme 900 in view of
the example ABR streaming environment 800 described
above. Responsive to a conflict detection mechanism (block
902), a conflict management system or node sends a message
encode request to an ABR video messaging server/system
(block 904). An image of a suitable conflict notification mes-
sage is generated, which is then video-encoded (block 908),
e.g., using a single bitrate, based on a Kush Gauge calculation
for bitrate computation, as exemplified below:

Bitrate in kbps=pixel countxmotion factor (1, 2, or
4)%0.07/1000;

where the pixel count is the multiple of the video’s width and
height, the motion factor is an estimate of how fast the moving
images are in a video. For an example message in Full SD
resolution of 780x480, with a still image motion factor being
1, the expression computes to 24.192 kbps, which may
applied for encoding the still image into video. It should be
appreciated that low bitrates of up to 50 kbps may be used in
typical legacy streaming client applications for inserting a
video-encoded sill image of appropriate conflict notification
message(s).

[0045] At block 910, the video messaging server responds
to the conflict management system with an ABR manifest
referencing the still image message encoded into video using
the single bit rate computed according to the Kush Gauge
calculation. At block 912, the conflict management node
informs the back office of the conflict notification message
manifest associated with the session ID generating the poten-
tial conflict. Thereafter, the back office sends an ABR mes-
sage notification to the operator/subscriber policy manage-
ment node including the subscriber, client device and session
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1D (block 914), which is propagated to a WFQing delivery
server in a notification that also includes a suitable weighting
factor for the delivery of the message (block 916). The back
office further responds to the requesting ABR client with an
http 302 redirect message, referencing the ABR encoded con-
flict notification message (block 918). Responsive thereto,
the conflicting client device pulls the ABR video message
segments for rendering on a display screen (block 920).

[0046] FIG. 10 depicts an example ABR streaming envi-
ronment 1000 with additional details relative to another
embodiment of a conflict resolution/management scheme
according to the teachings of the present patent disclosure. As
before, the description of the streaming environments shown
in FIGS. 6 and 8 is substantially applicable with respect to the
streaming environment 1000, mutatis mutandis. Accordingly,
focusing primarily on the aspects relating to conflict resolu-
tion after a potential conflict has been detected, the example
embodiment of FIG. 10 is illustrative of the scenario where an
interactive session may be launched with the conflicting new
client and/or other existing clients having custom/interactive
capabilities. Upon receiving a potential conflict notification
including various pieces of forecasted bitrate information
with respect to a new session request (as exemplified by
reference numerals 808 and 1008), the ABR conflict manage-
ment node 624 is operative to initiate an interactive session
with the new client 608 (e.g., via the Internet) whereby a
customized message dialog box may be provided for facili-
tating user selection with respect to a variety of options,
actions, etc. A custom client messaging (CCM) module 1002
associated with the ABR conflict management node 624 may
be provided to generate an example dialog box 1006 that
allows for selecting an existing video session to terminate. As
described previously, other options may also be provided for
user selection depending on a specific implementation. Ref-
erence numerals 1012 and 1014 in FIG. 9 are illustrative of an
interactive session wherein the user of the client device 608
selects a particular existing session, e.g., OTT STB session
with client device 604-4, for termination. Responsive to user
selection message 1014, the ABR conflict manager node 624
generates a client disconnect message 1016 to the OTT STB
client 604-4. In addition, the ABR conflict manager node 624
also sends a disconnect decision message 1010 to the back
office 616 that references the client device identified for dis-
connection as well as the Session ID.

[0047] FIG. 11 depicts a flowchart of various blocks, steps
and/or acts illustrative of additional details with respect to an
embodiment of a conflict resolution scheme 1100 in view of
the example ABR streaming environment 1000 described
above. Responsive to a conflict detection mechanism (block
1102), a conflict management system or node sends an inter-
active session message to the conflicting ABR client (block
1104), whereby a user of the client may input a suitable
selection (block 1106). If no user action is taken, the ABR
client returns to its pre-request state (block 1108). On the
other hand, if a termination action is selected by the user,
which may involve selecting more than one existing session
for termination, the conflict management system receives the
user input via a suitable disconnect message (block 1110).
Responsive thereto, the client management system may send
one or more client disconnect messages to the existing clients
(block 1112), whereupon a new ABR session setup message
may be sent to the back office for setting up the requested
session (block 1114). It should be appreciated that anew ABR
session setup message may be generated only when it has
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been ascertained that the terminated session frees up enough
bandwidth such that adding the new session would not cause
a conflict. Accordingly, in one further variation, an iterative
selection and conflict verification scheme may be provided
wherein a user may interactively select different sessions one
by one for termination until appropriate bandwidth is released
for accommodating the new session. Additionally, the con-
flict management system may be configured to send one or
more disconnect session messages to the back office, as
explained hereinabove (block 1116). Furthermore, if other
actions are taken by the user in lieu of a termination action,
e.g., a bandwidth purchase action, appropriate responses may
then be effectuated by the system, as described previously.

[0048] Turning to FIG. 12, depicted therein is an example
ABR streaming environment 1200 that is substantially simi-
lar to the streaming environment of FIG. 6, wherein certain
aspects of conflict detection/resolution may be practiced at a
premises gateway 1208. In the embodiment of FIG. 12,
appropriate bitrate forecasting functionality may be provided
as part of gateway 1208 operative to manage an incoming
ABR delivery or broad band pipe 1202 such that an outbound
dynamic virtual pipe 1204 of suitable capacity is made avail-
able for consumption by the existing clients 604-1 to 604-5
and new client 608. Focusing on the various interactive func-
tionalities of the streaming environment 1200, when the new
client 608 initiates a session request 1206, gateway 1208 is
configured to propagate the request to the back office 616, as
exemplified by a message 1212 that includes the device,
connected display information, etc. Responsive to appropri-
ate policy management request/response interfacing with the
back office 616, the operator/subscriber policy manager node
618 is operative to generate a bitrate forecast request 1214 to
gateway 1208. Substantively similar to the forecast request
634 described previously with respect to the streaming envi-
ronment 600 of FIG. 6, the bitrate forecast request 1214 may
include the new client ID, device/display combination, in
addition to appropriate priority/weight values associated with
the requested session. Responsive thereto, the forecasting
functionality executing at gateway 1208 is operative to gen-
erate a bitrate forecast response message 1216 similar to the
bitrate forecast response 636 that includes various pieces of
information, e.g., session IDs, predicted bitrates, etc., relative
to the ongoing sessions as well as the requested session.
Thereafter, appropriate interfacing among the operator/sub-
scriber policy manager 618, conflict management node 624
and back office 616, is eftectuated for purposes of conflict
detection and resolution, as described hereinabove.

[0049] FIG. 13 depicts an example ABR streaming envi-
ronment 1300 that is substantially similar to the streaming
environment of FIG. 6, wherein certain aspects of conflict
detection/resolution may be practiced at a CDN node 1318. In
the embodiment of FIG. 13, appropriate bitrate forecasting
functionality may be provided as part of an edge/delivery
node such as, e.g., node 1318, that serves to provide a
dynamic virtual bandwidth pipe 1340 of suitable capacity
with respect the customer premises 602 via a premises gate-
way 1322. Reference numerals 1310 and 1312 refer to a
redirector node and a central origin server node, respectively,
of CDN 1302, which includes a plurality of regional nodes,
e.g., nodes 1314, 1316, coupled to the central server 1312.
Further, the edge/delivery node 1318 is hierarchically
coupled to the regional node 1316. Focusing on the various
interactive functionalities of the streaming environment
1300, when the new client 608 initiates a session request
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1304, gateway 1322 is configured to propagate the request to
the back office 616, as described previously. Pursuant to
appropriate policy management request/response interfacing
with the back office 616, the operator/subscriber policy man-
ager node 618 is operative to initially determine the location
of'the edge/delivery node 1318 by engaging in a query mecha-
nism 1330 with the redirector node 1310 of CDN 1302. Upon
identifying the edge/delivery node 1318 (e.g., Atlanta, Ga.)
serving the customer premises 602, a response including the
nodal location is provided to the operator/subscriber policy
manager node 618. Thereafter, a bitrate forecast request 1334
is generated to the edge/delivery node 1318, substantively
similar to the forecast requests 634, 1214 described previ-
ously with respect to the streaming environment 600, 1200 of
FIGS, 6 and 12, respectively. Responsive thereto, the fore-
casting functionality executing at the CDN node 1318 is
operative to generate a bitrate forecast response message
1336 similar to the bitrate forecast responses 636 and 1216.
As before, appropriate interfacing among the operator/sub-
scriber policy manager 618, conflict management node 624
and back office 616, is effectuated for purposes of conflict
detection and resolution in accordance with the teachings
hereinabove.

[0050] FIG. 14 depicts a block diagram of an example
element or component 1400 that may be configured to
execute certain aspects of conflict detection/resolution
according to one or more embodiments of the present patent
application. In one arrangement, component 1400 is illustra-
tive of a CDN node (e.g., edge node 1318) that includes a
bitrate forecast module 1406 and a bandwidth scheduling and
pipe management module 1412, e.g., based on WFQ tech-
niques. In another arrangement, component 1400 is illustra-
tive of a customer premises gateway (e.g., 1208) including the
bitrate forecasting module 1406. To the extent such a gateway
is operative to manage scheduling of an outbound bandwidth
pipe serving the customer premises, it may also include a
suitable WFQ-based bandwidth pipe management module
1412. As will be appreciated by one skilled in the art, the
functionality of bitrate forecasting may be provided as part of
a persistent memory (e.g., non-volatile memory, which may
comprise part of a generalized memory subsystem 1404),
having appropriate program instructions or code portions that
may be executed by one or more processors 1402. In one
embodiment, the bitrate forecasting module 1406 may be
configured to perform, under control of processors 1402:
forecast bandwidth requirements, responsive to a request
from a operator/subscriber policy management node, for one
or more existing ABR clients of customer premises 602 with
respect to corresponding ABR streaming sessions after
accounting for a bandwidth requirement of a new ABR cli-
ent’s request for initiating a new streaming session on a client
device; and generate a bandwidth forecast response message
to the subscriber policy management node. As described
above, the bandwidth forecast response message includes
bitrates forecasted for the existing ABR streaming sessions
and the requested new streaming session based at least in part
upon priority weights associated with the existing ABR
streaming sessions and the requested new streaming session.
Appropriate transceiver (Tx/Rx) interfacing 1408 may be
provided as part of component 1400 to facilitate bitrate fore-
castrequest/response messaging. Additional interfacing 1410
may also be provided depending on whether component 1400
is arranged as premises gateway 1208 or CDN node 1318.
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[0051] Based upon the foregoing Detailed Description, it
should be appreciated that one or more embodiments of the
present disclosure can be advantageously implemented in a
number of ABR applications, including legacy client appli-
cations as well as custom client applications. In addition to
allowing the users to override standing policies, embodi-
ments herein may facilitate control of how conflicts in poli-
cies are notified and resolved.

[0052] Inthe above-description of various embodiments of
the present disclosure, it is to be understood that the termi-
nology used herein is for the purpose of describing particular
embodiments only and is not intended to be limiting of the
invention. Unless otherwise defined, all terms (including
technical and scientific terms) used herein have the same
meaning as commonly understood by one of ordinary skill in
the art to which this invention belongs. It will be further
understood that terms, such as those defined in commonly
used dictionaries, should be interpreted as having a meaning
that is consistent with their meaning in the context of this
specification and the relevant art and may not be interpreted in
an idealized or overly formal sense expressly so defined
herein.

[0053] At least some example embodiments are described
herein with reference to block diagrams and/or flowchart
illustrations of computer-implemented methods, apparatus
(systems and/or devices) and/or computer program products.
It is understood that a block of the block diagrams and/or
flowchart illustrations, and combinations of blocks in the
block diagrams and/or flowchart illustrations, can be imple-
mented by computer program instructions that are performed
by one or more computer circuits. Such computer program
instructions may be provided to a processor circuit of a gen-
eral purpose computer circuit, special purpose computer cir-
cuit, and/or other programmable data processing circuit to
produce amachine, so that the instructions, which execute via
the processor of the computer and/or other programmable
data processing apparatus, transform and control transistors,
values stored in memory locations, and other hardware com-
ponents within such circuitry to implement the functions/acts
specified in the block diagrams and/or flowchart block or
blocks, and thereby create means (functionality) and/or struc-
ture for implementing the functions/acts specified in the
block diagrams and/or flowchart block(s). Additionally, the
computer program instructions may also be stored in a tan-
gible computer-readable medium that can direct a computer
or other programmable data processing apparatus to function
in a particular manner, such that the instructions stored in the
computer-readable medium produce an article of manufac-
ture including instructions which implement the functions/
acts specified in the block diagrams and/or flowchart block or
blocks.

[0054] As alluded to previously, tangible, non-transitory
computer-readable medium may include an electronic, mag-
netic, optical, electromagnetic, or semiconductor data storage
system, apparatus, or device. More specific examples of the
computer-readable medium would include the following: a
portable computer diskette, a random access memory (RAM)
circuit, a read-only memory (ROM) circuit, an erasable pro-
grammable read-only memory (EPROM or Rash memory)
circuit, a portable compact disc read-only memory (CD-
ROM), and a portable digital video disc read-only memory
(DVD/Blu-ray). The computer program instructions may also
be loaded onto or otherwise downloaded to a computer and/or
other programmable data processing apparatus to cause a
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series of operational steps to be performed on the computer
and/or other programmable apparatus to produce a computer-
implemented process such that the instructions which execute
on the computer or other programmable apparatus provide
steps for implementing the functions/acts specified in the
block diagrams and/or flowchart block or blocks. Accord-
ingly, embodiments of the present invention may be embod-
ied in hardware and/or in software (including firmware, resi-
dent software, micro-code, etc.) that runs on a processor such
as a digital signal processor, which may collectively be
referred to as “circuitry,” “a module” or variants thereof.

[0055] Further, in at least some additional or alternative
implementations, the functions/acts described in the blocks
may occur out of the order shown in the flowcharts. For
example, two blocks shown in succession may in fact be
executed substantially concurrently or the blocks may some-
times be executed in the reverse order, depending upon the
functionality/acts involved. Moreover, the functionality of a
given block of the flowcharts and/or block diagrams may be
separated into multiple blocks and/or the functionality of two
or more blocks of the flowcharts and/or block diagrams may
be at least partially integrated. For example, at least some of
the nodes shown in the streaming network environment of
FIG. 6 such as the operator/subscriber policy manager, back
office, and conflict management, or example, may be inte-
grated or otherwise co-located in different combinations.
Finally, other blocks may be added/inserted between the
blocks that are illustrated. Moreover, although some of the
diagrams include arrows on communication paths to show a
primary direction of communication, it is to be understood
that communication may occur in the opposite direction rela-
tive to the depicted arrows.

[0056] Although various embodiments have been shown
and described in detail, the claims are not limited to any
particular embodiment or example. None of the above
Detailed Description should be read as implying that any
particular component, element, step, act, or function is essen-
tial such that it must be included in the scope of the claims.
Reference to an element in the singular is not intended to
mean “one and only one” unless explicitly so stated, but rather
“one or more.” All structural and functional equivalents to the
elements of the above-described embodiments that are known
to those of ordinary skill in the art are expressly incorporated
herein by reference and are intended to be encompassed by
the present claims. Accordingly, those skilled in the art will
recognize that the exemplary embodiments described herein
can be practiced with various modifications and alterations
within the spirit and scope of the claims appended below.

What is claimed is:

1. A method for managing conflict resolution in an adaptive
bitrate (ABR) streaming environment with respect to a band-
width pipe serving a customer premises, the method, com-
prising:

receiving a session request from a new ABR client

launched in the customer premises that includes one or
more existing ABR clients, wherein each existing ABR
client is engaged in a corresponding ABR streaming
session;

forecasting bandwidth requirements for the one or more
existing ABR clients with respect to the corresponding
ABR streaming sessions after accounting for a band-
width requirement for the new ABR client’s session
request;
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detecting a conflict if any of forecasted bandwidth require-
ments violates a bitrate threshold policy relative to the
corresponding ABR streaming sessions of the existing
ABR clients; and

if there is a conflict, providing a conflict notification mes-
sage to the new ABR client and rejecting the session
request from the new ABR client.

2. The method as recited in claim 1, wherein the conflict
notification message comprises a video-encoded still image
of'a message that the session request from the new ABR client
is being rejected on account of a bandwidth conflict.

3. The method as recited in claim 2, wherein the still image
is encoded at a particular bitrate.

4. The method as recited in claim 3, wherein the particular
bitrate for encoding the still image is computed using a Kush
Gauge calculation.

5. The method as recited in claim 2, wherein the conflict
notification message is provided to the new ABR client by
way of a HyperText Transfer Protocol (HTTP) redirect mes-
sage generated by an ABR back office that includes a manifest
URL for the video-encoded still image.

6. The method as recited in claim 1, further comprising:

determining that there is no conflict relative to the session
request from the new ABR client: and

setting up a new streaming session responsive to the ses-
sion request from the new ABR client.

7. The method as recited in claim 1, wherein the session
request from the new ABR client includes display device
information associated with an external audio/video (A/V)
device for rendering content to be streamed.

8. The method as recited in claim 1, wherein the forecasting
of bandwidth requirements is performed at a premises gate-
way responsive to a forecasting request from a subscriber
policy management node.

9. The method as recited in claim 1, wherein the forecasting
ot bandwidth requirements is performed at a content delivery
network (CDN) edge delivery node responsive to a forecast-
ing request from a subscriber policy management node.

10. A system for managing conflict resolution in an adap-
tive bitrate (ABR) streaming environment with respect to a
bandwidth pipe serving a customer premises, the system
comprising:

a back office operative to receive a session request from a
new ABR client launched by a client device in the cus-
tomer premises that includes one or more existing ABR
clients, wherein each existing ABR client is engaged in
a corresponding ABR streaming session;

a subscriber policy management node operative to request,
responsive to a message from the back office, one of a
premises gateway and a CDN edge delivery node for
forecasted bandwidth requirements of the one or more
existing ABR clients with respect to the corresponding
ABR streaming sessions after accounting for a band-
width requirement for the new ABR client’s session
request, the subscriber policy management node further
operative to detect a conflict if any of forecasted band-
width requirements violates a bitrate threshold policy
relative to the corresponding ABR streaming sessions of
the existing ABR clients; and

a conflict management node operative, responsive to a
conflict detection message from the subscriber policy
management node, to generate a conflict message
encoding request to a video message system for facili-
tating transmission of a still image of a conflict notifica-
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tion message to the new ABR client that the session
request from the new ABR client is being rejected on
account of a bandwidth conflict.

11. The system as recited in claim 10, wherein the still
image is video-encoded at a particular bitrate.

12. The system as recited in claim 11, wherein the particu-
lar bitrate for encoding the still image is computed using a
Kush Gauge calculation.

13. The system as recited in claim 12, wherein the encoded
still image of the conflict notification message is provided to
the new ABR client by way of a HyperText Transfer Protocol
(HTTP) redirect message generated by the back office that
includes a manifest URL for the video-encoded still image.

14. The system as recited in claim 10, wherein the session
request from the new ABR client includes display device
information associated with an external audio/video (A/V)
device for rendering content to be streamed.

15. A premises gateway configured to manage a bandwidth
pipe serving a customer premises, the premises gateway com-
prising:

one or more processors; and

a bitrate forecasting module coupled to the one or more

processors, wherein the bitrate forecasting module

includes instructions executable by one or more proces-

sors and configured to:

forecast bandwidth requirements, responsive to a
request from a subscriber policy management node,
for one or more existing ABR clients of a customer
premises with respect to corresponding ABR stream-
ing sessions after accounting for a bandwidth require-
ment of a new ABR client’s request for initiating a
new streaming session on a client device; and

generate a bandwidth forecast response message to the
subscriber policy management node, the bandwidth
forecast response message including bitrates fore-
casted for the existing ABR streaming sessions and
the requested new streaming session based at least in
partupon priority weights associated with the existing
ABR streaming sessions and the requested new
streaming session.

16. The premises gateway as recited in claim 15, wherein
the new ABR client’s request for initiating a new streaming
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session request includes display device information associ-
ated with an external audio/video (A/V) device for rendering
content to be streamed.

17. An edge delivery node disposed in a content delivery
network (CDN) and configured to manage a bandwidth pipe
serving a customer premises, the edge delivery node compris-
ing:

one or more processors; and

a bitrate forecasting module coupled to the one or more

processors, wherein the bitrate forecasting module

includes instructions executable by one or more proces-

sors (1402) and configured to:

forecast bandwidth requirements, responsive to a
request from a subscriber policy management node,
for one or more existing ABR clients of a customer
premises with respect to corresponding ABR stream-
ing sessions after accounting for a bandwidth require-
ment of a new ABR client’s request for initiating a
new streaming session on a client device; and

generate a bandwidth forecast response message to the
subscriber policy management node, the bandwidth
forecast response message including bitrates fore-
casted for the existing ABR streaming sessions and
the requested new streaming session based at least in
partupon priority weights associated with the existing
ABR streaming sessions and the requested new
streaming session.

18. The edge delivery node as recited in claim 17, wherein
the new ABR client’s request for initiating a new streaming
session request includes display device information associ-
ated with an external audio/video (A/V) device for rendering
content to be streamed.

19. The edge delivery node as recited in claim 17, wherein
the request from the subscriber policy management node is
received after a query by the subscriber policy management
node to a redirector node disposed in the CDN, the query for
determining the edge delivery node managing the bandwidth
pipe associated with the customer premises.

20. The edge delivery node as recited in claim 17, further
comprising a bandwidth allocation and pipe management
module for allocating bandwidth to the customer premises
using weighed fair queuing (WFQ) with respect to the ABR
streaming sessions.



