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Description

TECHNICAL FIELD

[0001] The technology discussed below relates gen-
erally to wireless communication systems, and more par-
ticularly, to reconfigurable uplink control transmissions
for wireless communication and communication meth-
ods.

INTRODUCTION

[0002] Wireless communication systems are widely
deployed to provide various telecommunication services
such as telephony, video, data, messaging, and broad-
casts. Typical wireless communication systems may em-
ploy multiple-access technologies capable of supporting
communication with multiple users by sharing available
system resources (e.g., bandwidth, transmit power). Ex-
amples of such multiple-access technologies include
code division multiple access (CDMA) systems, time di-
vision multiple access (TDMA) systems, frequency divi-
sion multiple access (FDMA) systems, orthogonal fre-
quency division multiple access (OFDMA) systems, sin-
gle-carrier frequency division multiple access (SC-FD-
MA) systems.
[0003] Multiple access technologies have been adopt-
ed in various telecommunication standards to provide a
common protocol that enables different wireless devices
to communicate on a municipal, national, regional, and
even global level. For example, fifth generation (5G) New
Radio (NR) communications technology is envisaged to
expand and support diverse usage scenarios and appli-
cations with respect to current mobile network genera-
tions. In an aspect, 5G communications technology in-
cludes enhanced mobile broadband addressing human-
centric use cases for access to multimedia content, serv-
ices and data; ultra-reliable-low latency communications
(URLLC) with strict requirements, especially in terms of
latency and reliability; and massive machine type com-
munications for a very large number of connected devic-
es and typically transmitting a relatively low volume of
non-delay-sensitive information.
[0004] Wireless communication networks are being
utilized to provide and support an even broader range of
services for various types of devices with different capa-
bilities. While some devices can fully utilize the available
bandwidth of the communication channels, some devic-
es have limited or lesser ability to utilize the full bandwidth
and/or need to conserve power to extend operating time,
especially for battery powered devices. However, in cur-
rent communication standards such as Long-Term Evo-
lution (LTE), certain aspects of the downlink slot structure
may limit the extent of power saving and spectral effi-
ciency, especially if extended to a wider bandwidth im-
plementation of the next generation networks or 5G net-
works.
[0005] As the demand for mobile broadband access

continues to increase, however, there exists a need for
further improvements in 5G communications technology
and beyond. Preferably, these improvements should be
applicable to other multi-access technologies and the tel-
ecommunication standards that employ these technolo-
gies.
[0006] US 2016/0270115 relates to wireless commu-
nications utilizing a self-contained time division duplex
subframe structure. Qualcomm Incorporated: "Summary
of email discussion on frame structure", R1-165456 re-
lates to a discussion on frame structure by focusing on
understanding of DL/UL/Sidelink time domain structure
containing RS, the assignment, the acknowledgement
and data. Qualcomm Incorporated: "UCI content",
R1-1610179 relates to UCI contents for 5G.

BRIEF SUMMARY

[0007] The following presents a simplified summary of
one or more aspects of the present disclosure, in order
to provide a basic understanding of such aspects. This
summary is not an extensive overview of all contemplat-
ed features of the disclosure, and is intended neither to
identify key or critical elements of all aspects of the dis-
closure nor to delineate the scope of any or all aspects
of the disclosure. Its sole purpose is to present some
concepts of one or more aspects of the disclosure in a
simplified form as a prelude to the more detailed descrip-
tion that is presented later.
[0008] Some aspects of the disclosure relate to a meth-
od of wireless communication operable at a scheduling
entity according to claim 1.
[0009] Some aspects of the disclosure relate to a
scheduling entity configured for wireless communication,
according to claim 13.
[0010] Some aspects of the disclosure relate to a com-
puter-readable storage medium according to claim 15.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011]

FIG. 1 is a diagram illustrating an example of an ac-
cess network.
FIG. 2 is a block diagram conceptually illustrating an
example of a scheduling entity communicating with
one or more scheduled entities according to some
aspects of the disclosure.
FIG. 3 illustrates an uplink-centric slot structure and
a downlink-centric slot structure that may be em-
ployed in certain access networks that may be adapt-
ed in accordance with some aspects of the disclo-
sure.
FIG. 4 illustrates self-contained slots that may be
employed and/or adapted in accordance with certain
aspects of the disclosure.
FIG. 5 illustrates a common downlink (DL) burst and
a common uplink (UL) burst as they may appear in
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each of a DL-centric slot and an UL-centric slot ac-
cording to some aspects of the disclosure.
FIG. 6 illustrates a transmission in which a plurality
of slots includes DL-centric slots and an UL-centric
slot according to one aspect of the disclosure.
FIG. 7 illustrates UL control channel transmissions
schedules that may be configured based on reported
UE power headroom according to one aspect of the
disclosure.
FIG. 8 is a diagram illustrating examples of UL control
channel transmissions that may be scheduled based
on available UE capabilities including processing
power according to one aspect of the disclosure.
FIG. 9 is a diagram illustrating examples of UL feed-
back scheduling based on UL control burst availa-
bility according to one aspect of the disclosure.
FIG. 10 is a block diagram illustrating an example of
a hardware implementation for a scheduling entity
employing a processing system according to one as-
pect of the disclosure.
FIG. 11 is a block diagram illustrating an example of
a hardware implementation for a scheduled entity
employing a processing system according to one as-
pect of the disclosure.
FIG. 12 is a flowchart illustrating a first example of a
communication process in which feedback is sched-
ule based on certain operational parameters accord-
ing to some aspects of the disclosure.
FIG. 13 is a flowchart illustrating a second example
of a communication process in which feedback is
schedule based on certain operational parameters
according to some aspects of the disclosure.

DETAILED DESCRIPTION

[0012] The detailed description set forth below in con-
nection with the appended drawings is intended as a de-
scription of various configurations and is not intended to
represent the only configurations in which the concepts
described herein may be practiced. The detailed descrip-
tion includes specific details for the purpose of providing
a thorough understanding of various concepts. However,
it will be apparent to those skilled in the art that these
concepts may be practiced without these specific details.
In some instances, well known structures and compo-
nents are shown in block diagram form in order to avoid
obscuring such concepts.
[0013] Aspects of the present disclosure provide for
flexible and reconfigurable UL control feedback that may
be utilized in the next generation or 5G wireless commu-
nication networks, including networks that implement 5G
NR communications technology. Feedback related to DL
transmissions may be provided in short UL bursts within
the slots carrying the DL transmissions. Processing ca-
pabilities, power headroom and other operational condi-
tions cause a base station to schedule transmission of
feedback associated with a first slot in a second slot. In
some instances, network loading or interference associ-

ated with certain types of UL bursts may cause the feed-
back to be transmitted in other UL bursts.
[0014] The various concepts presented throughout this
disclosure may be implemented across a broad variety
of telecommunication systems, network architectures,
and communication standards. Referring now to FIG. 1,
as an illustrative example without limitation, a schematic
illustration of a radio access network 100 is provided.
[0015] The geographic region covered by the radio ac-
cess network 100 may be divided into a number of cellular
regions (cells) that can be uniquely identified by a user
equipment (UE) based on an identification broadcasted
over a geographical area from one access point or base
station. FIG. 1 illustrates macrocells 102, 104, and 106,
and a small cell 108, each of which may include one or
more sectors. A sector is a sub-area of a cell. All sectors
within one cell are served by the same base station. A
radio link within a sector can be identified by a single
logical identification belonging to that sector. In a cell that
is divided into sectors, the multiple sectors within a cell
can be formed by groups of antennas with each antenna
responsible for communication with UEs in a portion of
the cell.
[0016] In general, a base station (BS) serves each cell.
Broadly, a base station is a network element in a radio
access network responsible for radio transmission and
reception in one or more cells to or from a UE. A BS may
also be referred to by those skilled in the art as a base
transceiver station (BTS), a radio base station, a radio
transceiver, a transceiver function, a basic service set
(BSS), an extended service set (ESS), an access point
(AP), a Node B (NB), an eNode B (eNB), a gNode B
(gNB), or some other suitable terminology.
[0017] In FIG. 1, two high-power base stations 110 and
112 are shown in cells 102 and 104; and a third high-
power base station 114 is shown controlling a remote
radio head (RRH) 116 in cell 106. That is, a base station
can have an integrated antenna or can be connected to
an antenna or RRH by feeder cables. In the illustrated
example, the cells 102, 104, and 106 may be referred to
as macrocells, as the high-power base stations 110, 112,
and 114 support cells having a large size. Further, a low-
power base station 118 is shown in the small cell 108
(e.g., a microcell, picocell, femtocell, home base station,
home Node B, home eNode B, etc.) which may overlap
with one or more macrocells. In this example, the cell
108 may be referred to as a small cell, as the low-power
base station 118 supports a cell having a relatively small
size. Cell sizing can be done according to system design
as well as component constraints. It is to be understood
that the radio access network 100 may include any
number of wireless base stations and cells. Further, a
relay node may be deployed to extend the size or cov-
erage area of a given cell. The base stations 110, 112,
114, 118 provide wireless access points to a core network
for any number of mobile apparatuses.
[0018] FIG. 1 further includes a quadcopter or drone
120, which may be configured to function as a base sta-

3 4 



EP 3 536 058 B1

5

5

10

15

20

25

30

35

40

45

50

55

tion. That is, in some examples, a cell may not necessarily
be stationary, and the geographic area of the cell may
move according to the location of a mobile base station
such as the quadcopter 120.
[0019] In general, base stations may include a back-
haul interface for communication with a backhaul portion
of the network. The backhaul may provide a link between
a base station and a core network, and in some exam-
ples, the backhaul may provide interconnection between
the respective base stations. The core network is a part
of a wireless communication system that is generally in-
dependent of the radio access technology used in the
radio access network. Various types of backhaul inter-
faces may be employed, such as a direct physical con-
nection, a virtual network, or the like using any suitable
transport network. Some base stations may be config-
ured as integrated access and backhaul (IAB) nodes,
where the wireless spectrum may be used both for ac-
cess links (i.e., wireless links with UEs), and for backhaul
links. This scheme is sometimes referred to as wireless
self-backhauling. By using wireless self-backhauling,
rather than requiring each new base station deployment
to be outfitted with its own hard-wired backhaul connec-
tion, the wireless spectrum utilized for communication
between the base station and UE may be leveraged for
backhaul communication, enabling fast and easy deploy-
ment of highly dense small cell networks.
[0020] The radio access network 100 is illustrated sup-
porting wireless communication for multiple mobile ap-
paratuses. A mobile apparatus is commonly referred to
as user equipment (UE) in standards and specifications
promulgated by the 3rd Generation Partnership Project
(3GPP), but may also be referred to by those skilled in
the art as a mobile station (MS), a subscriber station, a
mobile unit, a subscriber unit, a wireless unit, a remote
unit, a mobile device, a wireless device, a wireless com-
munications device, a remote device, a mobile subscriber
station, an access terminal (AT), a mobile terminal, a
wireless terminal, a remote terminal, a handset, a termi-
nal, a user agent, a mobile client, a client, or some other
suitable terminology. A UE may be an apparatus that
provides a user with access to network services.
[0021] Within the present document, a "mobile" appa-
ratus need not necessarily have a capability to move,
and may be stationary. The term mobile apparatus or
mobile device broadly refers to a diverse array of devices
and technologies. For example, some nonlimiting exam-
ples of a mobile apparatus include a mobile, a cellular
(cell) phone, a smart phone, a session initiation protocol
(SIP) phone, a laptop, a personal computer (PC), a note-
book, a netbook, a smartbook, a tablet, a personal digital
assistant (PDA), and a broad array of embedded sys-
tems, e.g., corresponding to an "Internet of things" (IoT).
A mobile apparatus may additionally be an automotive
or other transportation vehicle, a remote sensor or actu-
ator, a robot or robotics device, a satellite radio, a global
positioning system (GPS) device, an object tracking de-
vice, a drone, a multi-copter, a quad-copter, a remote

control device, a consumer and/or wearable device, such
as eyewear, a wearable camera, a virtual reality device,
a smart watch, a health or fitness tracker, a digital audio
player (e.g., MP3 player), a camera, a game console,
etc. A mobile apparatus may additionally be a digital
home or smart home device such as a home audio, video,
and/or multimedia device, an appliance, a vending ma-
chine, intelligent lighting, a home security system, a
smart meter, etc. A mobile apparatus may additionally
be a smart energy device, a security device, a solar panel
or solar array, a municipal infrastructure device control-
ling electric power (e.g., a smart grid), lighting, water,
etc.; an industrial automation and enterprise device; a
logistics controller; agricultural equipment; military de-
fense equipment, vehicles, aircraft, ships, and weaponry,
etc. Still further, a mobile apparatus may provide for con-
nected medicine or telemedicine support, i.e., health care
at a distance. Telehealth devices may include telehealth
monitoring devices and telehealth administration devic-
es, whose communication may be given preferential
treatment or prioritized access over other types of infor-
mation, e.g., in terms of prioritized access for transport
of critical service data, and/or relevant QoS for transport
of critical service data.
[0022] Within the radio access network 100, the cells
may include UEs that may be in communication with one
or more sectors of each cell. For example, UEs 122 and
124 may be in communication with base station 110; UEs
126 and 128 may be in communication with base station
112; UEs 130 and 132 may be in communication with
base station 114 by way of RRH 116; UE 134 may be in
communication with low-power base station 118; and UE
136 may be in communication with mobile base station
120. Here, each base station 110, 112, 114, 118, and
120 may be configured to provide an access point to a
core network (not shown) for all the UEs in the respective
cells. Transmissions from a base station (e.g., base sta-
tion 110) to one or more UEs (e.g., UEs 122 and 124)
may be referred to as downlink (DL) transmission, while
transmissions from a UE (e.g., UE 122) to a base station
may be referred to as uplink (UL) transmissions. In ac-
cordance with certain aspects of the present disclosure,
the term downlink may refer to a point-to-multipoint trans-
mission originating at a scheduling entity 202. Another
way to describe this scheme may be to use the term
broadcast channel multiplexing. In accordance with fur-
ther aspects of the present disclosure, the term uplink
may refer to a point-to-point transmission originating at
a scheduled entity 204.
[0023] In some examples, a mobile network node (e.g.,
quadcopter 120) may be configured to function as a UE.
For example, the quadcopter 120 may operate within cell
102 by communicating with base station 110. In some
aspects of the disclosure, two or more UE (e.g., UEs 126
and 128) may communicate with each other using peer
to peer (P2P) or sidelink signals 127 without relaying that
communication through a base station (e.g., base station
112).
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[0024] In the radio access network 100, the ability for
a UE to communicate while moving, independent of its
location, is referred to as mobility. The various physical
channels between the UE and the radio access network
are generally set up, maintained, and released under the
control of a mobility management entity (MME). In vari-
ous aspects of the disclosure, a radio access network
100 may utilize DL-based mobility or UL-based mobility
to enable mobility and handovers (i.e., the transfer of a
UE’s connection from one radio channel to another). In
a network configured for DL-based mobility, during a call
with a scheduling entity, or at any other time, a UE may
monitor various parameters of the signal from its serving
cell as well as various parameters of neighboring cells.
Depending on the quality of these parameters, the UE
may maintain communication with one or more of the
neighboring cells. During this time, if the UE moves from
one cell to another, or if signal quality from a neighboring
cell exceeds that from the serving cell for a given amount
of time, the UE may undertake a handoff or handover
from the serving cell to the neighboring (target) cell. For
example, UE 124 (illustrated as a vehicle, although any
suitable form of UE may be used) may move from the
geographic area corresponding to its serving cell 102 to
the geographic area corresponding to a neighbor cell
106. When the signal strength or quality from the neigh-
bor cell 106 exceeds that of its serving cell 102 for a given
amount of time, the UE 124 may transmit a reporting
message to its serving base station 110 indicating this
condition. In response, the UE 124 may receive a hando-
ver command, and the UE may undergo a handover to
the cell 106.
[0025] In a network configured for UL-based mobility,
UL reference signals from each UE may be utilized by
the network to select a serving cell for each UE. In some
examples, the base stations 110, 112, and 114/116 may
broadcast unified synchronization signals (e.g., unified
Primary Synchronization Signals (PSSs), unified Sec-
ondary Synchronization Signals (SSSs) and unified
Physical Broadcast Channels (PBCH)). The UEs 122,
124, 126, 128, 130, and 132 may receive the unified syn-
chronization signals, derive the carrier frequency and slot
timing from the synchronization signals, and in response
to deriving timing, transmit an uplink pilot or reference
signal. The uplink pilot signal transmitted by a UE (e.g.,
UE 124) may be concurrently received by two or more
cells (e.g., base stations 110 and 114/116) within the
radio access network 100. Each of the cells may measure
a strength of the pilot signal, and the radio access network
(e.g., one or more of the base stations 110 and 114/116
and/or a central node within the core network) may de-
termine a serving cell for the UE 124. As the UE 124
moves through the radio access network 100, the net-
work may continue to monitor the uplink pilot signal trans-
mitted by the UE 124. When the signal strength or quality
of the pilot signal measured by a neighboring cell exceeds
that of the signal strength or quality measured by the
serving cell, the network 100 may handover the UE 124

from the serving cell to the neighboring cell, with or with-
out informing the UE 124.
[0026] Although the synchronization signal transmitted
by the base stations 110, 112, and 114/116 may be uni-
fied, the synchronization signal may not identify a partic-
ular cell, but rather may identify a zone of multiple cells
operating on the same frequency and/or with the same
timing. The use of zones in 5G networks or other next
generation communication networks enables the uplink-
based mobility framework and improves the efficiency of
both the UE and the network, since the number of mobility
messages that need to be exchanged between the UE
and the network may be reduced.
[0027] In various implementations, the air interface in
the radio access network 100 may utilize licensed spec-
trum, unlicensed spectrum, or shared spectrum. Li-
censed spectrum provides for exclusive use of a portion
of the spectrum, generally by virtue of a mobile network
operator purchasing a license from a government regu-
latory body. Unlicensed spectrum provides for shared
use of a portion of the spectrum without need for a gov-
ernment-granted license. While compliance with some
technical rules is generally still required to access unli-
censed spectrum, generally, any operator or device may
gain access. Shared spectrum may fall between licensed
and unlicensed spectrum, wherein technical rules or lim-
itations may be required to access the spectrum, but the
spectrum may still be shared by multiple operators and/or
multiple RATs. For example, the holder of a license for
a portion of licensed spectrum may provide licensed
shared access (LSA) to share that spectrum with other
parties, e.g., with suitable licensee-determined condi-
tions to gain access.
[0028] In some examples, access to the air interface
may be scheduled, wherein a scheduling entity (e.g., a
base station) allocates resources for communication
among some or all devices and equipment within its serv-
ice area or cell. Within the present disclosure, as dis-
cussed further below, the scheduling entity may be re-
sponsible for scheduling, assigning, reconfiguring, and
releasing resources for one or more scheduled entities.
That is, for scheduled communication, UEs or scheduled
entities utilize resources allocated by the scheduling en-
tity.
[0029] Base stations are not the only entities that may
function as a scheduling entity. That is, in some exam-
ples, a UE may function as a scheduling entity, schedul-
ing resources for one or more scheduled entities (e.g.,
one or more other UEs). In other examples, sidelink sig-
nals may be used between UEs without necessarily re-
lying on scheduling or control information from a base
station. For example, UE 138 is illustrated communicat-
ing with UEs 140 and 142. In some examples, the UE
138 is functioning as a scheduling entity or a primary
sidelink device, and UEs 140 and 142 may function as a
scheduled entity or a non-primary (e.g., secondary) side-
link device. In still another example, a UE may function
as a scheduling entity in a device-to-device (D2D), P2P,
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or vehicle-to-vehicle (V2V) network, and/or in a mesh
network. In a mesh network example, UEs 140 and 142
may optionally communicate directly with one another in
addition to communicating with the UE 138.
[0030] Thus, in a wireless communication network with
scheduled access to time-frequency resources and hav-
ing a cellular configuration, a P2P configuration, or a
mesh configuration, a scheduling entity and one or more
scheduled entities may communicate utilizing the sched-
uled resources. Referring now to FIG. 2, a block diagram
200 illustrates a scheduling entity 202 and a plurality of
scheduled entities 204 (e.g., 204a and 204b). Here, the
scheduling entity 202 may correspond to a base station
110, 112, 114, and/or 118. In additional examples, the
scheduling entity 202 may correspond to a UE 138, the
quadcopter 120, or any other suitable node in the radio
access network 100. Similarly, in various examples, the
scheduled entity 204 may correspond to the UE 122, 124,
126, 128, 130, 132, 134, 136, 138, 140, and 142, or any
other suitable node in the radio access network 100.
[0031] As illustrated in FIG. 2, the scheduling entity
202 may transmit or broadcast traffic 206 and/or control
208 to one or more scheduled entities 204 (the traffic
may be referred to as downlink traffic). Broadly, the
scheduling entity 202 is a node or device responsible for
scheduling traffic in a wireless communication network,
including the downlink transmissions and, in some ex-
amples, uplink traffic 210 and/or uplink control 212 from
one or more scheduled entities to the scheduling entity
202. Broadly, the scheduled entity 204 is a node or device
that receives control information, including but not limited
to scheduling information (e.g., a grant), synchronization
or timing information, or other control information from
another entity in the wireless communication network
such as the scheduling entity 202.
[0032] In some examples, scheduled entities such as
a first scheduled entity 204a and a second scheduled
entity 204b may utilize sidelink signals for direct D2D
communication. Sidelink signals may include sidelink
traffic 214 and sidelink control 216. Sidelink control in-
formation 216 may in some examples include a request
signal, such as a request-to-send (RTS), a source trans-
mit signal (STS), and/or a direction selection signal
(DSS). The request signal may provide for a scheduled
entity 204 to request a duration of time to keep a sidelink
channel available for a sidelink signal. Sidelink control
information 216 may further include a response signal,
such as a clear-to-send (CTS) and/or a destination re-
ceive signal (DRS). The response signal may provide for
the scheduled entity 204 to indicate the availability of the
sidelink channel, e.g., for a requested duration of time.
An exchange of request and response signals (e.g.,
handshake) may enable different scheduled entities per-
forming sidelink communications to negotiate the avail-
ability of the sidelink channel prior to communication of
the sidelink traffic information 214.
[0033] The air interface in the radio access network
100 may utilize one or more duplexing algorithms. Duplex

refers to a point-to-point communication link where both
endpoints can communicate with one another in both di-
rections. Full duplex means both endpoints can simulta-
neously communicate with one another. Half duplex
means only one endpoint can send information to the
other at a time. In a wireless link, a full duplex channel
generally relies on physical isolation of a transmitter and
receiver, and suitable interference cancellation technol-
ogies. Full duplex emulation is frequently implemented
for wireless links by utilizing frequency division duplex
(FDD) or time division duplex (TDD). In FDD, transmis-
sions in different directions operate at different carrier
frequencies. In TDD, transmissions in different directions
on a given channel are separated from one another using
time division multiplexing. That is, at some times the
channel is dedicated for transmissions in one direction,
while at other times the channel is dedicated for trans-
missions in the other direction, where the direction may
change very rapidly, e.g., several times per slot.
[0034] Transmissions over the radio access network
100 may generally utilize a suitable error correcting block
code. In a typical block code, an information message or
sequence is split up into code blocks (CBs), and an en-
coder (e.g., a CODEC) at the transmitting device then
mathematically adds redundancy to the information mes-
sage. Exploitation of this redundancy in the encoded in-
formation message can improve the reliability of the mes-
sage, enabling correction for any bit errors that may occur
due to the noise. Some examples of error correcting
codes include Hamming codes, Bose-Chaudhuri-Hoc-
quenghem (BCH) codes, Turbo codes, low-density parity
check (LDPC) codes, and Polar codes. Various imple-
mentations of scheduling entities 202 and scheduled en-
tities 204 may include suitable hardware and capabilities
(e.g., an encoder, a decoder, and/or a CODEC) to utilize
any one or more of these error correcting codes for wire-
less communication.
[0035] The air interface in the radio access network
100 may utilize one or more multiplexing and multiple
access algorithms to enable simultaneous communica-
tion of the various devices. For example, multiple access
for uplink (UL) or reverse link transmissions from UEs
122 and 124 to base station 110 may be provided utilizing
time division multiple access (TDMA), code division mul-
tiple access (CDMA), frequency division multiple access
(FDMA), orthogonal frequency division multiple access
(OFDMA), discrete Fourier transform (DFT)-spread
OFDMA or single-carrier FDMA (DFT-s-OFDMA or SC-
FDMA), sparse code multiple access (SCMA), resource
spread multiple access (RSMA), or other suitable multi-
ple access schemes. Further, multiplexing downlink (DL)
or forward link transmissions from the base station 110
to UEs 122 and 124 may be provided utilizing time divi-
sion multiplexing (TDM), code division multiplexing
(CDM), frequency division multiplexing (FDM), orthogo-
nal frequency division multiplexing (OFDM), sparse code
multiplexing (SCM), or other suitable multiplexing
schemes.
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[0036] FIG. 3 illustrates example of slots in an access
network that utilizes a TDD carrier. Communication may
be organized by dividing the channel in the time domain
into frames, with the frames being further divided into
slots. According to an aspect of the present disclosure,
slots may take at least two general forms, referred to
herein as an UL-centric slot structure 302 and a DL-cen-
tric slot structure 304. Here, a DL-centric slot is a slot
where a majority of its scheduled time is used for com-
munication in the downlink direction (e.g., shown as a
DL burst 306 in FIG. 3); and an UL-centric slot is a slot
where a majority of its scheduled time is used for com-
munication in the uplink direction (e.g., shown as an UL
burst 308 in FIG. 3).
[0037] In a typical cell deployment, there may be an
asymmetry between downlink traffic and uplink traffic. In
general, a network may communicate a greater amount
of downlink traffic, and accordingly, a greater number of
DL-centric slots may be scheduled. Furthermore, even
while this imbalance may be predictable, the actual ratio
between UL-centric slots and DL-centric slots may not
be predictable, and may vary over time. In the example
illustrated in FIG 3, the ratio is three DL-centric slots to
one UL-centric slot for a certain cycle. It will be appreci-
ated that the ratio of DL-centric slots to UL-centric slot
may be selected for each application and/or based on
network requirements or conditions and that a wide va-
riety of ratios can be implemented.
[0038] This combination of an imbalance, and unpre-
dictability of its exact measure, can cause issues in con-
ventional TDD frame/slot structures. Specifically, if a UE
or scheduled entity has data that it wishes to transmit
over the uplink, the UE must wait for an uplink transmis-
sion opportunity. With this slot structure, the time when
such an uplink transmission opportunity may occur can
vary, and can be unpredictable. In many cases, the time
may be quite long, resulting in significant latency. This
latency can be particularly problematic when the infor-
mation that the UE wishes to transmit over the uplink is
control feedback, which can be time-sensitive or mission-
critical in many cases.
[0039] The unpredictable latency associated with
asymmetric traffic can be at least partially alleviated by
utilizing a slot structure that presents reasonable uplink
transmission opportunities in every slot. Accordingly, in
some aspects of the present disclosure, TDD slots may
be structured as self-contained slots.
[0040] FIG. 4 illustrates exemplary structures of self-
contained slots 400 and 410. Broadly, a self-contained
slot is one in which the scheduling, the data transmission,
and the data acknowledgment (feedback) are grouped
together into a single self-contained unit or slot, and
which may be independent of other slots. In the example
of the DL-centric slot 400, all of the data in the DL data
portion 404 may be scheduled utilizing scheduling infor-
mation or grants in the DL control region 402 and further,
all of the data in the data portion 404 may be acknowl-
edged (or negatively acknowledged) in the ACK portion

408 (UL control). Similarly, for the uplink-centric slot 410,
all of the data in the data portion 416 may be scheduled
utilizing scheduling information or grants in the DL control
region 412.
[0041] In the context of a multiple access network,
channel resources are generally scheduled, and each
entity is synchronous in time. That is, each node utilizing
the network coordinates its usage of the resources such
that transmissions are only made during the allocated
portion of the frame, and the time of each allocated por-
tion is synchronized among the different nodes or net-
work devices. One node acts as a scheduling entity, and
one or more nodes may be scheduled entities. The
scheduling entity may be a base station or access point,
or a UE in a D2D, P2P, and/or mesh network. The sched-
uling entity manages the resources on the carrier and
assigns resources to other users of the channel or carrier,
including scheduled entities, such as one or more UEs
in a cellular network.
[0042] Each slot 400, 410 is divided into transmit (Tx)
and receive (Rx) portions. In the DL-centric slot 400, the
scheduling entity first has an opportunity to transmit con-
trol information in the DL control region 402, and then an
opportunity to transmit data in the DL data portion 404.
The Tx portions 402 and 404 carry DL bursts in this case.
Following a guard period (GP) portion 406, the schedul-
ing entity has an opportunity to receive an acknowledged
(ACK)/not acknowledged (NACK) signal or feedback in
the ACK/NACK portion 408 from other entities using the
carrier. The ACK/NACK portion 408 carries an UL burst.
This frame structure is downlink-centric, as more re-
sources are allocated for transmissions in the downlink
direction (e.g., transmissions from the scheduling entity).
[0043] In one example, the DL control region 402 may
be used to transmit a physical downlink control channel
(PDCCH), and the DL data portion 404 may be used to
transmit a DL data payload or user data. Following the
GP portion 406, the scheduling entity may receive an
ACK signal (or a NACK signal) from the scheduled entity
during the ACK/NACK portion 408 to indicate whether
the data payload was successfully received. The GP por-
tion 406 may be scheduled to accommodate variability
in UL and DL timing. For example, latencies due to RF
antenna and/or circuitry direction switching (e.g., from
DL to UL) and transmission path latencies may cause
the scheduled entity to transmit early on the UL to match
DL timing. Such early transmission may interfere with
symbols received from the scheduling entity. According-
ly, the GP portion 406 may allow an amount of time after
the DL data portion 404 to prevent or reduce interference,
where the GP portion 406 may provide an appropriate
amount of time for the scheduling entity to switch its RF
antenna/circuitry direction, for the over-the-air (OTA)
transmission time, and time for ACK processing by the
scheduled entity. Accordingly, the GP portion 406 may
provide an appropriate amount of time for the scheduled
entity to switch its RF antenna/circuitry direction (e.g.,
from DL to UL), to process the data payload, and for the
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over-the-air (OTA) transmission time. The duration of the
GP portion 406 may be configured in terms of symbol
periods. For example, the GP portion 406 may have a
duration of one symbol period or multiple symbol periods.
This frame structure is downlink-centric, as more re-
sources are allocated for transmissions in the downlink
direction (e.g., transmissions from the scheduling entity).
[0044] In the UL-centric slot 410, the scheduled entity
first has an opportunity to receive control information in
the DL control region 412. Following a GP portion 414,
an UL transmission period 418 may be scheduled, in-
cluding an UL data portion 416 and/or an UL burst 420.
The scheduled entity has an opportunity to transmit data
in the UL data portion 416. The scheduled entity subse-
quently may have an opportunity to transmit an
ACK/NACK signal in the UL burst 420. This frame struc-
ture is uplink-centric, as more resources are allocated
for transmissions in the uplink direction (e.g., transmis-
sions from the scheduled entity). In some aspects of the
disclosure, the GP portion may be optional.
[0045] In some aspects of the present disclosure, cer-
tain control information may be pulled or grouped into its
own physical channel. In one example, control informa-
tion carried within the DL control information (DCI) in an
LTE network or the like may be pulled or grouped into
the physical downlink retransmission indicator channel
(PDRICH). The PDRICH may include a subset of infor-
mation carried in a control subband or control region of
a slot. For example, if the DCI in a slot is broken up such
that resource allocation may be provided first in a slot,
and later in the slot, retransmission indicators (RI) may
be provided in the PDRICH, then the scheduling entity
has additional time to determine whether to perform a
retransmission. By virtue of a suitable slot structure, in-
cluding the location of the PDRICH, single-interlace
transmissions may be enabled.
[0046] FIG. 5 is a diagram illustrating some examples
of common DL bursts and common UL bursts as they
may appear in each of a DL-centric slot 502 and an UL-
centric slot 504. In the illustrated examples, the common
DL bursts 506 occur at the beginning of each slot, and
the common UL bursts 508 occur at the end of each slot.
However, this is not necessarily the case, and within the
scope of the present disclosure, such common UL burst
and common DL burst may appear anywhere within each
respective slot. For example, some networking technol-
ogies a slot includes two or more slots, and common UL
bursts and common DL bursts may be provided in each
slot.
[0047] In some aspects of the disclosure, all common
DL bursts 506 within any given slot (whether an UL-cen-
tric slot or a DL-centric slot) may have the same structure,
and/or all common UL bursts 508 within any given slot
(whether an UL-centric slot or a DL-centric slot) may have
the same structure. While these common bursts may car-
ry any suitable information, in some examples the com-
mon DL burst may be utilized to carry control information
transmitted by the scheduling entity, including but not

limited to scheduling information for either the UL or DL
(or both); or, in multi-interlace or non-self-contained slots,
physical layer acknowledgment (ACK) transmissions.
For example, the common DL bursts 506 may include
the DL control regions 402 and 412 of FIG. 4. Further,
the common UL burst may be utilized to carry UL control
information transmitted by the UE or scheduled entity,
including but not limited to a sounding reference signal
(SRS), a physical layer ACK or NACK, a scheduling re-
quest (SR), channel quality information (CQI), etc.
[0048] As with the self-contained slots described
above, by utilizing these common UL and DL bursts, la-
tency may be reduced for mission-critical packets such
as control information and feedback, to the duration of,
for example, a single slot. However, according to various
aspects of the present disclosure, the possibility for this
latency or delay to be controlled allows different delays
or latencies to be provided. That is, by virtue of the pres-
ence of the common DL burst 506 and common UL burst
508 in every slot, the scheduled entity and scheduling
entity may be enabled to send the control information
carried on these common bursts with a configurable de-
lay, which may be independent of the UL/DL ratio, or the
nature of the particular slot currently occupying the chan-
nel (either DL-centric or UL-centric). Furthermore, in fur-
ther aspects of the disclosure, UEs or scheduled entities
with different delays may be multiplexed onto the chan-
nel, and may share these resources while still maintain-
ing control over their respective delays.
[0049] In some examples, the common DL bursts and
common UL bursts in each of a DL-centric slot 502 and
an UL-centric slot 504 (see FIG. 5) may be used to sup-
port at least two types of 5G NR UL control channel trans-
mission. FIG. 6 illustrates a transmission 600 in which a
plurality of slots 610a-610e include DL-centric slots 610a,
610b, 610c, 610e and an UL-centric slot 610d. The plu-
rality of slots 610a-610e may span two or more slots. The
illustrated plurality of slots 610a-610e may be transmitted
repeatedly and/or may be part of a larger pattern or ar-
rangement of slots. In one example, a DL-centric slot
610a includes one or more DL bursts 602 and a short-
duration UL burst 604. In another example, an UL-centric
slot 610d includes a short DL burst 606 and a long-du-
ration UL burst 608. 5G NR UL control channel transmis-
sions may be supported by the short-duration UL burst
604 transmitted in a DL-centric slot 610a, and/or in a
long-duration UL burst 608 in the UL-centric slot 610d.
[0050] In many examples, some or all of a UL control
channel can be transmitted in a short-duration UL burst
604. In some instances, the UL control channel may be
transmitted in the last UL symbol or symbols of a slot
610a, 610b, 610c, 610e. The UL control channel can also
be transmitted in a long-duration UL burst 608 over mul-
tiple UL symbols to improve coverage and/or to provide
increased energy at the decoder. In general, short-dura-
tion UL bursts 604 are likely to be configured more often
than the long-duration UL bursts 608, and the use of
short-duration UL bursts 604 for UL control channel
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transmission can provide faster feedback to a base sta-
tion or other scheduling entity. In some instances, the
use of long-duration UL bursts 608 for UL control channel
transmission can provide longer transmission times,
which may be important for transmitting larger volumes
of feedback information, and/or to accommodate link
budget limitations that can affect a UE.
[0051] According to certain aspects disclosed herein,
the network may select between short-duration UL bursts
604 and long-duration UL bursts 608 for UL control chan-
nel transmissions based on factors, parameters and ap-
plication needs associated with a link. The selection be-
tween short-duration UL bursts 604 and long-duration
UL bursts 608 can determine or affect feedback delays.
The network may configure feedback delay by selecting
between short-duration UL bursts 604 and long-duration
UL bursts 608 for UL control channel transmissions.
[0052] In one aspect, the network selects between
short-duration UL bursts and long-duration UL bursts for
UL control channel transmissions based on UE power
headroom. The UE may be configured to operate within
a power budget that can determine the power available
to transmit the UL control channel. The UE may use more
power to transmit to a base station that is geographically
remote than to a base station that is geographically prox-
imate. The power available for UL control channel trans-
missions may be limited by the available power head-
room or available power margin. Power headroom/mar-
gin may be defined as the difference between budgeted
power and the power used for other transmissions. Pow-
er headroom/margin may indicate power available for UL
control channel transmissions. For example, when the
UE is far away from a base station, power headroom may
be small or even zero. The power headroom may be zero
when the UE is already transmitting at peak budgeted
power. On the other hand, if the UE is located near to
the base station, power headroom can be relatively large.
The UE may continuously or continually report power
headroom to the base station. The network selects be-
tween short-duration UL bursts and long-duration UL
bursts for UL control channel transmissions based on the
reported UE power headroom.
[0053] FIG. 7, 700, 720, illustrates UL control channel
transmissions schedules that are configured based on
reported UE power headroom. In 700, the network rec-
ognizes that the UE has sufficient headroom to transmit
the UL control channel in a short-duration UL burst 704.
In this case 700, the network configures the UE to provide
UL feedback 710 corresponding to a DL burst 702 in a
short-duration UL burst 704 in the same slot.
[0054] In 720, the network recognizes that the UE has
insufficient headroom to reliably transmit the UL control
channel in a short-duration UL control burst 724. In this
case 720, the network configures the UE to provide UL
feedback 730, 732, 734 corresponding to one or more
DL bursts 722 in a long-duration UL control burst 728.
The long-duration UL control burst 728 is provided in a
different slot. The base station configures the UE to trans-

mit some or all of the UL feedback 730, 732, 734 for DL
bursts preceding the long-duration UL control burst 728
in the long-duration UL control burst 728.
[0055] The UL feedback 730, 732, 734 may include a
variety of different Uplink Control Information (UCI) fields.
In some instances, the UE may be configured to transmit
some or all of the UCI fields for each UL feedback 730,
732, 734 in a long-duration UL control burst 728. In one
example, the UE may be configured to transmit ACK bits
in a short-duration UL control burst 724, while other UCI
fields are transmitted in a long-duration UL control burst
728.
[0056] The network may configure physical resources
used by the UE based on the UL control channel trans-
missions scheduled for the UE. For example, when the
base station has configured the UE to use short-duration
UL control bursts 724 and/or long-duration UL control
bursts 728, the base station may configure the UE to use
certain physical resources, which may be identified as
physical resource bocks (PRBs). A base station may ex-
plicitly identify the physical resources by semi-statically
or dynamically configuring the UE to use certain PRBs.
In one example, the base station may semi-statically con-
figure PRB usage at the UE through RRC signaling. In
another example, the base station may dynamically con-
figure PRB usage at the UE through downlink control
information (DCI) transmitted in PDCCH, or another
downlink control channel.
[0057] In some instances, the UE may implicitly know
the allocation of a PRB for UCI. For example, the UE may
calculate the PRB for the UCI using the location of the
PDCCH and/or the location of the PDSCH. The UE may
use different mapping formulas for locating a PRB used
for UCI in short-duration UL control bursts 724 and in
long-duration UL control bursts 728.
[0058] According to certain aspects, the base station
may configure the UE with power control for short-dura-
tion UL control bursts 724 that is different from the power
control configured for long-duration UL control bursts
728. That is, the power settings used by the UE when
transmitting feedback in long-duration UL control bursts
728 can be different from the power settings used by the
UE to transmit in short-duration UL control bursts 724.
The base station may aggregate power over a longer
period of time in the long-duration UL control bursts 728
than the period of time available in the short-duration UL
control bursts 724. In one example, the UE can apply a
fixed power offset to the operating points between short-
duration UL control bursts 724 and long-duration UL con-
trol bursts 728. The power control difference may be con-
figured for closed loop and/or open loop power control
schemes.
[0059] According to certain aspects, a network may
select between short-duration UL control bursts 724 and
long-duration UL control bursts 728 for UL control chan-
nel transmissions based on UL interference and/or load-
ing.
[0060] In addition to considerations of UE-reported
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power headroom, the network can configure transmis-
sions of feedback by the UE based on measured or de-
tected interference in UL transmissions. A base station
may configure the UE to move UL feedback transmis-
sions from short-duration UL control bursts 724 to long-
duration UL control bursts 728, or vice versa, when one
channel suffers more interference than the other. Inter-
ference may be attributed to other nearby cells or UEs,
for example.
[0061] In one example, interference may be deter-
mined or quantified by measuring signal-to-interference-
and-noise ratio (SINR) at receive antennas of base sta-
tions and/or UEs. The base station may also receive in-
terference measurements from other base stations.
SINR measurements may be obtained using SRS or oth-
er pilot signals transmitted by the UE. A base station may
transmit reference signals that provide for channel esti-
mation. A UE may measure channel quality using the
reference signals, and may feed CQI and RI values back
to the base station.
[0062] In some instances, the network may configure
transmissions of feedback by the UE based on network
loading. A base station may configure the UE to move
UL feedback transmissions from short-duration UL con-
trol bursts 724 to long-duration UL control bursts 728,
when the network is loaded and the control channel ca-
pacity is limited in the short-duration UL control bursts
724, for example.
[0063] FIG. 8 illustrates examples 800, 820 of UL con-
trol channel transmissions that may be scheduled based
on available UE processing power. In these examples
800, 820, short-duration UL control bursts 804, 824 are
configured to be available in every slot that carries a long-
duration DL burst 802, 822. In the first example 800, the
UE has sufficient processing capability to decode a
scheduled packet in a long-duration DL burst 802 quickly
and may be able to send an acknowledgement as feed-
back 810 immediately. For example, the feedback 810
may be transmitted in a short-duration UL control burst
804 within the same slot. In this first example 800, the
UL feedback delay may be configured for zero slots (i.e.,
transmit in the same slot). In the second example 820,
the UE may not have sufficient processing capability to
decode a scheduled packet in a long-duration DL burst
822 quickly and/or may not be able to send immediate
acknowledgement in the short-duration UL control burst
824. In this second example 820, the UE may transmit
the feedback 830 after a delay of K slots, where K > 0.
In the illustrated second example 820, K = 1 slot delay.
The slot delay may indicate a short-duration UL control
burst 826 or long-duration UL control burst 828 to be
used.
[0064] In some instances, short uplink control trans-
mission opportunities are not provided for every slot. In
one example, DL slot aggregation may be configured for
the UE. In another example, a millimeter wave implemen-
tation may be involved and the base station may need
to use beam-forming to direct energy in the direction of

specific individual UEs in order to successfully receive
and decode the UL signal. In such examples, an oppor-
tunity for UL feedback may not be provided in every slot,
and the network may schedule the UE to transmit UL
feedback based on UL control burst availability.
[0065] FIG. 9 illustrates examples 900, 940 of UL feed-
back scheduling based on UL control burst availability.
In many instances, the feedback delay is not fixed for all
packets. In a first example 900, the base station may
explicitly configure a feedback delay for each DL slot 902,
904, 906. The base station can use DL control information
912, 914, 916 to explicitly inform the UE when feedback
922, 924, 926 for the slots can be sent. The base station
may explicitly configure the feedback delay for each slot
902, 904, 906 in DL control information 912, 914, 916
transmitted at the beginning of each slot 902, 904, 906.
In the first example 900, the base station configures the
2-slot delay applicable to the first slot 902 using DL con-
trol information 912, and based on the scheduling of the
next short-duration UL control burst 908. Feedback 924,
926 for subsequent slots may be scheduled for 1-slot and
0-slot delays, respectively by configuring DL control in-
formation 914 and 916, respectively.
[0066] In a second example 940, the feedback delay
for each slot may be implicitly available to the UE. At the
beginning of a group of DL slots for which feedback is to
be aggregated, the network may notify the UE of the tim-
ing of the next short-duration UL control burst 944. In
some instances, a base station may identify the short-
duration UL control burst 944 in DL control information
952 transmitted at the beginning of the first DL slot 942.
For each DL slot, the UE can determine delays for trans-
mitting feedback 946, 948, 950 associated with the cor-
responding DL slots, and based on scheduling of the slot
relative to the short-duration UL control burst 944.
[0067] FIG. 10 is a simplified block diagram illustrating
an example of a hardware implementation for a sched-
uling entity 1000 employing a processing system 1014.
For example, the scheduling entity 1000 may be a user
equipment (UE) as illustrated in any one or more of FIGs.
1 and/or 2. In another example, the scheduling entity
1000 may be a base station as illustrated in any one or
more of FIGs. 1 and/or 2.
[0068] The scheduling entity 1000 may be implement-
ed with a processing system 1014 that includes one or
more processors 1004. Examples of processors 1004
include microprocessors, microcontrollers, digital signal
processors (DSPs), field programmable gate arrays (FP-
GAs), programmable logic devices (PLDs), state ma-
chines, gated logic, discrete hardware circuits, and other
suitable hardware configured to perform the various func-
tionality described throughout this disclosure. In various
examples, the scheduling entity 1000 may be configured
to perform any one or more of the functions and proc-
esses described herein. That is, the processor 1004, as
utilized in a scheduling entity 1000, may be used to im-
plement any one or more of the processes and functions
utilizing the slot structures described below and illustrat-
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ed in FIGs. 6-9.
[0069] In some aspects of the disclosure, the proces-
sor 1004 may include an uplink control feedback config-
uration block 1018 that may be configured to perform the
communication functions and processes described in
FIGs. 6-9. In one example, the uplink control feedback
configuration block 1018 may include a scheduled entity
power headroom determination block 1020, a scheduled
entity processing capability determination block 1022,
and a slot aggregation management block 1024.
[0070] The scheduled entity power headroom determi-
nation block 1020, the scheduled entity processing ca-
pability determination block 1022, and the slot aggrega-
tion management block 1024 are used to determine a
type of UL control burst to be used by the scheduled
entity for feedback.
[0071] In this example, the processing system 1014
may be implemented with a bus architecture, represent-
ed generally by the bus 1002. The bus 1002 may include
any number of interconnecting buses and bridges de-
pending on the specific application of the processing sys-
tem 1014 and the overall design constraints. The bus
1002 communicatively couples together various circuits
including one or more processors (represented generally
by the processor 1004), a memory 1005, and computer-
readable media (represented generally by the computer-
readable medium 1006). The bus 1002 may also link var-
ious other circuits such as timing sources, peripherals,
voltage regulators, and power management circuits,
which are well known in the art, and therefore, will not be
described any further. A bus interface 1008 provides an
interface between the bus 1002 and a transceiver 1010.
The transceiver 1010 provides a communication inter-
face or a means for communicating with various other
apparatus over a transmission medium. The transceiver
may be operated and/or controlled using a transmitter
control module 1026 that may include or interact with
timers, framers, encoders and the like. Depending upon
the nature of the apparatus, a user interface 1012 (e.g.,
keypad, display, speaker, microphone, joystick) may also
be provided.
[0072] The processor 1004 is responsible for manag-
ing the bus 1002 and general processing, including the
execution of software stored on the computer-readable
medium 1006. The software, when executed by the proc-
essor 1004, causes the processing system 1014 to per-
form the various functions described below for any par-
ticular apparatus. The computer-readable medium 1006
and the memory 1005 may also be used for storing data
that is manipulated by the processor 1004 when execut-
ing software.
[0073] The computer-readable medium 1006 may be
stored with uplink control feedback configuration code
1030 that may be executed by the processor 1004 to
perform various communication functions and processes
as described in relation to FIGs. 6-9. For example, the
processor 1004 when executing the uplink control feed-
back configuration code 1030 may utilize a plurality of

slot structures 1032 to communicate with one or more
scheduled entities as illustrated in FIGs. 6-9.
[0074] One or more processors 1004 in the processing
system may execute software. Software shall be con-
strued broadly to mean instructions, instruction sets,
code, code segments, program code, programs, subpro-
grams, software modules, applications, software appli-
cations, software packages, routines, subroutines, ob-
jects, executables, threads of execution, procedures,
functions, etc., whether referred to as software, firmware,
middleware, microcode, hardware description language,
or otherwise. The software may reside on a computer-
readable medium 1006. The computer-readable medium
1006 may be a non-transitory computer-readable medi-
um. A non-transitory computer-readable medium in-
cludes, by way of example, a magnetic storage device
(e.g., hard disk, floppy disk, magnetic strip), an optical
disk (e.g., a compact disc (CD) or a digital versatile disc
(DVD)), a smart card, a flash memory device (e.g., a card,
a stick, or a key drive), a random access memory (RAM),
a read only memory (ROM), a programmable ROM
(PROM), an erasable PROM (EPROM), an electrically
erasable PROM (EEPROM), a register, a removable
disk, and any other suitable medium for storing software
and/or instructions that may be accessed and read by a
computer. The computer-readable medium may also in-
clude, by way of example, a carrier wave, a transmission
line, and any other suitable medium for transmitting soft-
ware and/or instructions that may be accessed and read
by a computer. The computer-readable medium 1006
may reside in the processing system 1014, external to
the processing system 1014, or distributed across mul-
tiple entities including the processing system 1014 and
a network storage. The computer-readable medium 1006
may be embodied in a computer program product. By
way of example, a computer program product may in-
clude a computer-readable medium in packaging mate-
rials. Those skilled in the art will recognize how best to
implement the described functionality presented
throughout this disclosure depending on the particular
application and the overall design constraints imposed
on the overall system.
[0075] In one configuration, the scheduling entity 1000
has means 1018, 1020, 1022, 1024 for generating sched-
uling information to be transmitted to a scheduled entity.
The scheduling information includes information that
schedules transmission of uplink control information by
the scheduled entity. The scheduled entity 1100 may
have means 1104, 1110, 1026 for wireless transmitting
information to the scheduled entity. The information may
be transmitted in frames that include a plurality of slots.
The plurality of slots may include two or more slots having
a long downlink burst and a short uplink control burst.
The plurality of slots may include at least one slot having
a short downlink control burst and a long uplink burst.
The scheduling information includes information that
causes the scheduled entity to select between a short
uplink control burst and a long uplink burst for transmis-
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sion of the uplink control information.
[0076] The scheduling entity 1000 has means 1104,
1110, 1020, 1026 for receiving and determining informa-
tion identifying power available at the scheduled entity
for transmission of uplink control information in the short
uplink control burst. The means 1018, 1020, 1022, 1024
for generating scheduling information are configured to
generate the scheduling information based on the infor-
mation identifying power available at the scheduled entity
by selecting the long uplink burst for transmission of the
uplink control information when there is insufficient power
available for reliable transmission of the uplink control
information in the short uplink control burst, and selecting
the short uplink control burst for transmission of the uplink
control information when there is sufficient power avail-
able for reliable transmission of the uplink control infor-
mation in the short uplink control burst.
[0077] In one example, the means 1018, 1020, 1022,
1024 for generating scheduling information is configured
to obtain a measurement of interference in one or more
uplink transmissions, and configure the scheduling infor-
mation such that the scheduled entity is caused to select
between the short uplink control burst and the long uplink
burst for transmission of the uplink control information
based on the measurement of interference in the one or
more uplink transmissions.
[0078] In another example, the means 1018, 1020,
1022, 1024 for generating scheduling information may
be configured to generate the scheduling information
such that the scheduled entity is configured to transmit
the uplink control information in the lesser loaded one of
the short uplink control burst and the long uplink burst.
[0079] In one example, the means 1018, 1020, 1022,
1024 for generating scheduling information is configured
to generate the scheduling information such that uplink
control information corresponding to a plurality of long
downlink bursts is scheduled for transmission in a com-
mon short uplink control burst or long uplink burst.
[0080] FIG. 11 is a conceptual diagram illustrating an
example of a hardware implementation for an example
of a scheduled entity 1100 employing a processing sys-
tem 1114. In accordance with various aspects of the dis-
closure, an element, or any portion of an element, or any
combination of elements may be implemented with a
processing system 1114 that includes one or more proc-
essors 1104. For example, the scheduled entity 1100
may be a user equipment (UE) as illustrated in any one
or more of FIGs. 1 and/or 2.
[0081] The processing system 1114 may be substan-
tially the same as the processing system 1014 illustrated
in FIG. 10, including a bus interface 1108, a bus 1102,
memory 1105, a processor 1104, and a computer-read-
able medium 1106. Furthermore, the scheduled entity
1100 may include a user interface 1112 and a transceiver
1110 substantially similar to those described above in
FIG. 10. That is, the processor 1104, as utilized in a
scheduled entity 1100, may be used to implement any
one or more of the processes utilizing the slot structures

described below and illustrated in FIGs. 6-9.
[0082] In some aspects of the disclosure, the proces-
sor 1104 may include an uplink control feedback config-
uration block 1122 that may be configured to perform the
communication functions and processes described in
FIGs. 6-9 that provide for uplink control feedback config-
uration. The processor 1104 may include a power man-
agement block 1124 that may be configured to report
available headroom to the scheduling entity 1000. The
processor 1104 may include a processor monitoring
block 1126 that may be configured to report processor
capability.
[0083] The computer-readable medium 1106 may be
stored with uplink control feedback configuration code
1130 that may be executed by the processor 1104 to
perform various communication functions and processes
as described in relation to FIGs. 6-9. For example, the
processor 1104 when executing the uplink control feed-
back configuration code 1130 may utilize a plurality of
slot structures 1132 to communicate with a scheduling
entity 1000 as described in relation to FIGs. 6-9.
[0084] FIG. 12 is a flowchart illustrating a wireless com-
munication process 1200 utilizing a multi-TTI slot in ac-
cordance with some aspects of the disclosure. At block
1202, a scheduling entity 1000 may utilize the transceiver
1010 to communicate with one or more scheduled enti-
ties 1100 (e.g., a first scheduled entity 204 and a second
scheduled entity 204) to transmit scheduling information
operative to schedule transmission of uplink control in-
formation by a scheduled entity. At block 1204, the sched-
uling entity 1000 may utilize the transceiver 1010 to com-
municate with one or more scheduled entities 1100 (e.g.,
a first scheduled entity 204 and a second scheduled entity
204) to transmit two or more slots that provide for a long
downlink burst and a short uplink control burst. At block
1206, the scheduling entity 1000 may utilize the trans-
ceiver 1010 to communicate with one or more scheduled
entities 1100 (e.g., a first scheduled entity 204 and a sec-
ond scheduled entity 204) to transmit at least one slot
that provides for a short downlink control burst and a long
uplink burst. The scheduling information may be config-
ured to cause the scheduled entity to select between a
short uplink control burst and a long uplink burst for trans-
mission of the uplink control information.
[0085] In some examples, the scheduling entity 1000
may receive information identifying power available at
the scheduled entity for transmission of uplink control
information in the short uplink control burst. The sched-
uling entity 1000 generates the scheduling information
based on the information identifying power available at
the scheduled entity. The scheduling information is con-
figured to cause the scheduled entity to select the long
uplink burst for transmission of the uplink control infor-
mation when there is insufficient power available for re-
liable transmission of the uplink control information in the
short uplink control burst, and to select the short uplink
control burst for transmission of the uplink control infor-
mation when there is sufficient power available for relia-
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ble transmission of the uplink control information in the
short uplink control burst. In one example, power control
commands transmitted in DCI carried in the PDCCH de-
termines power available for uplink transmissions by the
scheduled entity.
[0086] The scheduling entity 1000 may transmit control
information operative to cause the scheduled entity to
use a first power setting when transmitting the uplink con-
trol information in the short uplink control burst, and use
a second power setting when transmitting the uplink con-
trol information in the long uplink burst. In some exam-
ples, generating the scheduling information may include
obtaining a measurement of interference in one or more
uplink transmissions, and configuring the scheduling in-
formation to cause the scheduled entity to select between
the short uplink control burst and the long uplink burst
for transmission of the uplink control information based
on the measurement of interference in the one or more
uplink transmissions. The measurement of interference
in the one or more uplink transmissions may be obtained
by measuring interference affecting resources scheduled
for the short uplink control burst and for the long uplink
burst, and scheduling uplink control information based
on a difference between measurements of interference
affecting the short uplink control burst and the long uplink
burst. The interference may be measured at the sched-
uling entity 1000 and/or at one or more scheduled entities
1100. In some instances, measurements of interference
may include interference measured by a different sched-
uling entity 1000. The scheduling entity 1000 may sched-
ule uplink control information in the long uplink burst
based on interference affecting the short uplink control
burst.
[0087] In certain examples, the scheduling entity 1000
may generate the scheduling information such that the
scheduled entity is configured to transmit the uplink con-
trol information in a lesser loaded one of the short uplink
control burst and the long uplink burst.
[0088] In some examples, the scheduling entity 1000
may transmit control information operative to configure
a feedback delay at the scheduled entity, the feedback
delay being based on processing capability of the sched-
uled entity. The feedback delay may be used by the
scheduled entity to determine a slot offset to the short
uplink control burst or the long uplink burst to be used
for transmission of the uplink control information.
[0089] In certain examples, the scheduling entity 1000
may aggregate a plurality of long downlink bursts with
one short uplink control burst to obtain aggregated slots,
and generate the scheduling information based on timing
of the short uplink control burst within the aggregated
slots. Feedback associated with each of the plurality of
long downlink bursts is transmitted in the one short uplink
control burst. Generating the scheduling information may
include providing the scheduling information for each
downlink burst in downlink control information transmit-
ted in a first-transmitted downlink burst in the aggregated
slots. The scheduled entity 1000 may calculate relative

timing of the short uplink control burst with respect to
each downlink burst in the aggregated slots.
[0090] In one example, the scheduling entity 1000 may
generate the scheduling information such that uplink con-
trol information corresponding to a plurality of long down-
link bursts is scheduled for transmission in a common
short uplink control burst or long uplink burst.
[0091] In certain examples, measurements of interfer-
ence may be obtained from measurements of SINR at
receive antennas at the scheduled entity. The scheduling
entity 1000 may also receive measurements of interfer-
ence from other entities. In some instances, SINR meas-
urements may be obtained using SRS or other pilot sig-
nals transmitted on the radio access network. The sched-
uling entity 1000 may transmit reference signals that pro-
vide for channel estimation. A scheduled entity may
measure channel quality using the reference signals, and
may feed CQI and RI values back to the scheduling entity
1000.
[0092] FIG. 13 is a flowchart illustrating a wireless com-
munication process 1300 utilizing a multi-TTI slot in ac-
cordance with some aspects of the disclosure. At block
1302, a scheduled entity 1100 may utilize the transceiver
1110 to communicate with a scheduling entity 1000 (e.g.,
a scheduling entity 202) to receive downlink control in-
formation from a radio access network. At block 1304,
the scheduled entity 1100 may determine a plurality of
slots available for transmitting uplink control information
based on scheduling information in the downlink control
information. At block 1306, the scheduled entity 1100
may transmit the uplink control information in accordance
with the scheduling information. The plurality of slots may
include two or more slots that each provide for a long
downlink burst and a short uplink control burst. At least
one slot provides for a short downlink control burst and
a long uplink burst. The uplink control information may
be transmitted in a slot selected based on condition of a
channel in the radio access network or capabilities of the
scheduled entity.
[0093] In some examples, the scheduled entity 1100
may calculate available power for transmitting the uplink
control information by the scheduled entity based on the
downlink control information, transmit an indication of the
available power over the radio access network. The
scheduling information may be based on the indication
of the available power transmitted by the scheduled en-
tity. In one example, power control commands transmit-
ted in DCI carried in the PDCCH determines power avail-
able for uplink transmissions by the scheduled entity. The
long uplink burst may be selected for transmission of the
uplink control information when there is insufficient power
available for reliable transmission of the uplink control
information in the short uplink control burst. The short
uplink control burst may be selected for transmission of
the uplink control information when there is sufficient
power available for reliable transmission of the uplink
control information in the short uplink control burst Suf-
ficiency of power may be determined based on the indi-
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cation of available power.
[0094] In some examples, the scheduled entity 1100
may use a first power setting when transmitting the uplink
control information in the short uplink control burst re-
sponsive to the control information. The scheduled entity
1100 may use a second power setting when transmitting
the uplink control information in the long uplink burst.
[0095] In some examples, the scheduled entity 1100
may select between the short uplink control burst and
the long uplink burst for transmission of the uplink control
information based on a measurement of interference in
the one or more uplink transmissions. In certain exam-
ples, measurements of interference may be obtained
from measurements of SINR at receive antennas at the
scheduled entity. The scheduling entity 1000 may also
receive measurements of interference from other enti-
ties, including the scheduled entity 1100. In some in-
stances, SINR measurements may be obtained using
SRS or other pilot signals transmitted on the radio access
network. A scheduling entity 1000 may transmit refer-
ence signals that provide for channel estimation. A
scheduled entity 1100 may measure channel quality us-
ing the reference signals, and may feed CQI and RI val-
ues back to the scheduling entity 1000. The measured
interference may affect resources scheduled for the short
uplink control burst and for the long uplink burst. Uplink
control transmissions may be scheduled based on a dif-
ference between measurements of interference affecting
the short uplink control burst and the long uplink burst.
Uplink control information may be scheduled in the long
uplink burst based on interference affecting the short up-
link control burst.
[0096] In one example, the scheduled entity 1100 may
transmit the uplink control information in a lesser loaded
one of the short uplink control burst and the long uplink
burst.
[0097] In some examples, the scheduled entity 1100
may transmit the uplink control information in a slot oc-
curring after a feedback delay based on processing ca-
pability of the scheduled entity. The feedback delay may
be determined from the downlink control information.
[0098] In various examples, the scheduled entity 1100
may transmit the long downlink burst by transmitting up-
link control information, including feedback associated
with each of a plurality of aggregated slots, in one short
uplink control burst in the plurality of aggregated slots.
The aggregated slots may include a plurality of long
downlink bursts and the one short uplink control burst.
The scheduling information may include scheduling in-
formation for each downlink burst in downlink control in-
formation transmitted in a first-transmitted downlink burst
in the aggregated slots. The scheduled entity may cal-
culate relative timing of the short uplink control burst with
respect to each downlink burst in the aggregated slots.
The scheduling information may be generated such that
uplink control information corresponding to a plurality of
long downlink bursts is scheduled for transmission in a
common short uplink control burst or long uplink burst.

[0099] Several aspects of a wireless communication
network have been presented with reference to an ex-
emplary implementation. As those skilled in the art will
readily appreciate, various aspects described throughout
this disclosure may be extended to other telecommuni-
cation systems, network architectures and communica-
tion standards.
[0100] By way of example, various aspects may be im-
plemented within other systems defined by 3GPP, such
as Long-Term Evolution (LTE), the Evolved Packet Sys-
tem (EPS), the Universal Mobile Telecommunication
System (UMTS), and/or the Global System for Mobile
(GSM). Various aspects may also be extended to sys-
tems defined by the 3rd Generation Partnership Project
2 (3GPP2), such as CDMA2000 and/or Evolution-Data
Optimized (EV-DO). Other examples may be implement-
ed within systems employing IEEE 802.11 (Wi-Fi), IEEE
802.16 (WiMAX), IEEE 802.20, Ultra-Wideband (UWB),
Bluetooth, and/or other suitable systems. The actual tel-
ecommunication standard, network architecture, and/or
communication standard employed will depend on the
specific application and the overall design constraints im-
posed on the system.
[0101] Within the present disclosure, the word "exem-
plary" is used to mean "serving as an example, instance,
or illustration." Any implementation or aspect described
herein as "exemplary" is not necessarily to be construed
as preferred or advantageous over other aspects of the
disclosure. Likewise, the term "aspects" does not require
that all aspects of the disclosure include the discussed
feature, advantage or mode of operation. The term "cou-
pled" is used herein to refer to the direct or indirect cou-
pling between two objects. For example, if object A phys-
ically touches object B, and object B touches object C,
then objects A and C may still be considered coupled to
one another-even if they do not directly physically touch
each other. For instance, a first object may be coupled
to a second object even though the first object is never
directly physically in contact with the second object. The
terms "circuit" and "circuitry" are used broadly, and in-
tended to include both hardware implementations of elec-
trical devices and conductors that, when connected and
configured, enable the performance of the functions de-
scribed in the present disclosure, without limitation as to
the type of electronic circuits, as well as software imple-
mentations of information and instructions that, when ex-
ecuted by a processor, enable the performance of the
functions described in the present disclosure.
[0102] One or more of the components, steps, features
and/or functions illustrated in FIGs. 1-19 may be rear-
ranged and/or combined into a single component, step,
feature or function or embodied in several components,
steps, or functions. Additional elements, components,
steps, and/or functions may also be added without de-
parting from novel features disclosed herein. The appa-
ratus, devices, and/or components illustrated in FIGs.
1-19 may be configured to perform one or more of the
methods, features, or steps described herein. The novel
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algorithms described herein may also be efficiently im-
plemented in software and/or embedded in hardware.
[0103] It is to be understood that the specific order or
hierarchy of steps in the methods disclosed is an illus-
tration of exemplary processes. Based upon design pref-
erences, it is understood that the specific order or hier-
archy of steps in the methods may be rearranged. The
accompanying method claims present elements of the
various steps in a sample order, and are not meant to be
limited to the specific order or hierarchy presented unless
specifically recited therein.
[0104] The previous description is provided to enable
any person skilled in the art to practice the various as-
pects described herein. Various modifications to these
aspects will be readily apparent to those skilled in the art,
and the generic principles defined herein may be applied
to other aspects. Thus, the claims are not intended to be
limited to the aspects shown herein, but are to be accord-
ed the full scope consistent with the language of the
claims, wherein reference to an element in the singular
is not intended to mean "one and only one" unless spe-
cifically so stated, but rather "one or more." Unless spe-
cifically stated otherwise, the term "some" refers to one
or more. A phrase referring to "at least one of’ a list of
items refers to any combination of those items, including
single members. As an example, "at least one of: a, b,
or c" is intended to cover: a; b; c; a and b; a and c; b and
c; and a, b and c.

Claims

1. A method of wireless communication operable at a
scheduling entity (1000), comprising:

identifying a slot to carry feedback correspond-
ing to a long downlink burst (702, 722, 802, 822),
comprising selecting, based on a power head-
room of a scheduled entity (204, 1100), either a
short uplink control burst (704, 724, 804, 824)
provided in the same slot as the long downlink
burst or a long uplink control burst (728, 826,
828) in a later-provided slot, wherein the long
uplink control burst in the later-provided slot is
selected when the scheduled entity does not
have sufficient headroom to transmit the short
uplink control burst in the same slot as the long
downlink burst;
transmitting (1202) scheduling information, op-
erative to schedule transmission of uplink con-
trol information in the slot identified to carry the
feedback corresponding to the long downlink
burst transmission by the scheduled entity,
wherein the uplink control information includes
the feedback corresponding to the long downlink
burst transmission;
transmitting (1204) the long downlink burst in
one of two or more slots that provide for a short

uplink control burst; and
transmitting (1206) a short downlink control
burst in at least one slot that provides for a long
uplink burst.

2. The method of claim 1, and further comprising:

receiving information identifying power availa-
ble at the scheduled entity for transmission of
uplink control information in the short uplink con-
trol burst; and
generating the scheduling information based on
the information identifying power available at the
scheduled entity.

3. The method of claim 2, wherein the scheduling in-
formation is configured to cause the scheduled entity
to:

select the short uplink control burst for transmis-
sion of the uplink control information when there
is sufficient power available for reliable trans-
mission of the uplink control information in the
short uplink control burst.

4. The method of claim 2, and further comprising:

transmitting control information operative to
cause the scheduled entity to use a first power
setting when transmitting the uplink control in-
formation in the short uplink control burst, and
use a second power setting when transmitting
the uplink control information in the long uplink
burst.

5. The method of claim 1, further comprising:

obtaining a measurement of interference in one
or more uplink transmissions; and
configuring the scheduling information to cause
the scheduled entity to select between the short
uplink control burst and the long uplink burst for
transmission of the uplink control information
based on the measurement of interference in
the one or more uplink transmissions.

6. The method of claim 5, wherein obtaining the meas-
urement of interference in the one or more uplink
transmissions comprises:

measuring interference affecting resources
scheduled for the short uplink control burst and
for the long uplink burst; and
scheduling uplink control information based on
a difference between measurements of interfer-
ence affecting the short uplink control burst and
the long uplink burst.
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7. The method of claim 5, and further comprising:

scheduling uplink control information in the long
uplink burst based on interference affecting the
short uplink control burst.

8. The method of claim 1, and further comprising:

generating the scheduling information such that
the scheduled entity is configured to transmit the
uplink control information in a lesser loaded one
of the short uplink control burst and the long up-
link burst.

9. The method of claim 1, and further comprising:

transmitting control information operative to
configure a feedback delay at the scheduled en-
tity, the feedback delay being based on process-
ing capability of the scheduled entity,
wherein the feedback delay is used by the
scheduled entity to determine a slot offset to the
short uplink control burst or the long uplink burst
to be used for transmission of the uplink control
information.

10. The method of claim 1, wherein transmitting the long
downlink burst comprises:

aggregating a plurality of long downlink bursts
with one short uplink control burst to obtain ag-
gregated slots; and
generating the scheduling information based on
timing of the short uplink control burst within the
aggregated slots,
wherein feedback associated with each of the
plurality of long downlink bursts is transmitted in
the one short uplink control burst.

11. The method of claim 10, wherein generating the
scheduling information comprises:

providing the scheduling information for each
downlink burst in downlink control information
transmitted in a first-transmitted downlink burst
in the aggregated slots,
wherein the scheduled entity calculates relative
timing of the short uplink control burst with re-
spect to each downlink burst in the aggregated
slots.

12. The method of claim 1, and further comprising:

generating the scheduling information such that
uplink control information corresponding to a
plurality of long downlink bursts is scheduled for
transmission in a common short uplink control
burst or long uplink burst.

13. A scheduling entity (1000) configured for wireless
communication, comprising:

a communication interface (1010) configured to
communicate wirelessly with one or more
scheduled entities (204, 1100);
a memory (1005) comprising executable code;
and
a processor (1004) coupled to the communica-
tion interface and the memory,
wherein the processor is configured by the ex-
ecutable code to:

identify a slot to carry feedback correspond-
ing to a long downlink burst (702, 722, 802,
822), comprising selecting, based on a pow-
er headroom of a scheduled entity (204,
1100), either a short uplink control burst
(704, 724, 804, 824) provided in the same
slot as the long downlink burst or a long up-
link control burst (728, 826, 828) in a later-
provided slot, wherein the long uplink con-
trol burst in the later-provided slot is select-
ed when the scheduled entity does not have
sufficient headroom to transmit the short up-
link control burst in the same slot as the long
downlink burst;
transmit scheduling information, operative
to schedule transmission of uplink control
information in the slot identified to carry the
feedback corresponding to the long down-
link burst transmission by the scheduled en-
tity, wherein the uplink control information
includes the feedback corresponding to the
long downlink burst transmission;
transmit the long downlink burst in one of
two or more slots that provide for a short
uplink control burst; and

transmit a short downlink control burst in at least
one slot that provides for a long uplink burst.

14. The scheduling entity of claim 13, wherein the proc-
essor is further configured by the executable code to:

receive information identifying power available
at the scheduled entity for transmission of uplink
control information in the short uplink control
burst; and
generate the scheduling information based on
the information identifying power available at the
scheduled entity.

15. A computer-readable storage medium comprising
executable code for causing a scheduling entity to
perform a method in accordance with claims 1 to 12.
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Patentansprüche

1. Ein Verfahren für eine drahtlose Kommunikation,
das an einer Planungseinheit (1000) ausführbar ist,
aufweisend:

Identifizieren eines Schlitzes für das Tragen ei-
ner Rückkopplung in Entsprechung zu einem
langen Abwärtsstrecke-Burst (702, 722, 802,
822), einschließlich des Auswählens, basierend
auf einem Leistungs-Headroom einer geplanten
Einheit (204, 1100), entweder eines kurzen Auf-
wärtsstrecke-Steuerbursts (704, 724, 804, 824),
der im gleichen Schlitz wie der lange Abwärts-
strecke-Burst vorgesehen wird, oder eines lan-
gen Aufwärtsstrecke-Steuerbursts (728, 826,
828) in einem später vorgesehenen Schlitz, wo-
bei der lange Aufwärtsstrecke-Steuerburst in
dem später vorgesehenen Schlitz ausgewählt
wird, wenn die geplante Einheit keinen ausrei-
chenden Headroom für das Senden des kurzen
Aufwärtsstrecke-Steuerbursts im gleichen
Schlitz wie der lange Abwärtsstrecke-Burst auf-
weist,
Senden (1202) von Planungsinformationen, die
operativ sind für das Planen einer Sendung von
Aufwärtsstrecke-Steuerinformationen in dem
für das Tragen der Rückkopplung in Entspre-
chung zu der Sendung des langen Abwärtsstre-
cke-Bursts identifizierten Schlitz durch die ge-
plante Einheit, wobei die Aufwärtsstrecke-Steu-
erinformationen die Rückkopplung in Entspre-
chung zu der Sendung des langen Abwärtsstre-
cke-Burst enthalten,
Senden (1204) des langen Abwärtsstrecke-
Bursts in einem von zwei oder mehr Schlitzen,
die einen kurzen Aufwärtsstrecke-Steuerburst
vorsehen, und
Senden (1206) eines kurzen Abwärtsstrecke-
Steuerbursts in wenigstens einem Schlitz, der
einen langen Aufwärtsstrecke-Burst vorsieht.

2. Verfahren nach Anspruch 1, das weiterhin aufweist:

Empfangen von Informationen, die eine an der
geplanten Einheit verfügbare Leistung für das
Senden von Aufwärtsstrecke-Steuerinformatio-
nen in dem kurzen Aufwärtsstrecke-Steuerburst
identifizieren, und
Generieren der Planungsinformationen basie-
rend auf den Informationen, die eine an der ge-
planten Einheit verfügbare Leistung identifizie-
ren.

3. Verfahren nach Anspruch 2, wobei die Planungsin-
formationen konfiguriert sind, um die geplante Ein-
heit zu veranlassen zum:

Auswählen des kurzen Aufwärtsstrecke-Steuer-
bursts für das Senden der Aufwärtsstrecke-
Steuerinformationen, wenn eine ausreichende
Leistung für ein zuverlässiges Senden der Auf-
wärtsstrecke-Steuerinformationen in dem kur-
zen Aufwärtsstrecke-Steuerburst verfügbar ist.

4. Verfahren nach Anspruch 2, das weiterhin aufweist:

Senden von Steuerinformationen, die operativ
sind für das Veranlassen, dass die geplante Ein-
heit eine erste Leistungseinstellung verwendet,
wenn die Aufwärtsstrecke-Steuerinformationen
in dem kurzen Aufwärtsstrecke-Steuerburst ge-
sendet werden, und eine zweite Leistungsein-
stellung verwendet, wenn die Aufwärtsstrecke-
Steuerinformationen in dem langen Aufwärts-
strecke-Burst gesendet werden.

5. Verfahren nach Anspruch 1, das weiterhin aufweist:

Erhalten einer Messung einer Interferenz in ei-
ner oder mehreren Aufwärtsstrecke-Sendun-
gen, und
Konfigurieren der Planungsinformationen, um
zu veranlassen, dass die geplante Einheit zwi-
schen dem kurzen Aufwärtsstrecke-Steuerburst
und dem langen Aufwärtsstrecke-Burst für das
Senden der Aufwärtsstrecke-Steuerinformatio-
nen basierend auf der Messung der Interferenz
in der einen oder den mehreren Aufwärtsstre-
cke-Sendungen wählt.

6. Verfahren nach Anspruch 5, wobei das Erhalten der
Messung der Interferenz in der einen oder den meh-
reren Aufwärtsstrecke-Sendungen aufweist:

Messen der Interferenz, die für den kurzen Auf-
wärtsstrecke-Steuerburst und für den langen
Aufwärtsstrecke-Burst geplante Ressourcen
beeinflusst, und
Planen von Aufwärtsstrecke-Steuerinformatio-
nen basierend auf einer Differenz zwischen
Messungen der Interferenz, die den kurzen Auf-
wärtsstrecke-Steuerburst und den langen Auf-
wärtsstrecke-Burst beeinflusst.

7. Verfahren nach Anspruch 5, das weiterhin aufweist:

Planen von Aufwärtsstrecke-Steuerinformatio-
nen in dem langen Aufwärtsstrecke-Burst basie-
rend auf einer Interferenz, die den kurzen Auf-
wärtsstrecke-Steuerburst beeinflusst.

8. Verfahren nach Anspruch 1, das weiterhin aufweist:

Generieren der Planungsinformationen derart,
dass die geplante Einheit konfiguriert ist zum
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Senden der Aufwärtsstrecke-Steuerinformatio-
nen in dem weniger belasteten des kurzen Auf-
wärtsstrecke-Steuerbursts oder des langen Auf-
wärtsstrecke-Bursts.

9. Verfahren nach Anspruch 1, das weiterhin aufweist:

Senden von Steuerinformationen, die operativ
sind für das Konfigurieren einer Rückkopplungs-
verzögerung an der geplanten Einheit, wobei die
Rückkopplungsverzögerung auf einer Verarbei-
tungsfähigkeit der geplanten Einheit basiert,
wobei die Rückkopplungsverzögerung durch
die geplante Einheit verwendet wird, um einen
Schlitzversatz zu dem kurzen Aufwärtsstrecke-
Steuerburst oder dem langen Aufwärtsstrecke-
Burst für die Verwendung für das Senden der
Aufwärtsstrecke-Steuerinformationen zu be-
stimmen.

10. Verfahren nach Anspruch 1, wobei das Senden des
langen Abwärtsstrecke-Bursts aufweist:

Aggregieren einer Vielzahl von langen Abwärts-
strecke-Bursts mit einem kurzen Aufwärtsstre-
cke-Steuerburst, um aggregierte Schlitze zu er-
halten, und
Generieren der Planungsinformationen basie-
rend auf einem Timing des kurzen Aufwärtsstre-
cke-Steuerbursts in den aggregierten Schlitzen
wobei die mit jedem aus der Vielzahl von langen
Abwärtsstrecke-Bursts assoziierte Rückkopp-
lung in dem einen kurzen Aufwärtsstrecke-Steu-
erburst gesendet wird.

11. Verfahren nach Anspruch 10, wobei das Generieren
der Planungsinformationen aufweist:

Vorsehen der Planungsinformationen für jeden
Abwärtsstrecke-Burst in Abwärtsstrecke-Steu-
erinformationen, die in einem zuerst gesende-
ten Abwärtsstrecke-Burst in den aggregierten
Schlitzen gesendet werden,
wobei die geplante Einheit ein relatives Timing
des kurzen Aufwärtsstrecke-Steuerbursts in Be-
zug auf jeden Abwärtsstrecke-Burst in den ag-
gregierten Schlitzen berechnet.

12. Verfahren nach Anspruch 1, das weiterhin aufweist:

Generieren der geplanten Informationen derart,
dass Aufwärtsstrecke-Steuerinformationen in
Entsprechung zu einer Vielzahl von langen Ab-
wärtsstrecke-Bursts für das Senden in einem
gemeinsamen kurzen Aufwärtsstrecke-Steuer-
burst oder langen Aufwärtsstrecke-Burst ge-
plant werden.

13. Eine Planungseinheit (1000), die für eine drahtlose
Kommunikation konfiguriert ist, aufweisend:

eine Kommunikationsschnittstelle (1010), die
konfiguriert ist für das drahtlose Kommunizieren
mit einer oder mehreren geplanten Einheiten
(204, 1100),
einen Speicher (1005), der einen ausführbaren
Code aufweist, und
einen Prozessor (1004), der mit der Kommuni-
kationsschnittstelle und dem Speicher gekop-
pelt ist,
wobei der Prozessor durch den ausführbaren
Code konfiguriert wird zum:

Identifizieren eines Schlitzes für das Tragen
einer Rückkopplung in Entsprechung zu ei-
nem langen Abwärtsstrecke-Bursts (702,
722, 802, 822) einschließlich des Auswäh-
lens, basierend auf einem Leistungs-Hea-
droom einer geplanten Einheit (204, 1100),
entweder eines kurzen Aufwärtsstrecke-
Steuerbursts (704, 724, 804, 824), der im
gleichen Schlitz wie der lange Abwärtsstre-
cke-Burst vorgesehen wird, oder eines lan-
gen Aufwärtsstrecke-Steuerbursts (728,
826, 828) in einem später vorgesehenen
Schlitz, wobei der lange Aufwärtsstrecke-
Steuerburst in dem später vorgesehenen
Schlitz ausgewählt wird, wenn die geplante
Einheit keinen ausreichenden Headroom
für das Senden des kurzen Aufwärtsstre-
cke-Steuerbursts im gleichen Schlitz wie
der lange Abwärtsstrecke-Burst aufweist,
Senden von Planungsinformationen, die
operativ sind für das Planen einer Sendung
von Aufwärtsstrecke-Steuerinformationen
in dem für das Tragen der Rückkopplung in
Entsprechung zu der Sendung des langen
Abwärtsstrecke-Bursts identifizierten
Schlitz durch die geplante Einheit, wobei die
Aufwärtsstrecke-Steuerinformationen die
Rückkopplung in Entsprechung zu der Sen-
dung des langen Abwärtsstrecke-Burst ent-
halten,
Senden des langen Abwärtsstrecke-Bursts
in einem von zwei oder mehr Schlitzen, die
einen kurzen Aufwärtsstrecke-Steuerburst
vorsehen, und
Senden eines kurzen Abwärtsstrecke-
Steuerbursts in wenigstens einem Schlitz,
der einen langen Aufwärtsstrecke-Burst
vorsieht.

14. Planungseinheit nach Anspruch 13, wobei der Pro-
zessor durch den ausführbaren Code weiterhin kon-
figuriert wird zum:
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Empfangen von Informationen, die an der ge-
planten Einheit verfügbare Leistung für das Sen-
den von Aufwärtsstrecke-Steuerinformationen
in dem kurzen Aufwärtsstrecke-Steuerburst
identifizieren, und
Generieren der Planungsinformationen basie-
rend auf den Informationen, die an der geplan-
ten Einheit verfügbare Leistung identifizieren.

15. Ein computerlesbares Speichermedium, das einen
ausführbaren Code aufweist, der eine Planungsein-
heit zum Durchführen eines Verfahrens gemäß den
Ansprüchen 1 bis 12 veranlasst.

Revendications

1. Un procédé de communication sans fil actionnable
au niveau d’une entité de planification (1000),
comprenant :

l’identification d’un intervalle de temps destiné
au transport d’une rétroaction correspondant à
une rafale longue en liaison descendante (702,
722, 802, 822), comprenant la sélection, en
fonction d’une marge de puissance d’une entité
planifiée (204, 1100), soit d’une rafale de com-
mande courte en liaison montante (704, 724,
804, 824) fournie dans le même intervalle de
temps que la rafale longue en liaison descen-
dante ou d’une rafale de commande longue en
liaison montante (728, 826, 828) dans un inter-
valle de temps fourni ultérieurement, où la rafale
de commande longue en liaison montante dans
l’intervalle de temps fourni ultérieurement est
sélectionnée lorsque l’entité planifiée ne possè-
de pas une marge suffisante pour transmettre
la rafale de commande courte en liaison mon-
tante dans le même intervalle de temps que la
rafale longue en liaison descendante,
la transmission (1202) d’informations de plani-
fication, conçues pour la planification d’une
transmission d’informations de commande en
liaison montante, dans l’intervalle de temps
identifié de façon à transporter la rétroaction cor-
respondant à la transmission de la rafale longue
en liaison descendante par l’entité planifiée, où
les informations de commande en liaison mon-
tante comprennent la rétroaction correspondant
à la transmission de rafale longue en liaison des-
cendante,
la transmission (1204) de la rafale longue en
liaison descendante dans un intervalle de temps
parmi deux ou plus intervalles de temps qui as-
surent une rafale de commande courte en
liaison montante, et
la transmission (1206) d’une rafale de comman-
de courte en liaison descendante dans au moins

un intervalle de temps qui assure procure une
rafale longue en liaison montante.

2. Le procédé selon la Revendication 1, et comprenant
en outre :

la réception d’informations identifiant une puis-
sance disponible au niveau de l’entité planifiée
pour une transmission d’informations de com-
mande en liaison montante dans la rafale de
commande courte en liaison montante, et
la génération d’informations de planification en
fonction des informations identifiant une puis-
sance disponible au niveau de l’entité planifiée.

3. Le procédé selon la Revendication 2, où les infor-
mations de planification sont configurées de façon
à amener l’entité planifiée à :

sélectionner la rafale de commande courte en
liaison montante pour une transmission des in-
formations de commande en liaison montante
lorsqu’il y a une puissance suffisante disponible
pour une transmission fiable des informations
de commande en liaison montante dans la rafale
de commande courte en liaison montante.

4. Le procédé selon la Revendication 2, et comprenant
en outre :

la transmission d’informations de commande
conçues de façon à amener l’entité planifiée à
utiliser un premier réglage de puissance lors de
la transmission des informations de commande
en liaison montante dans la rafale de commande
courte en liaison montante, et à utiliser un
deuxième réglage de puissance lors de la trans-
mission des informations de commande en
liaison montante dans la rafale longue en liaison
montante.

5. Le procédé selon la Revendication 1, comprenant
en outre :

l’obtention d’une mesure de brouillage dans une
ou plusieurs transmissions en liaison montante,
et
la configuration des informations de planification
de façon à amener l’entité planifiée à sélection-
ner entre la rafale de commande courte en
liaison montante et la rafale longue en liaison
montante pour une transmission des informa-
tions de commande en liaison montante en fonc-
tion de la mesure de brouillage dans les une ou
plusieurs transmissions en liaison montante.

6. Le procédé selon la Revendication 5, où l’obtention
de la mesure de brouillage dans les une ou plusieurs
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transmissions en liaison montante comprend :

la mesure d’un brouillage affectant des ressour-
ces planifiées pour la rafale de commande cour-
te en liaison montante et pour la rafale longue
en liaison montante, et
la planification d’informations de commande en
liaison montante en fonction d’une différence
entre des mesures de brouillage affectant la ra-
fale de commande courte en liaison montante
et la rafale longue en liaison montante.

7. Le procédé selon la Revendication 5, et comprenant
en outre :

la planification d’informations de commande en
liaison montante dans la rafale longue en liaison
montante en fonction d’un brouillage affectant
la rafale de commande courte en liaison mon-
tante.

8. Le procédé selon la Revendication 1, et comprenant
en outre :

la génération d’informations de planification de
sorte que l’entité planifiée soit configurée de fa-
çon à transmettre les informations de comman-
de en liaison montante dans une rafale moins
chargée parmi la rafale de commande courte en
liaison montante et la rafale longue en liaison
montante.

9. Le procédé selon la Revendication 1, et comprenant
en outre :

la transmission d’informations de commande
conçues de façon à configurer un délai de ré-
troaction au niveau de l’entité planifiée, le délai
de rétroaction étant basé sur une capacité de
traitement de l’entité planifiée,
où le délai de rétroaction est utilisé par l’entité
planifiée de façon à déterminer un décalage d’in-
tervalle de temps vers la rafale de commande
courte en liaison montante ou la rafale longue
en liaison montante à utiliser pour une transmis-
sion des informations de commande en liaison
montante.

10. Le procédé selon la Revendication 1, où la transmis-
sion de la rafale longue en liaison descendante
comprend :

l’agrégation d’une pluralité de rafales longues
en liaison descendante avec une rafale de com-
mande courte en liaison montante de façon à
obtenir des intervalles de temps agrégés, et
la génération d’informations de planification en
fonction d’une synchronisation de la rafale de

commande courte en liaison montante à l’inté-
rieur des intervalles de temps agrégés,
où une rétroaction associée à chaque rafale de
la pluralité de rafales longues en liaison descen-
dante est transmise dans ladite rafale de com-
mande courte en liaison montante.

11. Le procédé selon la Revendication 10, où la géné-
ration des informations de planification comprend :

la fourniture des informations de planification
pour chaque rafale en liaison descendante dans
des informations de commande en liaison des-
cendante transmises dans une rafale en liaison
descendante transmise en premier dans les in-
tervalles de temps agrégés,
où l’entité planifiée calcule une synchronisation
relative de la rafale de commande courte en
liaison montante par rapport à chaque rafale en
liaison descendante dans les intervalles de
temps agrégés.

12. Le procédé selon la Revendication 1, et comprenant
en outre :

la génération des informations de planification
de sorte que des informations de commande en
liaison montante correspondant à une pluralité
de rafales longues en liaison descendante
soient planifiées pour une transmission dans
une rafale de commande courte en liaison mon-
tante ou une rafale longue en liaison montante
communes.

13. Une entité de planification (1000) configurée pour
une communication sans fil, comprenant :

une interface de communication (1010) configu-
rée de façon à communiquer de manière non
filaire avec une ou plusieurs entités planifiées
(204, 1100),
une mémoire (1005) contenant du code exécu-
table, et
un processeur (1004) couplé à l’interface de
communication et à la mémoire,
où le processeur est configuré par le code exé-
cutable de façon à :

identifier un intervalle de temps destiné au
transport d’une rétroaction correspondant à
une rafale longue en liaison descendante
(702, 722, 802, 822), comprenant la sélec-
tion, en fonction d’une marge de puissance
d’une entité planifiée (204, 1100), soit d’une
rafale de commande courte en liaison mon-
tante (704, 724, 804, 824) fournie dans le
même intervalle de temps que la rafale lon-
gue en liaison descendante ou d’une rafale
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de commande longue en liaison montante
(728, 826, 828) dans un intervalle de temps
fourni ultérieurement, où la rafale de com-
mande longue en liaison montante dans l’in-
tervalle de temps fourni ultérieurement est
sélectionnée lorsque l’entité planifiée ne
possède pas une marge suffisante pour
transmettre la rafale de commande courte
en liaison montante dans le même intervalle
de temps que la rafale longue en liaison
descendante,
transmettre des informations de planifica-
tion, conçues pour la planification d’une
transmission d’informations de commande
en liaison montante, dans l’intervalle de
temps identifié de façon à transporter la ré-
troaction correspondant à la transmission
de la rafale longue en liaison descendante
par l’entité planifiée, où les informations de
commande en liaison montante compren-
nent la rétroaction correspondant à la trans-
mission de la rafale longue en liaison des-
cendante,
transmettre la rafale longue en liaison des-
cendante dans un intervalle de temps parmi
deux ou plus intervalles de temps qui assu-
rent une rafale de commande courte en
liaison montante, et
transmettre une rafale de commande courte
en liaison descendante dans au moins un
intervalle de temps qui assure une rafale
longue en liaison montante.

14. L’entité de planification selon la Revendication 13,
où le processeur est configuré en outre par le code
exécutable de façon à :

recevoir des informations identifiant une puis-
sance disponible au niveau de l’entité planifiée
pour la transmission d’informations de comman-
de en liaison montante dans la rafale de com-
mande courte en liaison montante, et
générer des informations de planification en
fonction des informations identifiant une puis-
sance disponible au niveau de l’entité planifiée.

15. Un support à mémoire lisible par ordinateur conte-
nant du code exécutable destiné à amener une entité
de planification à exécuter un procédé selon l’une
quelconque des Revendications 1 à 12.
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