
US 20220253364A1 
IN 

( 19 ) United States 
( 12 ) Patent Application Publication ( 10 ) Pub . No .: US 2022/0253364 A1 

Kumano et al . ( 43 ) Pub . Date : Aug. 11 , 2022 

Publication Classification ( 54 ) METHOD OF CALCULATING PREDICTED 
EXHAUSTION DATE AND 
NON - TRANSITORY COMPUTER - READABLE 
MEDIUM 

( 71 ) Applicant : FUJITSU LIMITED , Kawasaki - shi 
( JP ) 

( 72 ) Inventors : Tatsuo Kumano , Kawasaki ( JP ) ; 
Hitoshi UENO , Kawasaki ( JP ) 

( 73 ) Assignee : FUJITSU LIMITED , Kawasaki - shi 
( JP ) 

( 51 ) Int . Ci . 
GOOF 1130 ( 2006.01 ) 
GOOF 11/34 ( 2006.01 ) 
G06F 9/50 ( 2006.01 ) 

( 52 ) U.S. CI . 
CPC ... G06F 11/3055 ( 2013.01 ) ; GO6F 2209/503 

( 2013.01 ) ; G06F 9/5077 ( 2013.01 ) ; G06F 
11/3419 ( 2013.01 ) 

( 57 ) ABSTRACT 
A method of calculating a predicted exhaustion date for 
causing a computer to execute a process . The process 
includes calculating a first predicted exhaustion date when a 
resource in a system is predicted to be exhausted , at a first 
time point , calculating : a second predicted exhaustion date 
when the resource is predicted to be exhausted , at a second 
time point after the first time point , calculating a difference 
between the first predicted exhaustion date and the second 
predicted exhaustion date , calculating , a third predicted 
exhaustion date by con - ecting the second predicted exhaus 
tion date based on the difference , and presenting the third 
predicted exhaustion date . 

( 21 ) Appl . No .: 17 / 494,018 

( 22 ) Filed : Oct. 5 , 2021 

( 30 ) Foreign Application Priority Data 

Feb. 9 , 2021 ( JP ) 2021-018863 

START 

CALCULATE SECOND PREDICTED 
EXHAUSTION DATE D. S11 

CALCULATE FIRST PREDICTED 
EXHAUSTION DATES D , TO D S12 

CALCULATE F ( F = max ( ID.-D. 1 ) it , .... S13 

CALCULATE THIRD PREDICTED 
EXHAUSTION DATE D. - F 

S14 

PRESENT D. , D. EF -S15 

$ 16 
D - F - LP 

AND IS STEP $ 17 NOT 
EXECUTED ? 

YES $ 17 

PREVENTIVE WARNING 
NO 

$ 18 
D - LP 

AND IS STEP $ 19 NOT 
EXECUTED ? 

YES $ 19 

STANDARD WARNING 
NO 

S20 
YES S21 D. + F - L SP 

AND IŠ STEP S21 NOT 
EXECUTED ? 

FINAL WARNING 
NO 



Patent Application Publication Aug. 11 , 2022 Sheet 1 of 18 US 2022/0253364 A1 

FIG . 1A 

Th LI 

! 

. 
1 
1 

1 

U RESOURCE USAGE old 
1 
1 
1 

! 
1 
1 
1 

1 

> TIME 
2/5 1/10 

FIG . 1B 

Th I 

1 
. 

1 

I 
1 
I 
. 

U old I 
1 
1 

1 RESOURCE USAGE 1 
1 
. 

1 
I 
1 

I 
I 
1 
I 

. TIME 
1/15 1/30 



Patent Application Publication Aug. 11 , 2022 Sheet 2 of 18 US 2022/0253364 A1 

FIG . 2 

i U 
max 

Th ? 

ave 

min 
! 

! U old 
1 

1 RESOURCE USAGE 1 11 
1 ! 

! 

3 1 

I 
! 

? 
! 

1 1 

1 1 

1 3 
1 1 

1 

1 

1 

TIME 
1/15 1/26 1/30 2/4 

( d ) ( d ) ( d ) 



FIG . 3 

Patent Application Publication 

10 

11 

11 

11 

11 

SERVER 

SERVER 

SERVER 

SERVER 

CPU 

11a MEMORYH11b 
Aug. 11 , 2022 Sheet 3 of 18 

NETWORK DEVICE 
-12 

NETWORK DEVICE 
-12 

DISPLAY DEVICE 

INFORMATION PROCESSING DEVICE 
14 

13 

15 

US 2022/0253364 A1 



Patent Application Publication Aug. 11 , 2022 Sheet 4 of 18 US 2022/0253364 A1 

FIG . 4 

Th 

I 
1 ? 

. 

1 

T 1 

RESOURCE USAGE T 
. 

1 
1 F 
? 
? 

? 

1 ? 
? 

1 
1 

? TIME 
1/10 1/15 
( p . ) ( p ) 

1/24 
( D - F ) 

1/30 
( D ) 

2/5 
( D ) 

17 



FIG . 5 

Patent Application Publication 

POPULATION 

STANDARD DEVIATION 
VARIATION 

( D ) 

Do - D 

0.0 ( s ) 

Do - Dg , D - D 

1.5 ( s ) 1.5 ( 15. - S , 1 ) 

Do 
Do - D ,, D - D ,, D - D 

PREDICTED 
TIME 

EXHAUSTION 
POINT 

DATE 
OCTOBER 7 OCTOBER 11 
( 22 ) 

OCTOBER 6 OCTOBER 14 ( 2 ) ( D ) OCTOBER 5 OCTOBER 19 ( 22 ) ( D2 ) OCTOBER 4 OCTOBER 17 ( p2 ) ( D3 ) OCTOBER 31 OCTOBER 9 
( P , 

( D2 ) 

OCTOBER 2 OCTOBER 11 
( 22 ) 

( D3 ) 

OCTOBER 1 OCTOBER 12 ( p ) ( D ) 

Aug. 11 , 2022 Sheet 5 of 18 

2 

3.3 ( s ) 1.8 ( 15 , -5,1 ) 

2 

D.-D. , D , -D , D , -D , D - D 

3.0 ( s ) 0.3 ( 152-531 ) 

- 

D - DD - D , D , -D2 , D -D3 , D.-D. 

3.7 ( 54 ) 

0.7 ( IS - S , D ) 

D.-D. , D - D , D , -D ,, D - D ,, D - D4D - D 

3.5 ( s ) 0.1 ( 154-531 ) 

D , -D , D , -D , D , - ,, D , -D ,, D , -D , D , -05 , D.-D. 

Do Do 

3.3 ( s ) 0.2 ( 155-561 ) 

US 2022/0253364 A1 



Patent Application Publication Aug. 11 , 2022 Sheet 6 of 18 US 2022/0253364 A1 

FIG . 6 

INFORMATION PROCESSING DEVICE 

CONTROL UNIT 

ACQUISITION UNIT 25 STORAGE UNIT 

CALCULATION UNIT -26 COMMUNICA 
TION UNIT 

USAGE 
INFORMATION 

CORRECTION UNIT 127 
24 21 

PRESENTATION UNIT 28 
22 

23 

13 



Patent Application Publication Aug. 11 , 2022 Sheet 7 of 18 US 2022/0253364 A1 

FIG . 7 START 

CALCULATE SECOND PREDICTED 
EXHAUSTION DATE D. S11 

CALCULATE FIRST PREDICTED 
EXHAUSTION DATES D , TO D S12 

1 

CALCULATE F ( F = max ( 10. - D , 1 ) S13 
i = 1 , " in 

CALCULATE THIRD PREDICTED 
EXHAUSTION DATE D. - F 

-S14 

PRESENT D. , D. EF -S15 

S16 
Do - F - L = p , 

AND IS STEP 517 NOT 
EXECUTED ? 

0 YES S17 

PREVENTIVE WARNING 
NO 

S18 
Do - L = p2 

AND IS STEP $ 19 NOT 
EXECUTED ? 

YES S19 

STANDARD WARNING 
NO 

S20 
0 2 ' YES S21 D. + F - L3p , 

AND IS STEP S21 NOT 
EXECUTED ? 

FINAL WARNING 
NO 



Patent Application Publication Aug. 11 , 2022 Sheet 8 of 18 US 2022/0253364 A1 9 

FIG . 8A 

CONSIDERING FLUCTUATION IN PREDICTION RESULT , 
AND LEAD TIME , PREPARATION FOR RESOURCE 

ENHANCEMENT MAY BE REQUIRED 
Th 

. 

1 
1 RESOURCE USAGE 

F F 

1/5 1/15 
( p . ) ( P2 ) 

1/10 
( D - F - L ) 

1/24 

( D - F ) 

? TIME 
1/30 2/5 

( D ) ( D + F ) 
F = 6 DAYS 
L = 14 DAYS 

31 
FIG . 8B 

FOR CPU USAGE RATE OF SERVER , 
CONSIDERING FLUCTUATION IN 
PREDICTION RESULT , AND LEAD 
TIME , PREPARATION FOR RESOURCE 
ENHANCEMENT MAY BE REQUIRED 

32 

PREPARATION START DATE IN CONSIDE 
RATION OF FLUCTUATION IN PREDICTION 
RESULT , AND LEAD TIME ( D , -F - L ) : 1/10 

TODAY ( p , ) : 1/15 
PREDICTED EXHAUSTION DATE AT 
CURRENT TIME ( D. ) : 1/30 



Patent Application Publication Aug. 11 , 2022 Sheet 9 of 18 US 2022/0253364 A1 

FIG . 9A 

CONSIDERING PREDICTION RESULT AND 
LEAD TIME AT CURRENT TIME , PREPARATION FOR 

RESOURCE ENHANCEMENT IS REQUIRED 
Th 

RESOURCE USAGE 
F F 

TIME 
1/5 
( P2 ) 

1/12 1/15 
( P2 ) ( D - F ) 

1/10 
( DG - L ) 

1/20 1/25 
( D. ( D + F ) ) 
F = 5 DAYS 
L = 10 DAYS 

33 
FIG . 9B 

I 

FOR CPU USAGE RATE OF SERVER , 
CONSIDERING PREDICTION RESULT AND 
LEAD TIME AT CURRENT TIME , PREPA 
RATION FOR RESOURCE ENHANCEMENT 
IS REQUIRED 

3 

34 

PREPARATION START DATE IN CONSIDE 
RATION OF PREDICTION RESULT AND LEAD 
TIME AT CURRENT TIME ( Do - L ) : 1/10 
TODAY ( px ) : 1/12 
PREDICTED EXHAUSTION DATE AT 
CURRENT TIME ( D. ) : 1/20 



Patent Application Publication Aug. 11 , 2022 Sheet 10 of 18 US 2022/0253364 A1 9 

FIG . 10A 
CONSIDERING MOST OPTIMISTIC PAST PREDICTION 

RESULT AND LEAD TIME , PREPARATION FOR RESOURCE 
ENHANCEMENT IS REQUIRED RIGHT NOW 

Th 

1 
1 

RESOURCE USAGE F 

L 

TIME 
1/1 1/5 1/12 1/15 
( P ) ( D - L ) ( P2 ) ( D ) 

1/10 
( D , + F - L ) 

1/25 

( D , + F ) 

F = 10 DAYS 
L = 15 DAYS 

35 
FIG . 10B 

FOR CPU USAGE RATE OF SERVER , 
CONSIDERING MOST OPTIMISTIC PAST 
PREDICTION RESULT AND LEAD TIME , 
PREPARATION FOR RESOURCE 
ENHANCEMENT IS REQUIRED RIGHT NOW 

-36 

PREPARATION START DATE IN CONSIDE 
RATION OF MOST OPTIMISTIC PAST 
PREDICTION RESULT AND 
LEAD TIME ( D. + F - L ) : 1/10 
TODAY ( p , ) : 1/12 
PREDICTED EXHAUSTION DATE AT 
CURRENT TIME ( D. ) : 1/15 



Patent Application Publication Aug. 11 , 2022 Sheet 11 of 18 US 2022/0253364 A1 

FIG . 11 

PREDICTION PERIOD 
PREDICTED 
EXHAUSTION 

DATE TIME 

OCTOBER 1 
TO 

OCTOBER 7 

OCTOBER 7 
( p ) 

OCTOBER 15 
( D ) 

SEPTEMBER 30 OCTOBER 6 
TO ( p2 ) 

OCTOBER 6 

OCTOBER 17 
( D ) 

SEPTEMBER 29 OCTOBER 5 | TO ( , ) OCTOBER 5 

OCTOBER 20 
( D ) 

F = 5 DAYS 



Patent Application Publication Aug. 11 , 2022 Sheet 12 of 18 US 2022/0253364 A1 

FIG . 12 

PERIOD PREDICTION 
TIME 

PREDICTED 
EXHAUSTION 

DATE 
OCTOBER 1 

TO 
OCTOBER 10 

OCTOBER 10 OCTOBER 20 
( p ) ( D ) 

SEPTEMBER 30 OCTOBER 9 OCTOBER 25 TO ( p ) ( D ) OCTOBER 9 

SEPTEMBER 29 OCTOBER 8 
TO ( p ) OCTOBER 8 

OCTOBER 15 
( D2 ) 

SEPTEMBER 28 
TO 

OCTOBER 7 

OCTOBER 7 
( p ) 

OCTOBER 17 
( D ) 

SEPTEMBER 27 ) OCTOBER 6 
TO ( p ) OCTOBER 6 

OCTOBER 30 
( D ) 

F = 10 DAYS = 



Patent Application Publication Aug. 11 , 2022 Sheet 13 of 18 US 2022/0253364 A1 

FIG . 13 

PERIOD PREDICTION 
TIME 

PREDICTED 
EXHAUSTION 

DATE 
OCTOBER 1 

TO 
OCTOBER 10 

OCTOBER 10 OCTOBER 13 
( p ) ( D ) 

SEPTEMBER 30 OCTOBER 9 OCTOBER 15 TO ( 27 ) ( D ) OCTOBER 9 

SEPTEMBER 29 OCTOBER 8 OCTOBER 12 TO ( p , ) ( D2 ) OCTOBER 8 

F = 2 DAYS - 



Patent Application Publication Aug. 11 , 2022 Sheet 14 of 18 US 2022/0253364 A1 

FIG . 14 

PERIOD PREDICTION 
TIME 

PREDICTED 
EXHAUSTION 

DATE 
OCTOBER 1 

TO 
OCTOBER 7 

( SECOND PERIOD ) 

OCTOBER 7 OCTOBER 20 
( p ) ( D ) 

OCTOBER 2 
TO 

OCTOBER 7 
( FIRST PERIOD ) 

OCTOBER 7 OCTOBER 23 
( p ) ( D ) 

OCTOBER 3 
TO 

OCTOBER 7 
( FIRST PERIOD ) 

OCTOBER 7 
( p2 ) 

OCTOBER 15 
( D ) 

OCTOBER 7 
OCTOBER 4 

TO 
OCTOBER 7 

( FIRST PERIOD ) 
( p2 ) 

OCTOBER 12 
( D3 ) 

OCTOBER 5 
TO 

OCTOBER 7 
( FIRST PERIOD ) 

OCTOBER 7 OCTOBER 10 
( p . ) ( D ) 

F = 10 DAYS = 



Patent Application Publication Aug. 11 , 2022 Sheet 15 of 18 US 2022/0253364 A1 

FIG . 15 

Th 

1 RESOURCE USAGE ? 

? TIME 
1/12 
( p . ) 

1/30 
( D ) 

215 
D ( Dmax ) 

1/28 
( D ) min 

41 



Patent Application Publication Aug. 11 , 2022 Sheet 16 of 18 US 2022/0253364 A1 

FIG . 16 

Th 
U I 

max 
1 1 1 

1 
I 1 
1 1 

1 max 
1 1 
1 
1 1 I RESOURCE USAGE 1 I 

1 1 1 
1 1 1 

F 

1 1 
1 
1 

1 
1 

1 1 
1 1 

1 
1 1 

1 

TIME 
1/5 
( p . ) 1 1/30 

( D + F ) 
1/15 1/24 
( p ) ( D. ) 

1/18 
( D - F ) 

F = 6 DAYS 

42 



Patent Application Publication Aug. 11 , 2022 Sheet 17 of 18 US 2022/0253364 A1 

FIG . 17 

Th 
1 ! 1 

1 

U 1 
1 min 
I 
. . 

1 
. . 

1 
1 RESOURCE USAGE 1 1 

1 min 1 

1 
1 

! . 
1 1 

. 1 

I 
1 

1 
. . 

E 
. F 1 

1 

1 

1 

1 . . 

2/3 1/5 
( p ) 

1/15 2/29 
( p ) ( D , -F ) 

? TIME 
2/8 

( D , + F ) ( D. ) 

F = 5 DAYS 

43 



FIG . 18 

INFORMATION PROCESSING DEVICE 

13a 

Patent Application Publication 

13b 

13C 

STORAGE PREDICTED EXHAUSTION DATE CALCULATING PROGRAM 
100 

MEMORY 

PROCESSOR 
13i 

Aug. 11 , 2022 Sheet 18 of 18 

COMMUNICATION INTERFACE 
INPUT DEVICE 

MEDIUM READING DEVICE 

139 

13d 

13f 

RECORDING MEDIUM 
13h 

US 2022/0253364 A1 

13 



US 2022/0253364 Al Aug. 11 , 2022 
1 

METHOD OF CALCULATING PREDICTED 
EXHAUSTION DATE AND 

NON - TRANSITORY COMPUTER - READABLE 
MEDIUM 

CROSS - REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] This application is based upon and claims the 
benefit of priority of the prior 
[ 0002 ] Japanese Patent Application No , 2021-018863 filed 
on February 9 , 2021 , the entire contents of which are 
incorporated herein by reference . 

FIELD 

[ 0003 ] A certain aspect of the embodiments is related to a 
method of calculating a predicted exhaustion date and a 
non - transitory computer - readable medium , 

BACKGROUND 

[ 0011 ] FIG . 3 is a block diagram of a system according to 
a present embodiment ; 
[ 0012 ] FIG . 4 is a schematic diagram for illustrating a 
method of calculating the predicted exhaustion date of a 
resource ; 
[ 0013 ] FIG . 5 is a schematic diagram illustrating a method 
of limiting the number of first predicted exhaustion dates 
used for correction to an appropriate number in the present 
embodiment ; 
[ 0014 ] FIG . 6 is a functional block diagram of an infor 
mation processing device according to the present embodi 
ment ; 
[ 0015 ] FIG . 7 is a flowchart illustrating a method of 
calculating the predicted exhaustion date according to the 
present embodiment ; 
[ 0016 ] FIG . 8A is a schematic diagram illustrating a 
screen indicative of a preventive warning displayed by the 
display device according to the present embodiment ; 
[ 0017 ] FIG . 8B is a diagram illustrating an example of the 
text of an email including the preventive warning ; 
[ 0018 ] FIG . 9A is a schematic diagram illustrating a 
screen indicative of a standard warning displayed by the 
display device according to the present embodiment ; 
[ 0019 ] FIG . 9B is a diagram illustrating an example of the 
text of an email including the standard warning ; 
[ 0020 ] FIG . 10A is a schematic diagram illustrating a 
screen indicative of a final warning displayed by the display 
device according to the present embodiment ; 
[ 0021 ] FIG . 10B is a diagram illustrating an example of 
the text of an email including the final warning ; 
[ 0022 ] FIG . 11 is a diagram illustrating a method of 
calculating the predicted exhaustion date according to a first 
variation of the present embodiment ; 
[ 0023 ] FIG . 12 is a diagram illustrating a method of 
calculating the predicted exhaustion date according to a 
second variation of the present embodiment ; 
[ 0024 ] FIG . 13 is a diagram illustrating a method of 
calculating the predicted exhaustion date according to a third 
variation of the , present embodiment ; 
[ 0025 ] FIG . 14 is a diagram illustrating a method of 
calculating the predicted exhaustion date according to a 
fourth variation of the present embodiment ; 
[ 0026 ] FIG . 15 is a schematic diagram of a screen accord 
ing to a fifth variation of the present embodiment ; 
[ 0027 ] FIG . 16 is a schematic diagram of a screen accord 
ing to a sixth variation of the present embodiment ; 
[ 0028 ] FIG . 17 is a schematic diagram of a screen accord 
ing to a seventh variation of the present embodiment ; and 
[ 0029 ] FIG . 18 is a block diagram illustrating the hard 
ware of the information processing device according to the 
present embodiment . 

[ 0004 ] A system built from a plurality of servers may not 
operate as designed if resources such as a CPU ( Central 
Processing Unit ) and a memory in each server arc exhausted . 
therefore , a system administrator predicts a future exhaus 
tion date when the resources will be exhausted , based on a 
current resource usage or the like , and add serveis before the 
predicted exhaustion date . 
[ 0005 ] However , the resource usage fluctuates on a daily 
basis , and it is difficult to determine the predicted exhaustion 
date of the resource in consideration of the fluctuation . Note 
that the technique related to the present disclosure is dis 
closed in Japanese Laid - open Patent Publications No. 2005 
182697 and No. 2008-003736 . 

a 

SUMMARY 

a 

[ 0006 ] According to an aspect of the present disclosure . 
there . is provided a : Method of calculating a predicted 
exhaustion date for causing a computer to execute a process , 
the process including : calculating a first predicted exhaus 
tion date when a resource in a system is predicted to be 
exhausted , at a first time point ; calculating a . second pre 
dicted exhaustion date when the resource is predicted to be 
exhausted , at a second time point after the first time point ; 
calculating a difference between the first predicted exhaus 
tion date and the second predicted exhaustion date ; calcu 
lating a third predicted exhaustion . date by correcting the 
second predicted exhaustion date based on the difference ; 
and presenting the third predicted exhaustion date . 
[ 0007 ] The object and advantages of the invention will be 
realized and attained by means of the elements and combi 
nations particularly pointed out in the claims . 
[ 0008 ] It is to be understood that both the foregoing 
general description and the following detailed description 
are exemplary and explanatory and are not restrictive of the 
invention , as claimed . 

DESCRIPTION OF EMBODIMENTS 

BRIEF DESCRIPTION OF DRAWINGS 

[ 0009 ] FIGS . 1A and 1B are schematic diagrams for 
explaining a method of automatically calculating a predicted 
exhaustion date by a computer ; 
[ 0010 ] FIG 2 is a schematic diagram for explaining 
another method of automatically calculating the predicted 
exhaustion date by the computer ; 

( 0030 ] Prior to the description of the present embodiment , 
matters studied b an inventor will be described . 
[ 0031 ] A system such as a charge calculation system may 
be realized by combining a plurality of application programs 
executed by a plurality of servers , respectively . In this case , 
a system administrator needs to calculate the predicted 
exhaustion date when resources are exhausted in order to 
prevent the system from not working as designed due to lack 
of server resources such as a CPU and a memory . 
[ 0032 ] It is difficult for the system administrator to accu 
rately calculate the predicted exhaustion date based on 
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his / her own experience and intuition , Therefore , it is con 
ceivable to automatically calculate the predicted exhaustion 
date using a computer as follows . 
[ 0033 ] FIGS . 1A and 1B are schematic diagrams for 
explaining a method of automatically calculating the pre 
dicted exhaustion date by a computer . 
[ 0034 ] In FIG 1A , the predicted exhaustion date is calcu 
lated on January 10.FIG 1A illustrates the method of calcu 
lating the predicted exhaustion date based on a past resource 

obtained at that time ( January 10 ) . 
[ 0035 ] Here , it is assumed that a predicted value U of a 
future resource usage is calculated from the past resource 
usage U Toid by linear regression . The resource usage includes , 
for example , the usage of the CPU , the memory and a NIC 
( Network Interface Card ) of the server . In addition , the 
resource usage Udd for the past 2 to 4 weeks is used for 
prediction . Further , in this example , it is assumed that the 
resource is exhausted when the resource usage exceeds a 
predetermined threshold value Th . When the resource is the 
CPU , for example , a CPU usage rate is set as the resource 
usage , and the threshold Th is set to 90 % , for example . 
[ 0036 ] In the example of FIG . 1A , since the predicted 
value U exceeds the threshold value Th on February 5 , the 
predicted exhaustion date of the resource is February 5. It is 
considered that the predicted exhaustion date can be calcu 
lated more accurately than the prediction based on the 
experience and intuition of the administrator by using the 
linear regression in this way . 
[ 0037 ] However , the predicted exhaustion date differs 
depending on when the prediction is made , as follows . 
[ 0038 ] FIG . 1B is a schematic diagram illustrating the 
result , of calculating . the predicted value U on January 15 
which is later than the prediction date ( January 10 ) in FIG 
1A . The method of calculating the predicted value U is the 
same as that in FIG . 1A . 
[ 0039 ] In FIG . 1B , since the predicted . value U exceeds 
the threshold . value Th on January 30 , the predicted exhaus 
tion date of the resource is January 30. As a result . when the 
prediction is made on January 15 , the predicted exhaustion 
date comes earlier than when the prediction is made on 
January 10 ( FIG 1A ) . 
[ 0040 ] The reason why the predicted exhaustion date 
differs depending on the prediction date is that the resource 
usage fluctuates on the daily basis and the predicted exhaus 
tion date is not calculated in consideration of the fluctuation . 
However , in this case , the administrator cannot know when 
to add the server in order to prevent the resource shortage , 
and the administrator may add more servers unnecessarily 
early or may not add more servers in time . 
[ 0041 ] FIG . 2 is a schematic diagram for explaining 
another method of automatically calculating the predicted 
exhaustion date by the computer . 
[ 0042 ] In the example of FIG . 2 , the predicted value of the 
resource usage has a range . A maximum value of the range 
is a value at which the possibility of the resource exhaustion 
is 10 % or more . An average value of the range is a value at . 
which the possibility of the resource exhaustion is 50 % or 
more . A minimum value Umin of the range is a value at which 
the possibility of the resource exhaustion is 90 % or more . 
[ 0043 ] In this case , January 26 is a predicted exhaustion 
date d2 when the possibility of resource exhaustion is 10 % . 
January 30 is a predicted exhaustion date d , when the 

possibility of resource exhaustion is 50 % , February 4 is a 
predicted exhaustion date dz when the possibility of resource 
exhaustion is 90 % . 
[ 0044 ] According to this method , the predicted exhaustion 
date d , in a pessimistic case of the earliest resource exhaus 
tion and the predicted exhaustion date dz in an optimistic 
case of the latest resource exhaustion can be found . 
[ 0045 ] The time required to incorporate a device such as 
the server into the system after deciding to purchase it is 
called a lead time . Assuming that the lead time is L , the 
computer notifies the administrator of warning at the time of 
d2 - L dz -L , so that the administrator can purchase the device 
and incorporate it into the system before the resource is 
exhausted . 
[ 0046 ] However , even with this method , since the pre 
dicted exhaustion dates di , d2 and d3 are not calculated in 
consideration of the daily fluctuation of the resource usage 
the predicted exhaustion date changes depending on the 
prediction date as in FIGS . 1A and 1B . 
[ 0047 ] ( Present Embodiment ) 
[ 0048 ] FIG . 3 is the block diagram of the system according 
to the present embodiment . 
[ 0049 ] A system 10 is a system for calculating usage 
charges and the like , and includes a plurality of servers 11 , 
a plurality of network devices 12 , an information processing 
device 13 , and a display device 14 . 
[ 0050 ] Each server 11 is a computer in which a CPU 11a 
and a memory 11b cooperate to execute an application 
program such as a charge calculation program . Further , each 
network device 12 is , for example , a switch that connects the 
plurality of servers 11 to each other , and is connected to a 
network 15 such as a LAN ( Local Area Network ) or an 
Internet . 
[ 0051 ] The information processing device 13 is the com 
puter such as a PC ( Personal Computer ) or server that 
calculates the predicted exhaustion date when the resource 
in each of the server 11 and the network device 12 is 
exhausted , and is connected to the server 11 and the network 
device 12 via the network 15 . 
[ 0052 ] Here , the information processing device 13 is pro 
vided as a part of the system 10 , but the information 
processing device 13 may be provided outside the system 
10. Further , a virtual machine may be started on the server 
11 , and the virtual machine may have the function of the 
information processing device 13 . 
[ 0053 ] The display device 14 is a display device such as a 
liquid crystal display that displays the predicted exhaustion 
date . 
[ 0054 ] Next , a method in which the information process 
ing device 13 calculates the predicted exhaustion date of the 
resource will be described . 
[ 0055 ] FIG . 4 is a schematic diagram for illustrating a 
method of calculating the predicted exhaustion date of the 

a 

resource . 

example , 
[ 0056 ] First , the information processing device 13 calcu 
lates a first predicted exhaustion date D , when the resource 
exhaustion is predicted , at a first time point P? . For 
the information processing device 13 calculates the first 
predicted exhaustion date D , based on the past resource 
usage in a period T having the first time point p , as an end 
point . The algorithm for calculating the first predicted 
exhaustion date D. is not particularly limited . As an 
example , the information processing device 13 calculates 
the first predicted exhaustion date D , from the past resource 
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1 

usage in the period T by the linear egression . In this 
example , it is assumed that the first predicted exhaustion 
date D , is February 5 . 
[ 0057 ] Next , the information processing device 13 calcu 
lates a second predicted exhaustion date Do when the 
resource exhaustion is predicted , at a second time point 
Paafter the first time point pz . The algorithm for calculating 
the second predicted exhaustion date D , is the same as the 
algorithm for calculating the first predicted exhaustion date 
D1 , and calculates the second predicted exhaustion date D. 
based on the past resource usage in the period T having the 
second time point p2 as the end point . 
[ 0058 ] In this way , even if the same algorithm is used , the 
resource usage differs between the first time point p , and the 
second time point p2 , so that the second predicted exhaustion 
date D , is often different from the first predicted exhaustion 
date D? . Here , it is assumed that the second predicted 
exhaustion date D , is January 30 , which is earlier than the 
first predicted exhaustion date D. 
[ 0059 ] Next , the information processing device 13 calcu 
lates a difference F between the first predicted exhaustion 
date D , and , the second predicted exhaustion date Do. In this 
example , the difference F is 6 days . In the present embodi 
ment , it is considered that the predicted exhaustion date of 
the resource fluctuates by + F days from the second predicted 
exhaustion date D , which is the latest prediction result , due 
to the daily fluctuation of the resource usage . In particular , 
in a worst case where the predicted exhaustion date becomes 
earlier by -F days from the second predicted exhaustion date 
Do , the administrator of the system 10 does not have enough 
time to add the server 11 and the network device 12 , and it 
is necessary to notify the administrator of the approach of 
the predicted exhaustion date as soon as possible . 
[ 0060 ] Therefore , the information processing device 13 
calculates a third predicted exhaustion date Do - F when the 
second predicted exhaustion date D , is corrected based on 
the difference F. In this example , the third predicted exhaus 
tion date Do - F is January 24 . 
[ 0061 ] After that , the information processing , device 13 
presents each of the first predicted exhaustion date D? , the 
second predicted exhaustion date D , and the third predicted 
exhaustion date D. -F to the administrator . As an example , 
the information processing device 13 displays a screen 17 
including each of the first predicted exhaustion date D1 , the 
second predicted exhaustion date D , and the third predicted 
exhaustion date Do - F on the display device 14 ( see FIG 3 ) . 
[ 0062 ] This completes the basic processing of the method 
for calculating the predicted exhaustion date of the resource 
according to the present embodiment . 
[ 0063 ] According to this calculation method , the differ 
ence F due to the fluctuation of the resource usages at 
respective time points p , and p2 , is calculated , and the third 
predicted exhaustion date D , -F , where the second predicted 
exhaustion date D , is corrected based on the difference F , is 
presented to the administrator . Thereby , the administrator 
can know the third predicted exhaustion date Do - F that takes 
into account the daily fluctuation of the resource usage , and 
the administrator can add the server 11 and the network 
device 12 before the resource is exhausted . 
[ 0064 ] In the example in FIG . 4 , the first time point p , is 
set to a single day in the past before the second time point 
P2 but the present embodiment is not limited to this . For 
example , a plurality of different days in the past prior to the 
second time point pz may be set as the first time points P? . 

[ 0065 ] In this case , the information processing device 13 
calculates a plurality of first predicted exhaustion dates D. 
sing the plurality of first time points P1 , respectively . Then , 
the information processing device 13 calculates a largest 
value as the above difference F among the plurality of 
differences between the plurality of first predicted exhaus 
tion dates D , and the second predicted exhaustion date Do 
and calculates the third predicted exhaustion date Do - F using 
the difference F and the second predicted exhaustion date 
DO 
[ 0066 ] By calculating the first predicted exhaustion date 
D , at each of the plurality of first time points p , in this way , 
a prediction accuracy of the third predicted exhaustion date 
Do - F can be improved . 
[ 0067 ] However , if the number of predicted exhaustion 
dates D , is increased to some extent , further improvement of 
the prediction accuracy cannot be expected , and rather the 
computational resources of the information processing 
device 13 are consumed unnecessarily . Therefore , it is 
preferable to limit the number of first predicted exhaustion 
dates D , used for correction to an appropriate number as 
described below . 
[ 0068 ] FIG . 5 is a schematic diagram illustrating a method 
of limiting the number of first predicted exhaustion dates 
used for correction to the appropriate number . 
[ 0069 ] In the example of FIG . 5 , the second time point p2 
is October 7.and the second predicted exhaustion date D. 
predicted by the information processing device 13 at the 
second time point p2 is October 11 . 
[ 0070 ] The plurality of first time points p , are in the past 
by 1 to 6 days from the second time point p2 ( October 7 ) , 
respectively . The first predicted exhaustion dates calculated 
by the information processing device 13 at these first time 
points p? are represented by D. to D. , respectively . 
[ 0071 ] In this case , the information processing device 13 
calculates a standard deviation S , of a population having 
Do - D , as an element for the second predicted exhaustion 
date Do , and a standard deviation S , of the population having 
Do - D , and Do - D , as elements for the first predicted exhaus 
tion date D . Further , the information processing device 13 
calculates a standard deviation S , of the population having 
Do - D . , D , -D , and Do - D? as elements for the first predicted 
exhaustion date Dz . Hereinafter , in the same way , the 
information processing device 13 calculates a standard 
deviation Se of the population having D.-D. , D.-D. , D. - D2 , 
... D. - D . as elements for the first predicted exhaustion date 
? . 
[ 0072 ] Next , the information processing device 13 calcu 
lates an absolute value ( = 1.5 ) of the difference between the 
standard deviations S , and S , as the variation of the first 
predicted exhaustion date D1 , and an absolute value ( = 1.8 ) 
of the difference between the standard deviations S , and S2 
as the variation of the first predicted exhaustion date Dz . 
Hereinafter in the same way , the information processing 
device 13 calculates an absolute value ( 0.2 ) of the differ 
ence between the standard deviations S , and So as the 
variation of the first predicted exhaustion date D .. 
[ 0073 ] Then , the information processing device 13 iden 
tifies the first predicted exhaustion dates D , ( October 14 ) 
and D2 ( October 19 ) having the variation larger than a 
threshold value X ( for example , 1 day ) . Furthermore , the 
information processing device 13 calculates a maximum 
difference between each of these first predicted exhaustion 
dates D , and D , and the second predicted exhaustion date D. 
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as the difference F , and calculates the above - mentioned third 
predicted exhaustion date D.-F. Here , the remaining first 
predicted exhaustion dates Dz to Do are not used to calculate 
the third predicted exhaustion date Do - F . In this example , the 
diftbrence F is 8days , so October 3is the third predicted 
exhaustion date , 
[ 0074 ] In this way , by calculating the third predicted 
exhaustion date D - F using only the first predicted exhaus 
tion date having the variation larger than the threshold value 
X. the prediction accuracy of the third predicted exhaustion 
date Do - F can be maintained while saving the computational 
resources of the information processing device 13 . 
[ 0075 ] Next , the fUnctional configuration of the informa 
tion processing device 13 according to the present embodi 
ment will be described . 
[ 0076 ] FIG . 6 is the functional block diagram of the 
infomiation processing device 13 according to the present 
embodiment . 
[ 0077 ] As illustrated in FIG . 6 , the information process 
ing . device 13 includes a communication unit 21 , a storage 
unit 22 , and a control unit 23 . 
[ 0078 ] The communication unit 21 is an interface for 
connecting the information processing device 13 to the 
network 15. Further , the storage unit 22 stores the usage 
information 24 in which the resource usage of the server 11 
or the network device 12 is associated with the past date 
when the resource usage is acquired . 
[ 0079 ] On the other hand , the control unit 23 is a process 
ing unit that controls each unit of the information processing 
deviec 13. As an example , the control unit 23 includes an 
acquisition unit 25 , a . calculation unit 26 , a correction unit 
27 , and a presentation unit 28 . 
[ 0080 ] The acquisition unit 25 is a processing unit that 
acquires a parameter indicating the resource usage of the 
system 10. For example , the acquisition unit 25 communi 
cates with each of the server 11 and the network device 12 
to acquire parameters indicating these resource usages . Such 
parameters include the usage rate of the CPU 11a in the 
server 11 and a memory usage of the memory 11b . Further , 
the acquisition unit 25 may acquire a disk usage of the server 
11 and a traffic passing through the NIC ( Network Interface 
Card ) of the server 11 as the parameter . On the other hand , 
in the network device 12 , a traffic through such a network 
device 12 is such a parameter . 
[ 0081 ] Furthermore , the acquisition unit 25 associates the 
parameter with a past date when the parameter was acquired , 
and store it in the storage unit 22 as usage : information 24 . 
[ 0082 ] The calculation unit 26 calculates the first predicted 
exhaustion date D , in which the resource exhaustion is 
predicted , at the first time point p , before a date indicated by 
the latest parameter included in the usage information 24 . 
The parameter used for calculating the first predicted 
exhaustion date D , is a parameter included in the period T 
haying the first time point p , as the end point . The calcula 
tion unit 26 calculates the first predicted exhaustion date D. 
by performing the linear regression on the parameter . 
[ 0083 ] Here , the first time point p , is not limited to one . 
For example , the calculation unit 26 may calculate the first 
predicted exhaustion dates D , to Do at the plurality of first 
time points P? , respectively , as illustrated in FIG . 5 . 
[ 0084 ] Further , the calculation unit 26 calculates the sec 
ond predicted exhaustion date Do , in which the resource 
exhaustion is predicted , at the second time point p2 before a 
date indicated by the latest parameter included in the usage 

information 24. As an example , the calculation unit 26 
calculates the second predicted exhaustion date D2 by per 
forming the linear regression on the parameter included in 
the period T having the first time point p2 as the end point . T 
[ 0085 ] Then , the calculation unit 26 calculates the differ 
ence F between the first predicted exhaustion date D , and the 
second predicted exhaustion date Do. The calculation unit 26 
may calculate the first predicted exhaustion date D , at each 
of the plurality of different first time points P1 . In this case , 
the calculation unit 26 calculates a largest value among the 
plurality of differences between the plurality of first pre 
dicted exhaustion dates D , and the second predicted exhaus 
tion date Do as the difference F. 
[ 0086 ] The correction unit 27 is a processing unit that 
calculates a third predicted exhaustion date D , -F by cor 
recting the second predicted exhaustion date D , based on the 
difference F. The correction unit 27 may calculate a fourth 
predicted exhaustion date Do = F in the optimistic case where 
the resource is exhausted later than the second predicted 
exhaustion date D , for the reference of the administrator . 
[ 0087 ] The presentation unit 28 is a processing unit that 
presents the third predicted exhaustion date D.-F. As an 
example , the presentation unit 28 outputs an instruction for 
displaying the third predicted exhaustion date Do - F to the 
display device 14 ( see FIG . 3 ) . 
[ 0088 ] Next , a method of calculating the predicted exhaus 
tion date according to the present embodiment will be 
described . FIG . 7 is a flowchart illustrating the method of 
calculating the predicted exhaustion date according to the 
present embodiment . First , the calculation unit 26 calculates 
the second predicted exhaustion date D , at the second time 
point p2 ( step S11 ) , Hereinafter , it.is assumed that the 
second time point p2 is a date indicated by the latest 
parameter included in the usage information 24 and is a 
current date . 
[ 0089 ] Next , the calculation unit 26 calculates the first 
predicted exhaustion dates D , to Dn at the plurality of first 
time points p , before the second time point P2 , respectively 
( step S12 ) . 
[ 0090 ] Next , the calculation unit 26 calculates the largest 
value F among the plurality of differences between the 
plurality of first predicted exhaustion dates D , to D , and the 
second predicted exhaustion date D. ( step S13 ) . As illus 
trated in FIG . 5 , the calculation unit 26 calculates the value 
F by using only a day in which the variation is larger than 
the threshold value X among the plurality of first predicted 
exhaustion days D to Dn : 
[ 0091 ] Next , the correction unit 27 calculates the third 
predicted exhaustion date Do - F ( step S14 ) . 
[ 0092 ] Subsequently , the presentation unit 28 outputs an 
instruction for displaying the third predicted exhaustion date 
Do - F to the display device 14 ( step S15 ) . Also , the presen 
tation unit 28 may output , to the display device 14 , an 
instruction for displaying the second predicted exhaustion 
date D , and the fourth predicted exhaustion date Do + F in the 
optimistic case where the resource is exhausted later than the 
second predicted exhaustion date Do , for the reference of the 
administrator . The fourth predicted exhaustion date D. + F is 
the predicted exhaustion date that is expected to fluctuate 
from the second predicted exhaustion date D. due to the 
daily fluctuation in a resource amount , as in the third 
predicted exhaustion date D.-F. 
[ 0093 ] Next , the presentation unit 28 determines whether 
Do - F - Lsp2 is satisfied and step S17 described later is not 
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a executed ( step S16 ) . Here , L is a lead time which is set to a 
value of about 1 to 2 weeks by the administrator . Further , in 
this example , the second time point p2 is set as the current 
day , as described above , Therefore , when Do - F - Lsp2 is 
satisfied , even if the addition of the server 11 and the 
network device 12 is decided at the current time , the addition 
will not be in time by the third predicted exhaustion date Do 
F. 
[ 0094 ] However , it is assumed that the third predicted 
exhaustion date D. - F is the worst case where the resource is 
exhausted earlier than the second predicted exhaustion date 
Do , so the resource may be exhausted later than the third 
predicted exhaustion date Do - F in actuality . 
[ 0095 ] Therefore , when D , -F - Lsp2 is satisfied and step 
S17 is not executed ( YES in step S16 ) , the process proceeds 
to step S17 and the presentation unit 28 outputs an instruc 
tion for displaying a preventive warning to the display 
device 14 . 
[ 0096 ] FIG . 8A is a schematic diagram illustrating a 
screen 31 indicative of the preventive warning displayed by 
the display device 14 . 
[ 0097 ] In the example of FIG . 8A , a message “ Consider 
ing fluctuation in prediction result , and lead time , prepara 
tion for resource enhancement may be required ” is displayed 
on the display device 14 in addition to each of the dates Do , 
Do - F - L , D. - F and Do + F . 
[ 0098 ] Further , the presentation unit 28 may notify the 
administrator of an email including the preventive warning . 
FIG . 8B is a diagram illustrating an example of a text of the 
email . In the example illustrated in FIG . 8B , a message 32 
indicating the preventive warning , and each of the dates 
P2 , D , and D. - F - L are included in the text of the email . 
[ 0099 ] FIG . 7 is referred to again . On the other hand , when 
Do - F - Lsp2 is not satisfied or when step S17 was already 
executed ( NO in step S16 ) , the process proceeds to step S18 . 
[ 0100 ] In step S18 , the presentation unit 28 determines 
whether DoLsp2 is satisfied and step S19 described later is 
not executed . When D , -Lsp2 is satisfied , even if the addition 
of the resource is decided at the current time , the addition 
will not be in time by the second predicted exhaustion date 

is not executed . The fourth predicted exhaustion date Do + F 
is the day when the resource exhaustion is predicted in the 
optimistic case , and the resource is almost certainly 
exhausted on the fourth predicted exhaustion date Do + F . 
Therefore , when Do + F - L sp2 is satisfied , even if the addition 
of the resource is decided at the current time , the resource is 
almost certainly exhausted by the time of the addition , 
[ 0108 ] Therefore , when Do + F - L sp2 is satisfied and step 
S21 is not executed ( YES in step S20 ) the process proceeds 
to step S21 and the presentation unit 28 outputs an instruc 
tion for displaying a final warning to the display device 14 . 
[ 0109 ] FIG . 10A is a schematic diagram illustrating a 
screen 35 indicative of the final warning displayed by the 
display device 14 . 
[ 0110 ] In the example of FIG . 10A , a message " Consid 
ering most optimistic past prediction result and lead time , 
preparation for resource enhancement is required right now ” 
is displayed on the display device 14 in addition to each of 
the dates Do , Do + F- L , D - F and D. + F . 
[ 0111 ] Further , the presentation unit 28 may notify the 
administrator of an email including the final warning . FIG . 
10B is a diagram illustrating an example of the text of the 
email . In the example of FIG . 10B , a message 36 indicating 
the final warning , and each of the dates P2 , D , and Do + F - L 
are included in the text of the email . 
[ 0112 ] After this , the process returns again to step S11 in 
FIG . 7. This completes a basic process of the method of 
calculating the predicted exhaustion date according to the 
present embodiment . 
[ 0113 ] According to the present embodiment described 
above , the calculation unit 26 calculates the difference F due 
to the difference between the resource usages at respective 
time points p , and p2 ( step S14 ) . Then , the presentation unit 
28 presents to the administrator the third predicted exhaus 
tion date Do - F in which the second predicted exhaustion date 
D. is corrected based on the difference F ( step S15 ) . 
Thereby , the administrator can know the third predicted 
exhaustion date D. - F that takes into account the daily 
fluctuation of the resource usage , and the administrator can 
add the server 11 and the network device 12 before the 
resource is exhausted . 
[ 0114 ] Next , variations of the present embodiment will be 
described . In the example of FIG . 5 , only the first predicted 
exhaustion dates D , and D , having the variation greater than 
the threshold value X among the first predicted exhaustion 
dates D , to Do are used to calculate the third predicted 
exhaustion date Do - F , thereby preventing the number of first 
predicted exhaustion dates from increasing unnecessarily . 
[ 0115 ] Instead of this , the calculation unit 26 may calcu 
late the first predicted exhaustion date as in each of the 
following variations . 

Do : 

2 

[ 0101 ] Therefore , when D , -Lsp2 is satisfied and step S19 
is not executed ( YES in step S18 ) , the process proceeds to 
step S19 and the presentation unit 28 outputs an instruction 
for displaying a standard warning to the display device 14 . 
[ 0102 ] FIG . 9A is a schematic diagram illustrating a 
screen 33 indicative of the standard warning displayed by 
the display device 14 . 
[ 0103 ] In the example of FIG . 9A , a message “ Consider 
ing current prediction result and lead time at current time , 
preparation for resource enhancement is required ” is dis 
played on the display device 14 in addition to each of the 
dates D. , D. -L , D. - F and D + F . 
[ 0104 ] Further , the presentation unit 28 may riotife the 
administrator of an email including the standard warning . 
[ 0105 ] FIG . 9B is a diagram illustrating an example of a 
text of the email . In the example of FIG . 9B , a message 34 
indicating the standard warning , and each of the dates P2 , Do 
and D - L are included in the text of the email . 
[ 0106 ] FIG . 7 is referred to again . On the other hand , when 
Do - Lsp2 is not satisfied or when step S19 was already 
executed ( NO in step S18 ) , the process proceeds to step S20 , 
[ 0107 ] In step S20 , the presentation unit 28 determines 
whether Do + F - Lspuis satisfied and step S21 described later 

O ( First Variation ) 

[ 0116 ] FIG . 11 is a diagram illustrating a method of 
calculating the predicted exhaustion date according to a first 
variation . 
[ 0117 ] In this variation , the plurality of first time points P. 
( October 6and October 5 ) are days that go back to a past day 
( October 5 ) that is separated from the second time point p2 
( October 7 ) by a predetermined number of days ( 2days ) , 
wherein any one of the plurality of first time points p? ( e.g. 
October 6 ) differ by one day from an another first time point 
( e.g. October 5 ) , Further , 7 days is adopted as the period 
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[ 0127 ] Thereby , the correction unit 27 can calculate the 
third predicted exhaustion date Do - F ( October 11 ) in con 
sideration of the first predicted exhaustion dates D , and D2 
at the first time points Pi close to the second predicted 
exhaustion date Do. 

1 

( Fourth Variation ) 

having the first time point p? as the end point , and 7 days is 
similarly adopted as the period having the second time point 
p2 as the end point , 
[ 0118 ] In this ease , the calculation unit 26 calculates 
October 15as the second predicted exhaustion date Do based 
on the usage information 24 for a period from October 1 to 
October 7 . 
[ 0119 ] The calculation unit 26 calculates October 17as the 
first predicted exhaustion date D , at the first time point p? 
( October 6 ) based on the usage information 24 for the period 
from September 30 to October 6. Similarly , the calculation 
unit 26 calculates October 20 as the first predicted exhaus 
tion date D2 at the first time point p . ( October 5 ) based on 
the usage information 24 for the period from September 29to 
October 5 . 
[ 0120 ] In this case , the largest difference between the first 
predicted exhaustion dates D , and D2 and the second pre 
dicted exhaustion date D , is the first predicted exhaustion 
date D2 , and the difference F is 5days . Therefore , the third 
predicted exhaustion date Do - F is October 10 . 
[ 0121 ] According to this , the calculation unit 26 calculates 
the first predicted exhaustion dates D , and D , only at the two 
first time points Pi close to the second time point P2 . 
Therefore , the correction unit 27 can calculate the third 
predicted exhaustion date Do - F in consideration of only the 
fluctuation of the recent prediction result . 

: 

the usage 

[ 0128 ] FIG . 14 is a diagram illustrating the method of 
calculating the predicted exhaustion date according to a 
fourth variation . In this variation , each of the plurality of first 
time points p , and the second time point p2 is the same day 
( October 7 ) , as illustrated in FIG . 14 . 
[ 0129 ] In this example , the calculation unit 26 calculates 
the first predicted exhaustion dates D , to D4 based on the 
usage information 24 in a plurality of first periods having 
different lengths for the plurality of first time points P1 , 
respectively . 
[ 0130 ] Furthermore , the calculation unit 26 calculates the 
second predicted exhaustion date D. ( October 20 ) based on 

information 24 in the second period having the 
second time point p2 as the end point and having a different 
length from any of the plurality of first periods . In this 
variation , the difference F is 10 , and the third predicted 
exhaustion date Do - F calculated by the correction unit 27 is 
October 10 . 
[ 0131 ] According to this , since the end points of the 
second period and each of the plurality of first periods are 
the second time point P2 , the resource usage at the latest 
second time point p2 can be reflected in each of the predicted 
exhaustion dates D , to D4 . Moreover , since the lengths of the 
plurality of first periods are different from each other , the 
correction unit 27 can calculate the third predicted exhaus 
tion date Do - F ( October 10 ) in consideration of both long 
term and short - tem perspectives . 

1 2 

( Second Variation ) 
[ 0122 ] FIG . 12 is a diagram illustrating the method of 
calculating the predicted exhaustion date according to a 
second variation , Also in this variation , the plurality of first 
time points p , are set to different days from each other , as in 
the first variation . The period having the first time point p? 
as the end point is 10days , and the period having the second 
time point P2 as the end point is also 10days . 
[ 0123 ] In this variation , a ratio of the total number ( 5 ) of 
the plurality of first time points p , and the second time point 
P2 to the number of days ( 10 days ) included in the period is 
set to 1/2 . The ratio is constant regardless of the total number 
of the plurality of first time points p , and the second time 
point p2 and the number of days included in the period , This 
eliminates the need for the administrator of the system 10 to 
set the number of the plurality of first time points P? . 
[ 0124 ] In the example of FIG . 12 , the difference F is 10 , 
and the third predicted exhaustion date D , -F calculated by 
the correction unit 27 is October 10 . 

a 

( Fifth Variation ) 
[ 0132 ] In this variation and subsequent variations , a screen 
presented by the presentation unit 28 will be described . FIG . 
15 is a schematic diagram of a screen 41 according to a fifth 
variation . In this variation , the presentation unit 28 presents 
a maximum value D , and a minimum value D , among 
the plurality of first predicted exhaustion dates D , to D , on 
the screen 41. This allows the administrator of the system 10 
to intuitively know the fluctuation of the predicted exhaus 
tion date . 

max min 

1 n 

( Sixth Variation ) 
( Third Variation ) 

??? 

[ 0125 ] FIG . 13 is a diagram illustrating the method of 
calculating the predicted exhaustion date according to a third 
variation . Also in this variation , the plurality of first time 
points p? are set to different days from each other , as in the 
first variation . The period having the first time point p , as the 
end point is 10 days , and the period having the second time 
point p2 as the end point is also 10 days . 
[ 0126 ] Here , it is considered the case where the second 
predicted exhaustion date D , is October 13. In this case , the 
difference between the second predicted exhaustion date Do 
( October 13 ) and the second time point p2 ( October 10 ) is 3 
days . In this variation , the total number of the first time 
points p , and the second time point p2 is set to three , which 
is equal to the difference ( 3days ) . 

[ 0133 ] FIG . 16 is a schematic diagram of a screen 42 
according to a sixth variation , In this variation , by using the 
same algorithm as in FIG . 2 , the calculation unit 26 gives a 
range to the predicted value of the resource usage . Then , the 
calculation unit 26 calculates the second predicted exhaus 
tion date Do using the maximum value Um of the width . 
The maximum value Umax is the value at which the possi 
bility of the resource exhaustion is 10 % or more . 
[ 0134 ] Further , the correction unit 27 calculates the third 
predicted exhaustion date Do - F and the fourth predicted 
exhaustion date Do + F using the maximum value Un . After 
that , the presentation unit 28 presents the second predicted 
exhaustion date Do , the third predicted exhaustion date Do - F , 
and the fourth predicted exhaustion date Do + F on the screen 

max 
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[ 0135 ] When the maximum value U , is used , each of the 
predicted exhaustion dates D. , D - F and Do + F is earlier than 
that in a case where the average value U and the minimum 
value U , in FIG . 2 are used . Therefore , the administrator 
can make a decision to incorporate the server 11 , the 
network device 12 and the like into the system 10 at an early 
stage , and can prevent a fatal consequence such as the 
shutdown of the system 10 due to the resource exhaustion . 

min 

( Seventh Variation ) 

. 

[ 0136 ] FIG . 16 is a schematic diagram of a screen 43 
according to a seventh variation , in this variation , by using 
the same algorithm as in FIG . 2 , the calculation unit 26 gives 
a range to the predicted value of the resource usage . Then , 
the calculation unit 26 calculates the second predicted 
exhaustion date D , using the minimum value Umin of the 
width . The maximum value Umin is the value at which the 
possibility of the resource exhaustion is 90 % or more . 
[ 0137 ] Further , the correction unit 27 calculates the third 
predicted exhaustion date Do - F and the fourth predicted 
exhaustion date Do + F using the minimum value Umin . After 
that , the presentation unit 28 presents the second predicted 
exhaustion date Do , the third predicted exhaustion date D , -F , 
and the fourth predicted exhaustion date Do + F on the screen 
43 . 
[ 0138 ] When the minimum value U , is used , each of the 
predicted exhaustion dates Do , D. - F and Do + F is later than 
that in a case where the average value Uave and the maxi 
mum value U. in FIG . 2 are used . Therefore , the seventh 
variation is effective when it is possible to deal with the 
resource exhaustion by a method different from incorporat 
ing the server 11 , the network device 12 and the like into the 
system 10 . 

min 
0 : 

??? 

In this case , the processor 103 may read and execute the 
predicted exhaustion date calculating program 100 . 
[ 0144 ] Meanwhile , the memory 13b is hardware that tem 
porarily stores data , such as a DRAM ( Dynamic Random 
Access Memory ) , and the predicted exhaustion date calcu 
lating program 100 is deployed on the memory 13b . 
[ 0145 ] The processor 13c is hardware such as a CPU 
( Central Processing Unit ) or a GPU ( Graphical Processing 
Unit ) that controls each element of the information process 
ing device 13. Further , the processor 13c executes the 
predicted exhaustion date calculating program 100 in coop 
eration with the memory 13b . 
[ 0146 ] Thus , the processor 13c executes the predicted 
exhaustion date calculating program 100 in cooperation with 
the memory 13b , so that the control unit 23 of the informa 
tion processing device 13 ( see FIG . 6 ) is realized , The 
control unit 23 includes the acquisition unit 25 , the calcu 
lation unit 26 , the correction unit 27 , and the presentation 
unit 28 . 
[ 0147 ] The storage unit 22 ( see FIG . 6 ) is realized by the 
storage 13a and the memory 13b . 
[ 0148 ] Further , the communication interface 13d is hard 
ware such as a NIC ( Network Interface Card ) for connecting 
the information processing device 13 to the network 15 ( see 
FIG . 3 ) . The communication unit 21 ( see FIG . 6 ) is realized 
by the communication interface 13d . 
[ 0149 ] The input device 13f is hardware such as a key 
board and a mouse for the administrator of the system 10 to 
input various data to the information processing device 13 . 
[ 0150 ] The medium reading device 13g is hardware such 
as a CD drive , a DVD drive , and a USB interface for reading 
the recording medium 13h . 
[ 0151 ] All examples and conditional language recited 
herein are intended for pedagogical purposes to aid the 
reader in understanding the invention and the concepts 
contributed by the inventor to furthering the art , and are to 
be construed as being without limitation to such specifically 
recited examples and conditions , nor does the organization 
of such examples in the specification relate to a showing of 
the superiority and inferiority of the invention . Although the 
embodiments of the present invention have been described 
in detail , it should be understood that the various change , 
substitutions , and alterations could be made hereto without 
departing from the spirit and scope of the invention . 
What is claimed is : 
1. A method of calculating a predicted exhaustion date for 

causing a computer to execute a process , the process com 
prising : 

calculating a first predicted exhaustion date when a 
resource in a system is predicted to be exhausted , at a 
first time point ; 

calculating a second predicted exhaustion date when the 
resource is predicted to be exhausted , at a second time 
point after the first time point ; 

calculating a difference between the first predicted 
exhaustion date and the second predicted exhaustion 
date ; 

calculating a third predicted exhaustion date by correcting 
the second . predicted exhaustion date based on the 
difference ; and 

presenting the third predicted exhaustion date . 
2. The method of calculating the predicted exhaustion 

date as claimed in claim 1 , wherein 

( Hardware Configuration ) 

2 

a 

[ 0139 ] FIG . 18 is the block diwzram illustrating the hard 
ware of the information processing device 13. As illustrated 
in FIG . 18 , the information processing device 13 includes a 
storage 13a , a memory 13b , a processor 13c , a communi 
cation interface 13d , an input device 13f and a medium 
reading device 13g . These elements are connected to each 
other by a bus 13i , 
[ 0140 ] The storage 13a is a non - volatile storage such as an 
HDD ( Hard Disk Drive ) or an SSD ( Solid State Drive ) , and 
stores a predicted exhaustion date calculating program 100 
according to the present embodiment . 
[ 0141 ] The predicted exhaustion date calculating program 
100 may be recorded on a computer - readable recording 
medium 13h , and the processor 13c may read the predicted 
exhaustion date calculating program 100 from the recording 
medium 13h via the medium reading device 13g . 
[ 0142 ] Examples of such a recording medium 13h include 
physically portable recording media such as a CD - ROM 
( Compact Disc - Read Only Memory ) , a DVD ( Digital Ver 
satile Disc ) , and a USB ( Universal Serial Bus ) memory . 
Further , a semiconductor memory such as a flash memory , or 
a hard disk drive may be used as the recording medium 13h . 
The recording medium 13h is not a temporary medium such 
as a carrier wave having no physical form . 
[ 0143 ] Further , the predicted exhaustion date calculating 
program 100 may be stored in a device connected to a public 
line , the Internet , a LAN ( Local Area Network ) , or the like . 
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the calculating the first predicted exhaustion date is cal 
culating a plurality of first predicted exhaustion dates at 
a plurality of first time points different from each other , 
respectively , and 

the correcting is performed using a largest value among a 
plurality of differences between the plurality of first 
predicted exhaustion dates and the second predicted 
exhaustion date . 

3. The method of calculating the predicted exhaustion 
date as claimed in claim 2 , wherein 

the plurality of the first predicted exhaustion dates are 
calculated based on parameters indicating a usage of 
the resource in a plurality of periods having the plu 
rality of first time points as end points , and 

the second predicted exhaustion date is calculated based 
on the parameter for a period having the second time 
point as an end point . 

4. The method of calculating the predicted exhaustion 
date as claimed in claim 2 , wherein 

each of the plurality of first time points is a day that goes 
back to a past day that is separated from the second 
time point by a predetermined number of days , wherein 
any one of the first time points differ by one day from 
an another first time point . 

5. The method of calculating the predicted exhaustion 
date as claimed in claim 2 , wherein 

a total number of the plurality of the first time points and 
the second time point is equal to a number of days 
corresponding to a difference between the second pre 
dicted exhaustion date and the second time point . 

6. The method of calculating the predicted exhaustion 
date as claimed in claim 2 , wherein 

the plurality of the first time points are the same day as the 
second time point , 

the plurality of first predicted exhaustion dates are calcu 
lated based on the parameters indicating a usage of the 

resource in a plurality of first periods having the 
plurality of first time points as end points , respectively , 
the plurality of first periods having different lengths for 
each of the first time points , and 

the second predicted exhaustion date is calculated based 
on the parameter in a second period having the second 
point as an end point , the second period being different 
in length from any of the plurality of first periods . 

7. The method of calculating the predicted exhaustion 
date as claimed in claim 2 , wherein 

the difference between the first predicted exhaustion date 
and the second predicted exhaustion date is calculated , 
the first predicted exhaustion date having a variation 
larger than a threshold value among the plurality of first 
predicted exhaustion dates . 

8. The method of calculating the predicted exhaustion 
date as claimed in claim 2 , wherein 

a maximum value and a minimum value of a plurality of 
the first predicted exhaustion dates are presented . 

9. A non - transitor computer - readable medium having 
stored therein a program for causing a computer to execute 
a process , the process comprising : 

calculating a first predicted exhaustion date when a 
resource in a system is predicted to be exhausted , at a 
first time point 

calculating a second predicted exhaustion date when the 
resource is predicted to be exhausted , at a second time 
point after the first time point ; 

calculating a difference between the first predicted 
exhaustion date and the second predicted exhaustion 
date ; 

calculating a third predicted exhaustion date by correcting 
the second predicted exhaustion date based on the 
difference ; and 

presenting the third predicted exhaustion date . 

a 


