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ADAPTIVE METHODS AND SYSTEMS FOR 
DETECTING SIGNALS FROM 

INTERFERENCE CONTAMINATED DATA 

CROSS - REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] This application claims the benefit of U . S . Provi 
sional Patent Application No . 62 / 132 , 903 filed Mar . 13 , 
2015 ; the entire contents of Patent Application No . 62 / 132 , 
903 are hereby incorporated by reference . 

FIELD 

[ 0002 ] Various embodiments are described herein for an 
apparatus and method that may be used to detect weak 
signals or signals contaminated with noise and / or interfer 
ence in a variety of different applications . 

BACKGROUND 
[ 0003 ] The ability to reliably detect a weak signal or a 
signal distorted by noise and / or signal artifacts is needed in 
many applications . Generally , the quality of a signal relative 
to the noise and other forms of distortion that may be present 
is expressed by the signal - to - noise ratio ( SNR ) . A low SNR 
may indicate that a signal of interest may be highly distorted 
and detection of this signal may be difficult using conven 
tional techniques . 
[ 0004 ] For example , in medical applications , many physi 
ologically relevant signals may be weak compared with 
background noise and signal artifacts captured during the 
recording of these signals . In other words , the SNR of these 
physiologically relevant signals is low . As a result of dis 
tortions such as noise and signal artifacts the difficulty and 
challenges associated with reliability detecting inherently 
weak signals are therefore high . Accordingly , there is a need 
for systems and methods which are capable of facilitating 
detection of inherently weak or highly distorted signals 
efficiently . Within medical applications there is also a desire 
to do so with the least degree of invasiveness and discomfort 
for a patient . 

corresponding strengths and the at least one version of the 
noise and the version of the interference Y ( n ) components 
and corresponding strengths . 
[ 0006 ] In at least some embodiments , the method may 
further comprise using quasi - Kalman filtering for estimating 
strengths and the desired signal by : defining an observation 
matrix H ( n ) to include the at least one signal feature ele 
ments , data values for the at least one noise and interference 
V ( n ) components and data values for the at least one version 
of the noise and the version of the interference Y ( n ) com 
ponents ; defining a state vector X ( n ) comprising strengths 
for the at least signal feature , model parameters for the at 
least one noise and interference V ( n ) components and model 
parameters for the at least one version of the noise and the 
version of the interference Y ( n ) components ; defining a state 
equation for X ( n ) based on a combination of X ( n ) for a 
previous time stamp X ( n - 1 ) and noise at a previous time 
stamp u ( n - 1 ) ; and using a quasi - Kalman filtering method to 
estimate the state equation and the model parameters . 
[ 0007 ] In at least some embodiments , the method may 
further comprise : defining a time varying signal feature 
matrix F ( n ) , the linear combination of elements in the signal 
feature matrix defining the desired signal S ( n ) of the main 
signal Z ( n ) ; defining a time varying noise and interference 
matrix , the linear combination of elements in the noise and 
interference matrix defining the at one noise and interference 
portion V ( n ) of the main signal Z ( n ) ; and defining an 
observation matrix H ( n ) comprising F ( n ) , Y ( n ) and V ( n ) , and 
an observation equation to describe the main signal Z ( n ) as 
a linear combination of elements of the state vector . 
[ 0008 ] In at least some embodiments , the method may 
further comprise constructing signal component waveforms 
by a linear combination of the estimated state vector and said 
feature matrix . 
[ 0009 ] In at least some embodiments , the method may 
further comprise constructing interference component wave 
forms by a linear combination of the estimated state vector 
and the noise and interference matrix . 
[ 0010 ] In at least some embodiments , the method may 
further comprise updating noise and interference matrix 
components using real time data from the auxiliary signal 
and using the estimated state vector so the method performs 
adaptive filtering . 
[ 0011 ] In at least some embodiments , the method may 
comprise generating the at least one signal feature from a 
closed - form formula , a look - up table or an actual recording 
having specific characteristics based on the desired signal 
that is to be detected . 
[ 0012 ] . In at least some embodiments , the method may 
comprise relating the at least one of noise and interference 
components V ( n ) components and the at least one of a 
version of the noise and a version of the interference Y ( n ) 
components by a linear system . 
[ 0013 ] In at least some embodiments , the method may 
comprise defining the linear system using a time - varying 
Autoregressive Moving Average ( ARMA ) model . 
[ 0014 ] In at least some embodiments , the method may 
comprise generating the at least one of noise and interfer 
ence components V ( n ) components and the at least one of a 
version of the noise and a version of the interference Y ( n ) 
components by using at least one of characteristics from 
noise and interference time functions , data from the auxil 
iary signal , and / or estimates provided by the processing unit 
thereby making the modeling adaptive to real data . 

SUMMARY OF VARIOUS EMBODIMENTS 

10005 ] In a broad aspect , at least one embodiment 
described herein provides a method for adaptively detecting 
a desired signal S ( n ) in a noisy environment , the method 
comprising : obtaining a main signal Z ( n ) comprising the 
desired signal S ( n ) and at least one of noise and interference 
V ( n ) from a collective noise source ; obtaining an auxiliary 
signal Y ( n ) comprising at least one of a version of the noise 
and a version of the interference from the collective noise 
source ; and at a processing unit : generating a feature data set 
having at least one signal feature element for defining at 
least one feature of the desired signal ; generating noise and 
interference components corresponding to the at least one of 
noise and interference V ( n ) and the at least one version of 
the noise and the version of the interference Y ( n ) ; estimating 
strengths of the at least one signal feature , the at least one 
noise and interference V ( n ) components and the at least one 
version of the noise and the version of the interference Y ( n ) 
components ; and estimating the desired signal S ( n ) using the 
at least one signal feature and corresponding strengths , the 
at least one of noise and interference V ( n ) components and 
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may not be needed for the noise and interference V ( n ) or 
Y ( n ) and the observation matrix H ( n ) is defined by the signal 
features matrix F ( n ) . 
10026 ] . In at least some embodiments for continuous blood 
pressure monitoring with integrated calibration , the method 
may comprise determining a real time continuous blood 
pressure waveform according to : 

Po = Pc + g ( Ps – Pc , Pc ) = Pc + do + di ( Ps - Pc ) + d2 ( Pc – Pco ) + 
dz ( Ps - Pc ) 2 + d4 ( Ps - Pc ) ( Pc – Pco ) + ds ( Pc – Pco ) 2 

[ 0015 ] In at least some embodiments , the method com 
prises using a main sensor to obtain the main signal Z ( n ) and 
using an auxiliary sensor to obtain the auxiliary signal Y ( n ) . 
[ 0016 In at least some embodiments , the method may be 
applied to Distortion Product Otoacoustic Emission 
( DPOAE ) measurements , and the method may further com 
prise using a probe having two speakers to provide two 
stimulus tones to a subject , a main microphone to record the 
main signal Z ( n ) and an auxiliary microphone to record the 
auxiliary signal Y ( n ) . 
[ 0017 In at least some embodiments , the at least one 
signal feature comprises signal features corresponding to a 
first stimulus tone , a second stimulus tone , and a DPOAE 
signal and the noise and interference V ( n ) and Y ( n ) com 
ponents are obtained from the auxiliary signal . 
[ 0018 ] In at least some embodiments , the method may be 
applied to DPOAE suppression measurements and the at 
least one signal feature further comprises signal features 
corresponding to a tone with a frequency adjacent to the 
DPOAE tone for noise floor estimation . 
[ 0019 ] In at least some embodiments , the method may be 
applied to monitor the occurrence of middle ear muscle 
reflex ( MEMR ) , by detecting a phase change of a primary 
tone or an intentionally introduced tone between a time 
period when a suppressor is on and when the suppressor is 
off , and determining the MEMR occurrence by comparing 
the phase change to a threshold . 
[ 0020 ] In at least some embodiments , the method may be 
applied to oscillometric blood pressure monitoring , the 
method further comprising using a blood pressure cuff with 
conduits for sensing a main pressure and an auxiliary 
pressure , a main pressure sensor to obtain the main signal 
Z ( n ) , and a combination sensor having an auxiliary pressure 
sensor . 
[ 0021 ] In at least some embodiments for blood pressure 
monitoring , the combination sensor may further comprise an 
accelerometer to obtain the auxiliary signal V ( n ) , the accel 
erometer being used for sensing physical artifacts during 
monitoring 
10022 ] . In at least some embodiments for blood pressure 
monitoring , the at least one signal feature may be a single 
constant element and the noise and interference components 
Vn ) and Yn ) are based on data collected from the auxiliary 
signal . 
[ 0023 ] In at least some embodiments for blood pressure 
monitoring , the estimated desired signal may be used to 
estimate systolic and diastolic pressures using standard 
methods comprising determining oscillation envelope slope 
change during cuff deflation or determining a maxima of the 
envelope . 
[ 0024 ] In at least some embodiments , the method may 
further be applied to continuous blood pressure monitoring 
with integrated calibration , wherein the at least one signal 
feature comprises elements 1 ( Ps - P ) ( Pc - PCO ) ( Ps - P ) ( P . 
P . co ) ( Pc - P . co ) 2 wherein P . ( n ) corresponds to a moving 
average of the pressure imparted by the blood pressure cuff , 
and Ps ( n ) corresponds to a pressure peak or minimum of the 
blood pressure cuff at the moving average value P ( n ) ; the 
state vector is defined as X ( n ) = X ( n ) = [ d , ( n ) di ( n ) . . . ds ] ? ; 
and the main signal Z ( n ) = Psvs - Pc ( n ) or Z ( n ) = P dia - P ( n ) 
where Pcus is the estimated systolic pressure and Pdia is the 
estimated diastolic pressure . 
[ 0025 ] In at least some embodiments for continuous blood 
pressure monitoring with integrated calibration , components 

m 

[ 0027 ] In at least some embodiments for continuous blood 
pressure monitoring with integrated calibration , the 
strengths for the at least one signal feature may be obtained 
by performing calibration comprising determining a blood 
pressure measurement to obtain a systolic and a diastolic 
pressure ; setting the pressure applied by the blood pressure 
cuff to a value that is about J mmHg above the diastolic 
pressure ; decreasing the pressure applied by the blood 
pressure cuff at a rate that is less than 0 . 5 mmHg per second 
and recording a plurality of data pairs wherein each pair 
comprises a pulse pressure and a corresponding cuff pres 
sure until the pressure applied by the pressure cuff is about 
K mmHg below the diastolic pressure ; identifying , from the 
plurality of data pairs , at least one data pair in which the 
pulse pressure corresponds to a detected pulse pressure peak 
or a detected pulse pressure valley ; and determining at least 
one calibration parameter based on the measured systolic 
pressure , diastolic pressure and the at least one identified 
data pair . 

[ 0028 ] In another broad aspect , at least one embodiment 
described herein provides a computer readable medium 
comprising a plurality of instructions executable on a pro 
cessing unit for adapting the processing unit to implement a 
method of adaptively detecting a desired signal in a noisy 
environment , the computer readable medium comprising 
instructions for performing at least one embodiment of the 
methods described in accordance with the teachings herein . 
100291 In another broad aspect , at least one embodiment 
described herein provides a system for adaptively detecting 
a desired signal S ( n ) in a noisy environment , the system 
comprising : inputs for obtaining a main signal Z ( n ) and an 
auxiliary signal Y ( n ) , the main signal comprising Z ( n ) 
comprising the desired signal S ( n ) and at least one of noise 
and interference V ( n ) from a collective noise source , and the 
auxiliary signal Y ( n ) comprising at least one of a version of 
the noise and a version of the interference from the collec 
tive noise source ; and a processing unit that is coupled to the 
inputs , the processing unit being configured to : generate a 
feature data set having at least one signal feature element for 
defining at least one feature of the desired signal ; generating 
noise and interference components corresponding to the at 
least one of noise and interference V ( n ) and the at least one 
version of the noise and the version of the interference Y ( n ) ; 
estimate strengths of the at least one signal feature , the at 
least one noise and interference V ( n ) components and the at 
least one version of the noise and the version of the 
interference Y ( n ) components ; and estimate the desired 
signal S ( n ) using the at least one signal feature and corre 
sponding strengths , the at least one of noise and interference 
V ( n ) components and corresponding strengths and the at 
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least one version of the noise and the version of the 
interference Y ( n ) components and corresponding strengths . 
[ 0030 ] In at least some embodiments , the system may 
further comprise a main sensor to obtain the main signal 
Z ( n ) and an auxiliary sensor to obtain the auxiliary signal 
Y ( n ) . 
[ 0031 ] In at least some embodiments , the processing unit 
may be further configured to perform at least one embodi - 
ment of the general signal estimation methods defined in 
accordance with the teachings herein . 
[ 0032 ] In at least some embodiments , the processing unit 
may further be configured to perform Distortion Product 
Otoacoustic Emission ( DPOAE ) measurements and the sys 
tem comprises a first probe having two speakers to provide 
two stimulus tones to a subject , a main microphone to record 
the main signal Z ( n ) and an auxiliary microphone to record 
the auxiliary signal Y ( n ) . 
[ 0033 ] In at least some embodiments , the processing unit 
may further be configured to define the at least one signal 
feature to comprise signal features corresponding to a first 
stimulus tone , a second stimulus tone , and a DPOAE signal 
and the noise and interference V ( n ) and Y ( n ) components 
are obtained from the auxiliary signal . 
[ 0034 ] In at least some embodiments , the processing unit 
may be configured to perform DPOAE suppression mea 
surements , the system comprise a second probe for gener 
ating a suppression tone , and the at least one signal feature 
further comprises signal features corresponding to a tone 
with a frequency adjacent to the DPOAE tone for noise floor 
estimation . 
[ 0035 ] In at least some embodiments , the processing unit 
may be configured to monitor for the occurrence of middle 
ear muscle reflex ( MEMR ) , by detecting a phase change of 
a primary tone or intentionally introduced tone between a 
time period when a suppressoris on and when the suppressor 
is off , and determining the MEMR occurrence by comparing 
the phase change to a threshold . 
[ 0036 ] In at least some embodiments , the first probe may 
comprise a pressure release structure including : a surface 
channel on a surface of a probe body and beneath an ear tip , 
the surface channel having a second end coupled to a first 
portion of an auxiliary channel that leads to the auxiliary 
microphone ; and a second channel having a first end that is 
coupled to a second portion the auxiliary channel closer to 
the auxiliary microphone and a second end that is coupled to 
an external environment of the probe not covered by the ear 
tip . 
[ 0037 ] In at least some embodiments , the surface channel 
may have a first end forming a small passage to an ear canal 
being tested so that ambient noise and any other noise 
disturbances in the ear canal can be recorded as the auxiliary 
signal . 
10038 ] In at least some embodiments for audiometric 
measurements , the system may further comprise a data 
acquisition unit for generating at least one stimulus to 
provide to at least one ear of a subject , and collecting 
response data for an ear under test ; and a user Interface to 
allow an operator to configure the system for performing 
audiometric tests and displaying the test results . 
[ 0039 In at least some embodiments , the processing unit 
may be configured to perform oscillometric blood pressure 
monitoring , the system further comprises a blood pressure 
cuff with conduits for sensing a main pressure and an 

auxiliary pressure , a main pressure sensor to obtain the main 
signal Z ( n ) , and a combination sensor having an auxiliary 
pressure sensor . 
10040 ] In at least some of the blood pressure monitoring 
embodiments , a first longitudinal edge of the blood pressure 
cuff comprises a first tube and a second longitudinal edge of 
the blood pressure cuff comprises a second tube , the tubes 
being made of material capable of allowing artifacts to be 
sensed by the auxiliary pressure sensor . 
[ 0041 ] In at least some of the blood pressure monitoring 
embodiments , the combination sensor may further comprise 
an accelerometer to obtain the auxiliary signal V ( n ) , the 
accelerometer being used for sensing physical artifacts dur 
ing monitoring 
( 0042 ] In at least some of the blood pressure monitoring 
embodiments , the system further comprises a pump and a 
valve system connected to a bladder of the blood pressure 
cuff to inflate and deflate the blood pressure cuff during use ; 
and a pressure control unit coupled to the pump and valve 
system to control the pressure applied to a user during use . 
[ 0043 ] . In at least some of the blood pressure monitoring 
embodiments , the processing unit is further configured to 
perform at least one of the embodiments of the method for 
non - invasive blood pressure monitoring . 
[ 0044 ] In at least some of the blood pressure monitoring 
embodiments , the system may further comprise a data 
acquisition unit for collecting data from the main sensor and 
the combination sensor ; and a user Interface to allow an 
operator to configure the system for performing at least one 
of blood pressure tests and blood pressure monitoring and 
for displaying the test or monitoring results . 
[ 0045 ] Other features and advantages of the present appli 
cation will become apparent from the following detailed 
description taken together with the accompanying drawings . 
It should be understood , however , that the detailed descrip 
tion and the specific examples , while indicating preferred 
embodiments of the application , are given by way of illus 
tration only , since various changes and modifications within 
the spirit and scope of the application will become apparent 
to those skilled in the art from this detailed description . 

BRIEF DESCRIPTION OF THE DRAWINGS 
0046 ] For a better understanding of the various embodi 
ments described herein , and to show more clearly how these 
various embodiments may be carried into effect , reference 
will be made , by way of example , to the accompanying 
drawings which show at least one example embodiment , and 
which are now described . The drawings are not intended to 
limit the scope of the teachings described herein . 
[ 0047 ] FIG . 1 is a block diagram of an example embodi 
ment of a signal detection system in accordance with the 
teachings herein . 
[ 0048 ] FIG . 2 is a flowchart of an example embodiment of 
a generalized signal detection method for estimating signal 
parameters in accordance with the teachings herein . 
[ 0049 ] FIG . 3 is a block diagram of an example embodi 
ment of a Distortion Product Otoacoustic Emission 
( DPOAE ) suppression detection system in accordance with 
the teachings herein . 
[ 0050 ] FIG . 4 is a block diagram of an example embodi 
ment of a simulated DPOAE signal generator in accordance 
with the teachings herein . 
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[ 0051 ] FIGS . 5A - 5C depict waveforms of a simulation of 
a DPOAE suppression detection system in accordance with 
the teachings herein . 
[ 0052 ] FIG . 6 shows another example embodiment of a 
DPOAE suppression detection system in accordance with 
the teachings herein . 
[ 0053 ] FIG . 7 shows of an example embodiment of a 
DPOAE probe in accordance with the teachings herein . 
[ 0054 ] FIGS . 8A - 8E are structural diagrams of an example 
embodiment of a DPOAE probe in accordance with the 
teachings herein . 
10055 ) FIGS . 9A - 9C are images of an example embodi - 
ment for a user interface for the DPOAE suppression 
detection system of FIG . 7 . 
[ 0056 ] FIG . 10 is a block diagram of an example embodi 
ment of a blood pressure monitoring system in accordance 
with the teachings herein . 
[ 0057 ) FIGS . 11A - 11B show structural diagrams of 
example embodiments of a blood pressure measuring cuff 
and data acquisition unit of the blood pressure monitoring 
system of FIG . 10 . 
10058 ] FIG . 12 is a flowchart of an example embodiment 
of a calibration method for continuous blood pressure moni 
toring in accordance with the teachings herein . 
100591 FIGS . 13A - 13B show plots of measured cuff pres 
sure at different rates of cuff deflation in accordance with the 
teachings herein . 
10060 ] FIGS . 13C - 13D show plots of the average cuff 
pressure and blood pulse oscillation waveform , respectively , 
in accordance with the teachings herein . 
[ 0061 ] FIG . 13E shows an expanded view of the blood 
pulse oscillation waveform of FIG . 13D . 
10062 ] FIG . 13F shows a plot of the positive and negative 
pressure peaks corresponding to the time references of FIG . 
13F in accordance with the teachings herein . 
[ 0063 ] Further aspects and features of the example 
embodiments described herein will appear from the follow 
ing description taken together with the accompanying draw 
ings . 

understanding of the embodiments described herein . How 
ever , it will be understood by those of ordinary skill in the 
art that the embodiments described herein may be practiced 
without these specific details . In other instances , well - known 
methods , procedures and components have not been 
described in detail so as not to obscure the embodiments 
described herein . Also , the description is not to be consid 
ered as limiting the scope of the embodiments described 
herein . 
[ 0066 ] It should also be noted that , as used herein , the 
wording “ and / or ” is intended to represent an inclusive - or . 
That is , “ X and / or Y ” is intended to mean X or Y or both , 
for example . As a further example , “ X , Y , and / or Z ” is 
intended to mean X or Y or Z or any combination thereof . 
[ 0067 ] It should be noted that terms of degree such as 
“ substantially ” , “ about ” and “ approximately ” as used herein 
mean a reasonable amount of deviation of the modified term 
such that the end result is not significantly changed . These 
terms of degree may also be construed as including a 
deviation of the modified term if this deviation would not 
negate the meaning of the term it modifies . 
[ 0068 ] Furthermore , the recitation of numerical ranges by 
endpoints herein includes all numbers and fractions sub 
sumed within that range ( e . g . 1 to 5 includes 1 , 1 . 5 , 2 , 2 . 75 , 
3 , 3 . 90 , 4 , and 5 ) . It is also to be understood that all numbers 
and fractions thereof are presumed to be modified by the 
term “ about ” which means a variation of up to a certain 
amount of the number to which reference is being made if 
the end result is not significantly changed , such as 5 % or 
10 % , for example , as the case may be . 
100691 . The embodiments described herein relate to a sys 
tem and corresponding devices , transducers and methods for 
signal acquisition and processing used to addresses the 
problems associated with detecting a weak signal or a 
distorted signal due to noise or signal artifacts . The various 
embodiments of systems corresponding devices , transducers 
and methods described in accordance with the teachings 
herein may be applied in various areas including , but not 
limited to , medical applications such as the field of audiol 
ogy , neurology and / or cardiology . 
[ 0070 ] . In accordance with the teachings herein , various 
embodiments are described that use adaptive methods for 
detecting a weak signal or a signal distorted by noise or 
artifacts , wherein the signal is time - varying . The teachings 
herein may be applied in various medical applications in 
which detection of a weak or noisy signal is desired such as , 
but not limited to : ( 1 ) assessing the integrity of the human 
hearing system from the hearing sensor component ( e . g . 
cochlea ) to higher - level neural components by means of 
Otoacoustic Emission Suppression ; ( 2 ) measuring blood 
pressure under significant movement artifacts which con 
taminate the recorded data and for patients whose pulse may 
be difficult to detect ( e . g . a person with obesity ) or those 
with weak pulses ; and ( 3 ) monitoring continuously and 
non - invasively a person ' s blood pressure with an integrated 
calibration step . 
[ 0071 ] Referring now to FIG . 1 shown therein is a block 
diagram of an example embodiment of a signal detection 
system 100 for detecting a signal in accordance with the 
teachings herein . The signal detection system 100 comprises 
a configurable processing unit 102 , a data acquisition unit 
120 , a main sensor 126 , an auxiliary sensor 128 and a power 
unit 136 . The configurable processing unit 102 may com 
municate with the data acquisition unit 120 to obtain signals 

DETAILED DESCRIPTION OF THE 
EMBODIMENTS 

10064 ) Various embodiments in accordance with the 
teachings herein will be described below to provide an 
example of at least one embodiment of the claimed subject 
matter . No embodiment described herein limits any claimed 
subject matter . The claimed subject matter is not limited to 
devices , systems or methods having all of the features of any 
one of the devices , systems or methods described below or 
to features common to multiple or all of the devices and or 
methods described herein . It is possible that there may be a 
device , system or method described herein that is not an 
embodiment of any claimed subject matter . Any subject 
matter that is described herein that is not claimed in this 
document may be the subject matter of another protective 
instrument , for example , a continuing patent application , 
and the applicants , inventors or owners do not intend to 
abandon , disclaim or dedicate to the public any such subject 
matter by its disclosure in this document . 
[ 0065 ] It will be appreciated that for simplicity and clarity 
of illustration , where considered appropriate , reference 
numerals may be repeated among the figures to indicate 
corresponding or analogous elements . In addition , numerous 
specific details are set forth in order to provide a thorough 
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captured by the main sensor 126 and the auxiliary sensor 
128 . The power unit 136 may be used to provide power to 
the data acquisition unit 120 , the configurable processor and 
any other electrical components requiring power . 
[ 0072 ] There are two sensor channels in the signal detec 
tion system 100 for sampling data at a desired sampling 
frequency appropriate for the particular application . The 
main sensor 126 is used for recording raw data for detecting 
a desired signal of interest which is signal 122 . However , the 
main sensor 126 may also pick up a noise signal 124 in 
addition to the desired signal 122 . The noise signal 124 
comprises unwanted components due to a collective noise 
source . In practice , there may be several noise sources that 
produce different types of unwanted components like ambi 
ent noise , electrical interference , and artifacts ( due to physi - 
cal activity for physiological recordings ) depending on the 
application at hand but they are considered as a collective 
noise source NS . Accordingly , the main sensor 126 provides 
a main signal that comprises the desired signal and 
unwanted components . 
[ 0073 ] For example , in the present embodiment , the raw 
data from the main sensor 126 may be defined as Z ( n ) = S 
( n ) + V ( n ) , where S may be used to denote the desired signal 
122 , V may be used to denote unwanted components from 
the noise signal 124 and n may be used to denote the sample 
or time instant during which a sample is taken . Specifically , 
Z ( n ) corresponds to a sample at time instant n of a raw 
recording from which the desired signal is to be extracted . 
Generally , for a single channel recording , Z ( n ) may be a 
scalar number . In some embodiments , a multi - channel 
recording may be implemented such that Z ( n ) may be a 
vector with dimension m , where m denotes the number of 
channels that have been used to measure data . 
[ 0074 ] The auxiliary sensor 128 may be configured to 
detect an auxiliary signal which is the noise signal 124 ' . The 
data from the auxiliary sensor 128 may be defined as the 
observable interference data Y ( n ) . The noise signal 124 ' may 
encompass background noise ( i . e . ambient noise ) , interfer 
ence , signal artifacts or any other undesired elements which 
are related to in other words a version of ) the unwanted 
components in the main signal Zin ) since they may both 
related to the common collective noise source NS . In gen 
eral , the degree of noise in the raw data signal Z ( n ) may not 
be known . However , information about the collective noise 
source may be obtained using the auxiliary sensor 128 . For 
example , a noisy environment may comprise a noisy 
machine ( M ) running in a room where a person A is talking 
to person B on a telephone call . In this case , it may be known 
that the interference source is M , so that a microphone may 
be mounted in proximity to M to record data that may be 
used to estimate the machine noise component in the raw 
recording from person A ' s microphone . In this case , Y ( n ) 
corresponds to the noise recording of noise source M . In 
some embodiments , there may be multiple sources of noise 
so that Y ( n ) may be a vector having several dimensions . 
[ 0075 ] The main signal sensed by the main sensor 126 
comprises the desired signal 122 and the noise signal 124 , 
while the auxiliary signal sensed by the auxiliary sensor 128 
comprises the noise signal 124 ' . If the noise signal 124 and 
the noise signal 124 ' are from the common collective noise 
source NS through two linear paths 125 and 127 , then the 
noise signals 124 and 124 ' are also linearly related to one 
another . Conceptually , then , both V ( n ) and Y ( n ) may be 
considered to be coupled through a linear system L . Thus , 

the configurable processing unit 102 may use Y ( n ) to 
estimate V ( n ) so that this noise estimate may be removed 
from the recorded data Z ( n ) to improve the SNR of the 
designed signal 122 . Examples of methods for doing so will 
be described in further detail below . 
[ 0076 ] The configurable processing unit 102 may be used 
to estimate the desired signal 122 from the main signal Z ( n ) 
which has been contaminated with noise or interference 
and / or other unwanted components . In the present example 
embodiment , the configurable processing unit 120 may 
comprise a core processing unit 104 and an optional pro 
cessing unit 106 . The core processing unity 104 may be used 
to define signal features for the signal and the interference , 
to estimate the feature strength of the signal components and 
the feature strength of the interference components , to 
remove the interference components from the estimation of 
the desired signal 122 and to reconstruct the desired signal 
122 . These strength quantities provide weights to each signal 
feature and each interference component in the raw recorded 
signal Z ( n ) . As such , these strength quantities may be 
considered as the magnitudes of each signal feature or 
interference component . 
10077 ] . Accordingly , the core processing unit 102 may also 
include a feature data generator unit 150 to generate feature 
data F ( n ) for the signal features . In other embodiments , the 
feature data F ( n ) may be provided by another source , such 
as a database or another device . The feature data F ( n ) may 
be a vector that contains samples of data having prescribed 
features that may be used as templates for signal estimation 
and detection . For example , in some embodiments where it 
is known that the desired signal to be detected within the raw 
signal Z ( n ) is a sinusoid with a frequency w then F ( n ) may 
be represented by F ( n ) = [ cos ( wn ) sin ( wn ) ] ' . Each element 
within F ( n ) is a signal feature . The estimated signal from the 
raw recording may thus be written as : 

S ( n ) = A cos ( on ) + B sin ( wn ) 
where the coefficient A is denoted as the strength of feature 
cos ( wn ) and B is denoted as the strength of feature sin ( wn ) . 
In general , the signal features along with their strengths 
combine to produce the desired signal S ( n ) . 
[ 0078 ] The number of dimensions of F ( n ) depends on the 
number of features to be detected . In some embodiments , a 
signal feature does not have to be generated from a closed 
form formula as in the example shown above . Rather , the 
signal features may be generated from a look - up table or an 
actual recording that has specific characteristics based on the 
desired signal that is to be detected . 
[ 0079 ] In the example embodiment , the outputs O , and 04 
of the configurable processing unit 102 include the feature 
strengths 108a and 108d corresponding to the estimated 
magnitudes of the signal features and the estimated magni 
tude of the interference components , respectively . 
10080 ] In some embodiments , the configurable processing 
unit 102 may include the optional processing unit 106 which 
may be needed when full signal components or noise 
components are sought such as , for example , in situations 
where an estimate of both the waveforms and amplitudes of 
the desired signal S ( n ) is desired . The optional processing 
unit 106 may be configured to reconstruct the complete set 
of components using estimated strengths , inputted features 
and interference data . The output O , of the optional pro 
cessing unit 106 includes reconstructed signal components 
108b which corresponds to the estimated waveforms of the 

( 1 ) 
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Universal Serial Bus ( USB ) interface to facilitate wired 
communication via a USB link to the configurable process 
ing unit 102 . In other embodiments the communication unit 
140 may facilitate wireless communications . For example , 
the communication unit 140 may be a Bluetooth interface 
which establishes a wireless Bluetooth link between the data 
acquisition unit and the configurable processing unit 102 . 

Signal and Noise Modeling and Estimation Structure 
[ 0087 ] As described previously , the raw data from the 
main sensor 126 may be defined as Z ( n ) = S ( n ) + V ( n ) , and 
both the first noise path 125 and the second noise path 127 
may be considered to be linear systems . Accordingly , both 
V ( n ) and Y ( n ) may be considered to be coupled through a 
linear system L . Assuming that L is linear and time - invariant 
( LTI ) , then V ( n ) and Y ( n ) ( the elements related to the noise ) 
can be related using an Autoregressive Moving Average 
( ARMA ) model : 

v ( n ) = 2 ; = ka ; v ( n - 1 ) + E ; = 09 - 16 ; y ( n - 1 ) + w ( n ) ( 2 ) 

where p , q = 0 , 1 , 2 , . . . and w ( n ) is assumed to be zero - mean 
white Gaussian noise as shown in equation 3 . 

c . . . for 1 = 0 
r = E [ w ( n ) w ( n - 1 ) ] 

10 . . . for 1 0 0 

signal features seen as components in the raw recording 
Z ( n ) . The output Oz of the optional processing unit 106 
includes reconstructed interference components 108c which 
correspond to the estimated waveform of the interference 
components seen in the raw recording Z ( n ) . 
[ 0081 ] The configurable processing unit 102 further 
includes an estimator 152 that is used to provide various 
estimates needed for the signal and noise modeling used by 
the system 100 and described in further detail below . The 
estimator 152 estimates the signal feature strengths and 
strengths of the interference components . The estimator uses 
the data Z ( n ) from the main sensor channel as well as the 
F ( n ) from the feature data generator unit 150 in performing 
the method 200 as shown in FIG . 2 to estimate the signal and 
the interference strength . 
[ 0082 ] The configurable processing unit 102 , the core 
processing unit 104 , the feature data generator 150 and the 
optional processing unit 106 may be implemented using a 
high performance general processor , controller or digital 
signal processor that can provide sufficient processing power 
as is known by those skilled in the art . In alternative 
embodiments , these processing units may be implemented 
using more than one processor with each processor being 
configured to perform different dedicated tasks . In alterna 
tive embodiments , specialized hardware , such as at least one 
ASIC and / or FPGA , may be used to provide some of the 
functions provided of these processing units . 
[ 0083 ] The configurable processing unit 102 receives 
sampled versions of the main and auxiliary signals Z ( n ) and 
Y ( n ) detected by the main sensor 126 and the auxiliary 
sensor 128 , respectively , via the data acquisition unit 120 . 
The data acquisition unit 120 may be powered by a power 
unit 136 , which also supplies power to the internal compo 
nents such as signal conditioning unit 130 and analog - to 
digital converters ( ADC ) 132 and 134 . In some embodi 
ments , the power unit 136 may be a voltage transformer 
configured to convert alternating current ( AC ) power to 
direct current ( DC ) power . In other embodiments , the power 
unit 136 may be integrated with the data acquisition unit 
120 . For example , the power unit 136 may be a battery that 
is installed into the data acquisition unit 120 . 
[ 0084 ] The signals captured by the main sensor 126 and 
the auxiliary sensor 128 may processed by the signal con 
ditioning unit 130 prior to digitization by the ADCs 132 and 
134 . For example , the signal conditioning unit 130 may be 
configured to filter and amplify the recorded signals prior to 
digitization . The ADCs 132 and 134 may then convert the 
continuous physical signal to a digital representation that is 
then sent to the configurable processing unit 102 . The type 
of ADCs 132 and 134 that are used , their sampling resolu 
tion and the sampling parameters may depend on the type of 
application in which the signal detection system 100 is used . 
[ 0085 ] The digitized signals are then sent by the controller 
unit 138 to the communication unit 140 to transfer the 
digitized signals to the configurable processing unit 102 via 
a communications link 142 . The controller unit 138 controls 
the operation of the data acquisition unit 120 and can be any 
suitable processor , controller or digital signal processor that 
can provide sufficient processing power as is known by those 
skilled in the art . 
[ 0086 ] The communication unit 140 may be configured to 
communicate using any appropriate method known to those 
skilled in the art . For example , in some embodiments the 
communication unit 140 may be a wired interface such as a 

[ 0088 ] The ARMA model expression may be simplified by 
first establishing two vectors Xa and X , with dimensions p 
and q , respectively , where X = [ a , az . . . a ] and X = [ b , b? 
. . . bo - ] are the ARMA model parameters of the noise 
components in the main recording Z ( n ) and the noise 
components from the auxiliary signal 124 ' , respectively . 
Secondly the v ( n ) and y ( n ) components may be condensed 
by setting a 1xp matrix V ( n - 1 ) in which V ( n - 1 ) = [ v ( n - 1 ) 
v ( n - 2 ) . . . v ( n - p ) ] and a 1xq matrix Y ( n ) in which 
Y ( n ) = [ y ( n ) y ( n - 1 ) . . . y ( n - q + 1 ) ] . Having made these 
substitutions , equation 2 above may be re - written as equa 
tion 4 . 

V ( n ) = V ( n - 1 ) X + Y ( n ) X + ( n ) ( 4 ) 

[ 0089 ] Under real measurement scenarios , the noise and 
interference paths may vary with time . Therefore , the 
ARMA model ( i . e . equation 2 ) may be generalized to a 
time - variant case such that the model parameters may 
slowly change over time , so that equation 4 may further be 
rewritten as follows in equation 5 . 

v ( n ) = V ( n - 1 ) X _ { n } + Yn ) X _ ( n ) + w ( n ) ( 5 ) 
[ 0090 ] With respect to the signal , as described earlier , the 
signal component S ( n ) in the raw recording Z ( n ) may be 
considered a linear combination of the signal features F ( n ) . 
Therefore , a feature vector with dimensions mx1 may be 
defined F ( n ) = [ gi ( n ) g2 ( n ) . . . 8m ( n ) ] where g : ( n ) is the time 
series characterization of feature i of the desired signal S ( n ) . 
The amplitude / magnitudes or the feature strengths may be 
denoted by the feature strength vector X ( n ) = x . ( n ) x ( n ) 
. . . Xsm ( n ) ] ' that corresponds to F ( n ) , where m represents the 
total number of features in the recorded signal S ( n ) . There 
fore the signal component can be written in matrix form as 
follows in equation 6 . 

s ( n ) = F ( n ) X ( n ) 
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[ 0091 ] Combining all the components together , the raw 
recorded signal Z ( n ) obtained from the main sensor 126 of 
FIG . 1 may be written as : 

| Z ( n ) = F ( n ) ) , ( n ) + V ( x - 1 ) x ( n ) + Y ( n ) X , ( n ) + ( ) ( 7 ) 

[ 0092 ] The raw recorded signal Z ( n ) may be simplified by 
establishing a 1x ( m + p + q ) observation matrix H ( n ) and a 
state vector X ( n ) with ( m + p + q ) dimensions containing the 
feature strength and ARMA model parameters , where H ( n ) 
and X ( n ) are defined in equations 8 and 9 . 

H ( n ) = [ F ( n ) : V ( n - 1 ) : Y ( n ) ] @ 

[ X ( n ) 

X ( n ) = | Xa ( n ) 

| Xb ( n ) ] 

The raw recorded signal from the main sensor 126 can 
therefore be simplified to the following observation equation 
z ( n ) : 

z ( n ) = H ( n ) X ( n ) + win ) ( 10 ) 
10 % , if I = 0 r = E [ w ( n ) win – 1 ) ] = { 0 , if 180 

[ 0093 ] In some embodiments , the state vector X ( n ) may be 
assumed to be a quasi - constant vector such that its change 
over time is slow compared with the signal feature wave 
forms or the interference waveforms . Specifically , based on 
this assumption , the vector may be written as a state equa 
tion : 

X ( x ) = X ( n - 1 ) + ( - 1 ) 
where u ( n - 1 ) is assumed to be a zero - mean Gaussian white 
noise vector with dimensions ( m + p + q ) and further : 

deterministic . However , the observation equation H ( n ) of 
equation 10 contains unknown and random variables . Sec 
ondly , from equation 8 , H ( n ) comprises three parts , Fín ) , 
V ( n - 1 ) and Y ( n ) . The matrix F ( n ) is the feature matrix , 
which may be defined as described above and thus can be 
considered as a known quantity . However , in some circum 
stances , the features may or may not be deterministic 
because the features of interest may be a random feature . 
The vector Y ( n ) can be obtained from the auxiliary sensor 
128 and can also be considered as known . Generally , Y ( n ) 
may more often be random rather than deterministic . The 
vector V ( n - 1 ) is an unknown quantity ( otherwise the noise 
and interferences can be completely removed from the raw 
recording ) which may pose an obstacle with respect to using 
Kalman filtering . 
10095 ] Therefore , in consideration of the above limita 
tions , in accordance with the teachings herein , a new pro 
cedure is devised that uses a Kalman Filter to estimate the 
state vector X ( n ) using the information that is known and 
information that may be gathered from the signal detection 
system 100 . 
[ 0096 ] The elements of the feature matrix F ( n ) may be 
defined on the basis of the desired signal S ( n ) . For example , 
in some cases , the desired signal S ( n ) has specific charac 
teristics ( e . g . a sinusoid at a given frequency ) that may be 
known ahead of time . For example , in the context of sound 
waveforms , as described in further detail below , in cases 
such as distortion product otoacoustic emission detection , 
the target waveforms are generally known so that features of 
such waveforms may be established ahead of time . In other 
cases , when the features in F ( n ) correspond to a desired 
signal that is a random process , the realization of that 
random process may be used to set the F ( n ) element values . 
Since a realization of a random process is no longer random 
at a given point in time , F ( n ) can be considered to be 
deterministic for that time . 
[ 0097 ] Secondly , with respect to Y ( n ) , the measurement 
from the auxiliary sensor 128 may be used to produce the 
element values of Y ( n ) since the elements corresponding to 
Y ( n ) may be considered to be a realization of a random 
process . This approach may be particularly useful , as noted 
previously , since Y ( n ) is generally more random than deter 
ministic and the sampled value is a realization of this 
random process . Thus , for a particular measurement , Y ( n ) 
can be considered to be deterministic . 
[ 0098 ] Lastly , with respect to V ( n - 1 ) , it may be assumed 
that it has an initial condition V ( - 1 ) = V _ , . In some embodi 
ments , the mean of the initial value of V ( - 1 ) may be 
estimated and used as an initial value . On the other hand , if 
the value cannot be estimated , then an initial value of zero 
may be used since the estimated V ( n ) will gradually 
approach the true value of V ( n ) in most cases regardless of 
the initial value V ( - 1 ) . At a given time point n , an estimate 
of X , n ) represented as X ( n ) and an estimate of X ( n ) 
represented as X , ( n ) can be made using the core processing 
unit 104 . From equation 5 , an adaptive approach may be 
applied in the estimation by ignoring the random term w ( n ) . 
Additionally , since Y ( n ) is available from the auxiliary 
sensor 128 , an estimate of V ( 0 ) , V ( 1 ) , . . . , V ( n ) can be made 
using the recursive equation v ( n ) = V ( n - 1 ) X _ ( n ) + Y ( n ) X , ( n ) 
and V ( n ) = [ v ( n ) , v ( n - 1 ) , . . . V ( n - p + 1 ) ] . 
[ 0099 ] Using the above procedures , the observation matrix 
H ( n ) can be obtained at each sample instant n . In some 
embodiments , it may be assumed that Q and ow ? , are known 

( 11 ) 

( 12a ) 
Elunun 

( 126 ) 

( @ . . . l = 0 
10 . . . 1 # 0 

To 0 0 0 1 
To o o 0 

b = 
lo o o o muntata 

equations 10 and 11 above may be used to represent a model 
of the signal detection system 100 of FIG . 1 . 
[ 0094 ] Using the concept of a state variable description of 
a linear system , equation 11 can be considered as a state 
equation while equation 10 can be considered as an obser 
vation equation . A method based on a state variable descrip 
tion of the system , such as Kalman Filtering , may be used to 
estimate the model parameters . However , equations 10 and 
11 are not standard equations that may be used with a 
Kalman Filter for a number of reasons . Firstly , a standard 
Kalman filter which takes the form zz ( n ) = H7 ( n ) X ( n ) + w ( n ) 
requires that the observation matrix Hz ( n ) be known and 
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( e . g . they can be obtained either experimentally or through 
adaptive algorithms ) , so that all the required data for the 
Kalman Filter methods are available for estimating the 
signal parameters X ( n ) . For example , on can be estimated 
using an adaptive algorithm based on the residue r ( n ) = z ( n ) 
H ( n ) X ( n ) where X ( n ) is the estimate of X ( n ) so that r ( n ) 
corresponds to white noise . Similarly Q may be estimated in 
a similar manner according to Stengel ( ref . 4 ) . 
0100 ] Referring now to FIG . 2 , shown therein is a flow 
chart of an example embodiment of a generalized signal 
detection method 200 for estimating signal feature strengths 
and noise parameters based on known information and data 
gathered by the signal detection system 100 . 
[ 0101 ] At act 202 , the various matrices and vectors 
defined previously may be initialized at sample instant n = 0 . 
For example , the following initialization may be used . 

H ( O ) = [ F ( 0 ) i V ( - 1 ) : YO ) ] 

signal features may be based on using the feature data 
generator unit F ( n ) , along with a feature formula ( e . g . sine 
and cosine waves if the desired waveform is a sinusoid ) , or 
a table which may be pre - defined or a generated data pattern . 
In some embodiments , the signals features may be derived 
from an additional sensor ( other than the main and auxiliary 
sensors 126 and 128 ) that is dedicated to describing the 
desired signal S ( n ) . The update for the interference compo 
nents may be based on data that is collected by the auxiliary 
sensor 128 . 
[ 0104 ] At act 206 a gain K may be calculated based on the 
relationship : 

( 13 ) 
K = 

P ( n ) H ( n ) 
H ( n ) P ( n ) H ( n ) T + r 

Q = BI ; 

r = 0 , 2 ; 

Ý ( 0 ) = Xo ; 

V ( - 1 ) = 0 

6 ( 0 ) = < 1 , ( « > > 1 ) 

In the present case , P ( n ) and P - ( n ) are covariance matrices 
of the current estimation error and the prior estimation error 
which may be determined as follows P ( n ) = E [ ( X ( n ) - X ( n ) ) 
( X ( n ) - X ( n ) ) ? ] and P - ( n ) = E [ ( X ( n ) - X - ( n ) ) ( X ( n ) - X - ( n ) ) ? ] 
and where X = ( n ) is a prior estimate of X ( n ) . 
[ 0102 ] In some embodiments , Xo = 0 and P - ( 0 ) is a diago 
nal matrix in which the diagonal element may be a large 
number > > 1 . The actual value of the number may not be 
important , as long as the value is large enough . For example , 
the diagonal elements may be a number ( which does not 
have to be any specific number ) that is 10 to 100 times the 
value of the variance of X ( n ) . The value r can be set to a 
value equal to the estimated variance of the main sensor 
recording Z ( n ) when no desired signal is present ( i . e . when 
the desired signal is a response signal and all stimuli are 
turned off so there is no response ) . Q may also be a diagonal 
matrix , with the diagonal elements all being a small number 
B . This number can be decided through experiment on 
simulated or real data . The smaller the value of ß , the 
smoother the estimated signal , but at the expense of a slower 
speed at which the features can be tracked . Therefore , the 
choice of ß may be decided upon based on acceptable levels 
of performance with respect to tracking speed and smooth 
ness . Generally , the ratio of / r may place an effect on 
tracking speed and estimation smoothness since a smaller 
ratio results in a narrower Kalman filter bandwidth . In some 
embodiments , known adaptive algorithms may be applied to 
optimally estimate Q and r [ ref . 4 ] ) . Alternatively , in some 
embodiments , Q = BI may be replaced with a diagonal matrix 
Q - diag [ P . B2 . . . Pm + p + g ] to allow the tracking speed and the 
smoothness of the estimation for each x ( n ) inside the state 
vector X ( n ) to be controlled . Similar to B , the choice of 
values of may be decided based upon acceptable levels of 
performance with respect to tracking speed and smoothness 
through experiments . 
[ 0103 ] At act 204 , the F ( n ) , and Y ( n ) components of the 
observation matrix H n ) are updated . The update for the 

[ 0105 ] At act 208 , estimates of the signal state vector X ( n ) 
and the covariance matrix of the estimation error P ( n ) may 
be updated using the calculated gain K . Specifically , the 
estimate of X ( n ) may be expressed as X ( n ) = X = ( n ) + K [ z ( n ) 
H ( n ) X - ( n ) ] and P ( n ) = [ I - KH ( n ) ] P - ( n ) . 
[ 0106 ] At act 210 the V components of the observation 
matrix H ( n ) may be updated . The V ( n ) components may be 
updated using the calculation v ( n ) = V ( n - 1 ) X , ( n ) + Y ( n ) X ( n ) 
wherein X ( n ) and X , ( n ) may be obtained from X ( n ) . In 
some embodiments of the signal detection system 100 , F ( n ) , 
V ( n ) , and Y ( n ) may be stored in arrays such as registers and 
shift - registers . Specifically F ( n ) may be stored in registers , 
while V ( n ) and Y ( n ) may be stored in shift registers . For 
example , when new samples of v ( n ) and y ( n ) are obtained , 
they may be shifted to the V and Y arrays respectively . 
Altogether the F ( n ) , V ( n ) , and Y ( n ) components form the 
H ( n ) . It may be appreciated that the various elements may all 
be updated based on live sensor data . In this view , the 
Kalman Filtering applied may thus be considered to be 
adaptive and different from a standard Kalman Filter . 
[ 0107 ] At act 212 , the sample time instance n is incre 
mented , e . g . , by using n = n + 1 , and the estimated parameters 
for X ( n ) and P ( n ) are propagated such that X - ( n ) = X ( n - 1 ) 
and P - ( n ) = P ( n - 1 ) + Q . 
[ 0108 ] It should be noted that in some embodiments the 
above acts of method 200 may be extended for applications 
in which there are multiple auxiliary sensor channels . For 
example , for a signal detection system 100 having i auxiliary 
channels , additional Y , ( n ) , V ( n ) components and corre 
sponding X , ( n ) and Xb , ( n ) may be introduced to H ( n ) and 
X ( n ) . In other embodiments , the above acts of method 200 
may be extended for applications in which there are multiple 
main sensor channels . For example , for a signal detection 
system 100 having j main channels , Z ( n ) becomes a 
j - dimensional vector and the observation matrix H ( n ) has j 
rows in this case . 
[ 0109 ] The method described above may be considered to 
be an adaptive Kalman Filter . In contrast , in a standard 
Kalman Filter , the gain K can be pre - calculated and stored 
as a look - up table as the model is fully known beforehand 
and does not rely on real measured data . In this respect , the 
standard Kalman Filter is not adaptive . However , as 
described in the preceding paragraphs , some of the compo 
nents needed for the determination of the signal S ( n ) become 
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available only as real data is being acquired . In this sense , 
the procedure and modeling described herein may be said to 
be an adaptive method . 
10110 ) Furthermore , the signal and noise modeling method 
described above is also different from standard Kalman filter 
approach . In the standard Kalman filter approach , the 
desired signal is modeled through the state equations , and 
the desired signals are often the elements of the state vectors . 
In the new methods described here , the desired signals are 
modeled through the observation matrix H . Although , state 
equations are still used for determining signal strength , the 
teachings herein use a computationally efficient and simple 
state vector equation form as can be seen in equation 11 . In 
general , the state equation has the form X ( n ) = G ( n ) X ( n - 1 ) + 
u ( n - 1 ) where G ( n ) is an NxN matrix with N equal to the 
dimension of X ( n ) . In equation 11 , G ( n ) becomes a unit 
matrixl . Because of the unit matrix , many calculations in the 
filter are simplified , and the computation load is reduced . 
This can be seen by comparing the current method to a 
general Kalman filter algorithm . In addition , because of this 
modeling method , the observation matrix H ( n ) , which con 
tains V ( n ) , becomes dependent on g ( n ) and act 210 is added 
to the processing as shown in FIG . 2 . In conventional 
observation matrices , H ( n ) does not dependent on X ( n ) and 
the Kalman filtering does not conventionally employ step 
210 . So to avoid the possible confusion in terminology , 
method described in accordance with the teachings herein 
may be referred to as a quasi - Kalman filter . 
[ 0111 ] Described in the subsequent sections are example 
embodiments of using the configurable system and method 
described above for various medical applications in which 
detection of a weak desired signal or detection of a desired 
signal with contamination is desired . However , it should be 
understood that the specific examples that will be discussed 
are given by way of illustration only and not by way of 
limitation . Various substitutions , modifications , additions , 
and / or rearrangements of the embodiments described herein 
will become apparent to those skilled in the art from this 
disclosure . 

and f2 are sent to the subject ' s ear . An ear with normal 
functionality generates a tone at frequency 2f1 - f2 called the 
DPOAE . The goal of the DPOAE test is to measure and 
detect the DPOAE generated by the ear being tested . 
[ 0115 ] Diagnostic information provided by a standard 
DPOAE recording ( i . e . acoustical recording ) may be limited 
as it can only give information of the hearing system from 
the outer ear up to the cochlea . Where information regarding 
higher level auditory processing ( i . e . neural processing ) is 
desired , electrical recordings such as an electroencephalo 
gram ( EEG ) , particularly an Auditory - evoked Brainstem 
Response ( ABR ) , which is an Auditory Evoked Potentials , 
may have to be used . 
0116 ] It is generally known that during a DPOAE test , an 
extra stimulus ( e . g . a third tone or a wide - band / narrow - band 
noise signal ) is applied other than the standard primaries to 
the ear not being tested ( e . g . contralateral ear ) to induce a 
change to the DPOAE emitted by the ear that is being tested . 
The change is normally a decrease in the DPOAE sound 
level , which is a phenomenon known as DPOAE Suppres 
sion . The goal of DPOAE suppression test is to measure and 
detect this change in sound level due to the additional 
contralateral stimulus . Experimental evidence shows that the 
changes are caused by neural modulation in the neural 
processing part of the subject ' s hearing system . By measur 
ing the changes due to DPOAE suppression , one may obtain 
information regarding the subject ' s auditory sensor and 
auditory nerves involved in the testing . In other words , from 
a single acoustical recording alone , it may be possible to 
assess the integrity of both the sensory and neural parts of an 
individual ' s hearing system . 
[ 0117 ] There are generally two methods for DPOAE 
detection , one is based on using the FFT and frequency 
domain averaging and the other is based on time domain 
narrow band filtering . Time domain filtering allows real 
time detection of DPOAE suppression . Adrian L , James et 
al . [ ref 1 ] have demonstrated the advantages of the real - time 
DPOAE suppression measurement and suggested that it may 
provide a new tool to diagnose a broader hearing system 
through a quick acoustic - only test . However , the real - time 
DPOAE Suppression can only conventionally be reliably 
recorded in animals , quiet neonates or young subjects using 
the current conventional methods . However , it may take a 
much longer amount of time to obtain a stable measurement 
when artifacts are present , for example , if the subject is an 
" unquiet ” baby . Furthermore , it is also known that the 
detectability of real - time DPOAE Suppression degrades as a 
function of the subject ' s age . For example , Konomi et al . 
[ ref . 2 , FIG . 2 ] reports that DPOAE detection rate decreases 
as the subject ' s age increases , from about 95 % in neonates 
down to only about 18 . 2 % in adults aged 41 or above . As 
such , the current known conventional systems and methods 
used for DPOAE suppression may provide only limited 
clinical usability . 
[ 0118 ] Yet another problem associated with DPOAE sup 
pression testing is that multiple neural paths can cause 
DPOAE suppression as reported by Wolter et al . ( ref . 3 ) . 
Particularly , a loud sound presented to one ear may trigger 
a middle ear muscle reflex ( MEMR ) which stiffens the 
tympanic membrane of both ears making sound transmission 
between the middle ear and the outer ear less efficient , 
thereby causing a reduction of DPOAE amplitude . In a 
DPOAE test , the suppression of interest is the one mediated 
by the medial olivocochlear system ( MOOS ) rather than the 

EXAMPLE 1 

Distortion Product Otoaucoustic Emission 
( DPOAE ) Suppression Detection 

[ 0112 ] The hearing system comprises a sensory part and a 
neural processing part . In current clinical practice , the 
integrity of the sensory part of an individual ' s hearing 
system may be assessed by mechanical ( e . g . bioacoustical ) 
means while the neural part of an individual ' s hearing 
system may be assessed by electrical ( e . g . bioelectrical ) 
means . 
[ 0113 ] . One way to assess an auditory sensor ( e . g . the 
cochlea ) is to detect a Distortion Product Otoacoustic Emis 
sion ( DPOAE ) from the ear . The DPOAE is a low level 
sound generated from the inner ear ( i . e . cochlea ) as a 
response to two stimuli , called primaries , each comprising a 
pure tone at a given frequency . The presence or absence of 
the DPOAE may be used as an indicator of whether the 
sensor ( e . g . outer hair cells in the cochlea ) is functioning . 
This method has been widely used in clinical settings for 
diagnosis and hearing screening . 
[ 0114 ] In general , during a standard DPOAE test , a probe 
with built - in speakers and microphones may be inserted into 
the subject ' s ear canal . Two pure tones with frequencies f1 
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one mediated by the MEMR . Under research environments , 
the MEMR effects on DPOAE suppression may be con - 
trolled by using only low level suppression stimuli . How 
ever , in the clinical setting , it may be necessary to develop 
an easy - to - use method that can monitor the effects of 
MEMR - induced DPOAE suppression and separate MEMR 
induced DPOAE suppression from MOCS - induced DPOAE 
suppression . 
[ 0119 ] In addition , it should be noted that the testing speed 
and the detectability of the DPOAE suppression is highly 
dependent on the SNR of the DPOAE recording . To increase 
the SNR , it is desirable to enhance the signal and reduce the 
noise ( or interference ) in the recorded data . 
[ 0120 ] To enhance the signal , it may be desirable that the 
transmission path from the signal generator to the sensor has 
a minimal signal loss . For DPOAE testing , it is known that 
the signal generator is inside the cochlea of the inner ear . The 
generated sound ( i . e . the DPOAE ) is first coupled to the 
auditory bone structures in the middle ear and causes the 
eardrum ( i . e . tympanic membrane ) , which is attached to the 
auditory bones and separates the middle ear and ear canal , 
to vibrate and transmit the sound to the outer ear canal . A 
DPOAE acoustic probe which comprises a microphone may 
be fitted in the outer ear canal and used to sense this very 
faint sound . It should also be noted that the stimuli used to 
elicit the DPOAE uses the same anatomical pathway to 
transmit sound , only in the reverse direction , in order to 
travel towards the tympanic membrane . The status of the 
tympanic membrane can thus significantly affect the effi 
ciency of the sound transmission . It is generally considered 
optimal when the pressure between the outer ear and the 
middle ear is in balance . In accordance with the teachings 
herein , a pressure relief structure , described in further detail 
below , may be used to prevent static pressure from being 
built - up in the ear canal when the DPOAE probe is inserted 
to the ear canal . In addition to the pressure relief , a portion 
of this structure may also be used as a sensing channel for 
improving the SNR . 
[ 0121 ] To reduce noise or interference from contaminating 
the DPOAE recording , narrowband filters may be used . The 
narrower the filter ' s pass band , the better the noise reduc 
tion . However , when the bandwidth is too narrow , the filter 
may lose its ability to track DPOAE changes quickly and 
accurately . In general , for a given tracking speed , the band 
width of the passband may be determined based on the SNR 
of the recorded signal such that the bandwidth is narrowed 
until an acceptable SNR is reached . But for some noisy data , 
acceptable SNR may not be achievable for a given tracking 
speed . Therefore , a method of noise reduction other than 
simply deceasing the filter ' s bandwidth is desirable . To 
determine an efficient noise reduction method , an analysis of 
the noise sources may be done . 
10122 ] It is generally known that there are at least two 
major sources of noise / interference in a DPOAE recording . 
A first noise source is the ambient noise / interference and a 
second noise source relates to noise / interference in the 
occluded ear canal caused by the subject ' s movement , as 
well as by the subject ' s blood flow pulsation or other 
physiological activities . The second noise source normally 
has most of its energy concentrated in the low frequency 
spectrum region ( e . g . in the 10 Hz range ) , but a small portion 
of that energy may extend to a higher frequency region . 
0123 ] Since the DPOAE suppression signal is much 
smaller in amplitude and covers a wider frequency region 

compared with the baseline DPOAE signal , the suppression 
signal may therefore be sensitive to even smaller levels of 
interference energy . As will be described in more detail 
below , a DPOAE probe with an auxiliary microphone may 
be connected to a specially designed ear pressure release 
structure of the DPOAE probe to sense the ambient noise 
and the ear canal noise simultaneously . The signal generated 
by the auxiliary microphone may then be processed to model 
and remove both the ambient and ear canal noise / interfer 
ence components in the main microphone recording . 
[ 0124 ] In addition to tracking changes the DPOAE levels , 
the signal processing methods described in accordance with 
the teachings herein may also be used to track phase changes 
of the DPOAE as well as the stimulus tones . Based on the 
observed phase changes , a method for detecting the 
[ 0125 ] Middle Ear Muscle Reflex ( MEMR ) may be devel 
oped in accordance with the teachings herein . The MEMR is 
also known as the Auditory Reflex , which plays an important 
role in DPOAE suppression testing ( as previously described ) 
and has significant clinical value . It is a protection mecha 
nism of the hearing system . The tympanic membrane will be 
driven to a stiffer state when loud sounds are presented in 
either ear to attenuate the sound passing through it . As a 
result , a stiffer tympanic membrane can reduce the potential 
damage suffered by the inner hair cells . 
[ 0126 ] Referring now to FIG . 3 , shown therein is a block 
diagram of an example embodiment of a DPOAE suppres 
sion detection system 300 in accordance with the teachings 
herein . Similar to the signal detection system 100 , the 
DPOAE suppression detection system 300 comprises a 
configuration processing unit 302 , a data acquisition unit 
320 , a power unit 336 , and a main sensor 326 and an 
auxiliary sensor 328 . Components that are common to both 
systems 100 and 300 perform similar functions as previously 
described . 
10127 ] . In the present embodiment , the core processing 
unit 304 may be configured to implement digital signal 
processing ( DSP ) algorithms and the data acquisition unit 
320 may be optimized to obtain and pre - process data for 
those algorithms . For example , using adaptive ARMA and 
time - variant state equation modeling of the DPOAE and the 
interference / noise signals , optimal DPOAE estimation 
methods may be developed . Furthermore , experiments on 
simulated and real recordings may be used to fine tune the 
system to improve testing speed and detection sensitivity at 
low SNR conditions . In at least some embodiments , in 
addition to tracking the changes in the DPOAE level , the 
method may also be used to track the phase changes of the 
DPOAE as well as the stimuli tones . Based on the amplitude 
and phase changes , methods for monitoring the MEMR may 
be developed . 
[ 0128 ] It should be noted that the new DPOAE and 
MEMR detection methods described herein are not limited 
to sinusoidal type stimuli and contra - lateral stimulation . The 
methods may be extended to other types of OAEs , for 
example Transient - Evoked Otoacoustic Emissions 
( TEOAEs ) , and may be used for ipsilateral probe configu 
ration . 
[ 0129 ] The DPOAE suppression detection system 300 
also includes a left DPOAE probe 326 and a right DPOAE 
probe 328 designed to be inserted into the subject ' s left and 
right ear , respectively . The probe 326 comprises first second 
speakers 326c and 326d and the second probe 328 comprises 
first and second speakers 328c and 328d which may be used 
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to generate the DPOAE inducing tones ( i . e . the primaries ) . 
The probes 326 and 328 also comprise a main microphone 
326a and 328a , respectively , which are configured to receive 
the DPOAE signal during testing . The probes 326 and 328 
also comprise an auxiliary microphone 326b and 328b , 
respectively , which may be used to determine interference 
and noise as discussed above . 
[ 0130 ] Tones for eliciting the DPOAE may be selected by 
providing an appropriate command to the controller unit 
338 . For example , the commands to the controller unit 338 
may indicate the frequencies of the two primary tones 
desired by a clinician , the volume of the tones and their 
durations . For example , the primary tones may range 
between 50 - 70 dB SPL in clinical settings . The stimulus 
generator unit 335 receives stimulus control instructions and 
a trigger signal from the controller unit 338 to begin gen 
erating the stimuli with the desired parameters . The output 
of the stimulus generator unit 335 is converted into an 
analog waveform by the digital - to - analog converter ( DAC ) 
334 whose output is amplified by the speaker amplifiers 330 . 
The output of the speaker amplifiers 330 drive the first and 
second speakers 326c , 326d , 328c and 328d so as to produce 
the desired tone in the ear canals of an individual being 
tested using DPOAEs , in this example . It may be appreci 
ated that in some embodiments , the stimulus generator unit 
335 is an analog signal generator configured to directly 
output an analog signal so that the DAC 334 is not required . 
In other embodiments , the stimulus generator unit 335 may 
also perform signal amplification such that a separate 
speaker amplifier 330 is not required . 
[ 0131 ] During audiometric testing , DPOAE signals are 
detected by the main microphones 326a and / or 328a . These 
microphones may also be used to detect tones corresponding 
to the primaries used to elicit the DPOAE signal as well as 
noise and interference . Concurrently , noise and interference 
signals are detected by the auxiliary microphones 326b 
and / or 3286 . The outputs of the microphones 362a and 362b 
and / or the microphones 328a and 328b are processed by the 
signal preprocessing unit 331 ( i . e . for signal conditioning ) 
and then digitized by the ADC 332 before being forwarded 
to the communication unit 340 by the controller unit 338 . 
The communications unit 340 then sends the digitized 
signals via the communications link 342 to the core pro 
cessing unit 304 for processing . 
[ 0132 ] In the present embodiment , the DPOAE probes 326 
and 328 may be used concurrently for DPOAE suppression 
testing . For example , for DPOAE suppression testing of the 
left ear , the left DPOAE probe 326 may be used to generate 
the necessary primaries to elicit a DPOAE signal from the 
left ear while the right ear may be used to produce the 
desired stimulus in the right ear to induce suppression of the 
DPOAE generated by the left ear . 
[ 0133 ] Referring now to FIG . 4 , shown therein is a block 
diagram an example embodiment of a system 400 in which 
a simulated DPOAE suppression signal may be generated to 
facilitate the determination of hardware parameters for the 
system 300 that may be used during actual testing with 
subjects , and to facilitate the testing of the signal detection 
methods described herein . The first primary tone generator 
402 and the second primary tone generator 404 may be 
configured to generate a first tone having a desired fre 
quency f , with a first amplitude A , and to generate a second 
tone having a desired frequency f , with a second amplitude 
A2 . A third tone generator 406 may be configured to generate 

the expected distortion product at a third frequency f3 = 2f , - 
f , having an amplitude A3 as shown in FIG . 5B . A square 
wave generator 408 may be configured to produce a neural 
modulation signal at a desired frequency f4 to simulate 
DPOAE suppression . In some embodiments , the frequency 
may range between 0 . 25 to 1 Hz , corresponding to a 
modulation signal period of 1 to 4 seconds . The output of the 
square wave generator 408 and the third tone generator 406 
may then be combined by a mixer 410 to simulate DPOAE 
suppression . 
[ 0134 ] At the same time , a noise generation block 420 may 
be configured to produce a simulated noise / interference 
signal . The noise generation block 420 may comprise a 
white Gaussian noise source 422 which may simulate a 
common collective noise source for both the main and 
auxiliary microphone channels . The output of the white 
Gaussian noise source 422 may be configured to produce 
two noise outputs , one for the main microphone 440 and 
another for the auxiliary microphone 450 . The noise to be 
transmitted to the main microphone 440 may be filtered 
through a first filter 424 , while the noise to be transmitted to 
the auxiliary microphone 450 may be filtered by a second 
filter 426 . In the present embodiment , the filters are band 
pass filters which may be used to simulate the noise coupling 
paths , such as those indicated by reference numerals 125 and 
127 in FIG . 1 , which ambient noise may pass through . The 
output of the first filter 424 as shown in FIG . 5B may be 
denoted as V ( n ) , which is the noise signal described previ 
ously for system 100 . In some embodiments , the filters 424 
and 426 may be configurable digital filters such as infinite 
impulse response filters . 
[ 0135 ] The signal V ( n ) along with the primaries generated 
by the first tone generator 402 and the second tone generator 
404 and the DPOAE suppression signal at the output of the 
mixer 410 may be combined by the summer 430 which 
produces a simulated main microphone signal Z ( n ) as 
described previously for system 100 and as shown in FIG . 
5A . The noise detected by the auxiliary microphone 450 
may be denoted as Y ( n ) using the same naming convention 
as described above for system 100 . FIG . 5C shows an 
example of the estimated ( i . e . recovered ) DPOAE amplitude 
based on the simulated DPOAE suppression data , in accor 
dance to the methods described in further detail below . The 
simulations indicate that to optimize processing of the 
detected signals , the transfer functions corresponding to the 
auxiliary microphone channel should match the transfer 
function of the main microphone channel as closely as 
possible . In some instances the design of the probe and 
microphone amplifiers may be adjusted to optimize the 
matching between the main and auxiliary microphone chan 
nels . 
[ 0136 ] To determine the amplitude of the DPOAE sup 
pression signal the general methodology described previ 
ously in method 200 may be applied . For example , in the 
present example embodiment , Z ( n ) may be set to be the 
signal obtained from the main microphone 326a or 328a 
( depending on the ear being tested ) at a sample instance n . 
The quantity Y ( n ) may be set as the signal obtained from the 
auxiliary microphone 326b or 328b ( corresponding to which 
main microphone is being used ) at the same sample instance 
n . The quantity V ( n ) may represent the interference or noise 
that is coupled to the main microphone 326a or 328a . As 
described previously , the following representations may be 
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used : Y ( n ) = [ y ( n ) y ( n - 1 ) . . . y ( n - q + 1 ) ] which is a 1xq matrix 
and V ( n - 1 ) = [ v ( n - 1 ) v ( n - 2 ) . . . v ( n p ) ] which is a 1xp 
matrix . 
[ 0137 ] For DPOAE suppression testing , the signal com 
ponents of the primaries as well as the DPOAE signal may 
be used to define the features in the feature matrix F ( n ) as 
follows : 

F ( n ) = [ cos ( 0 , n ) sin ( m , n ) cos ( w2n ) sin ( W2n ) cos ( w3n ) 
sin ( W3n ) cos ( 64n ) sin ( wan ) ] ( 14 ) 

where 

time = 2011 
k = 1 , 2 , 3 , 4 ; f , is the sampling rate of the ADC 332 ; f , is the 
frequency of first tone of the primary ; f , is the frequency of 
the second tone of the primary ; fz = 2f7 - f2 is the DPOAE 
frequency ; f4 - afz represents the noise floor estimation in 
which a - 1 , e . g = 1 . 1 for DPOAE measurements . These values 
together may be used to define the observation matrix 
H ( n ) = [ F ( n ) : V ( n - 1 ) : Y ( n ) ] . 
[ 0138 ] The signal strengths or amplitudes of the features 
( i . e . the elements of feature matrix F ( n ) ) may be defined as 
xe ( n ) , xsqn ) , x2 ( n ) , xs2 ( n ) , xe3 ( n ) , xs3s ( n ) , xe ( n ) and 
X554 ( n ) . Thus , X ( n ) ( of equation 9 above ) may be defined as 
Xs ( n ) = [ Xsci ( n ) , Xss1 ( n ) , Xsc2 ( n ) , Xss2 ( n ) , Xsc3 ( n ) , Xss3S ( n ) , 
Xsc4 ( n ) Xs54 ( n ) ] ? . 
[ 0139 ] The interference strengths ( i . e . the autoregressive 
coefficients ) of the corresponding interference terms v ( n - 1 ) 
v ( n - 2 ) . . . V ( n - p ) in the main signal recording may be 
defined as a ( n ) az ( n ) . . . a , ( n ) . Additionally , the interference 
strengths ( i . e . the moving average coefficients ) of the cor 
responding interference terms y ( n ) y ( n - 1 ) y ( n - q + 1 ) in the 
auxiliary signal recording may be defined as bon ) b ( n ) . . 
. bg - 1 ( n ) . Furthermore , X , may be defined as X ( n ) = [ a ( n ) a 
2 ( n ) . . . a , ( n ) ] and X , may be defined as X , ( n ) = [ bo ( n ) b ( n ) 
. . . bg - i ( n ) ] so that vector X ( n ) may be X ( n ) = [ Xs ( n ) 
: X , ( n - 1 ) : X ( n ) ] . . . 
[ 0140 ] With these definitions established , the method 200 
of FIG . 2 may be applied to estimate the primaries and the 
DPOAE in real - time from the signal Z ( n ) captured by the 
main microphone . 
[ 0141 ] In the present example embodiment , the waveform 
DP ( n ) of the distortion product ( DP ) may be determined by 
equation 15a . 

[ 0143 ] Since the phase change of both the primary tones 
and the DPOAE can be estimated in real - time using the 
method described herein , a method specifically for moni 
toring the middle ear muscle reflex ( MEMR ) in real - time 
during the DPOAE suppression test may also be developed . 
For example , when a loud suppressor sound is presented to 
the contralateral ear canal , the middle ear muscles may drive 
the tympanic membrane of both ears to a stiffer state . During 
DPOAE testing , the primary tone stimuli generated by the 
speakers of the DPOAE probe first travel forward to the 
tympanic membrane . When the stimuli arrive at the tym 
panic membrane , they are separated into two parts : a trans 
mitted part which passes through the tympanic membrane 
and propagates to the middle ear and a reflected part which 
is reflected by the tympanic membrane back to the micro 
phone . The forward wave and the backward wave of the 
reflected part may be summed at the main microphone . The 
relative magnitude changes between the forward and back 
ward waves may cause a phase change of the primary tones 
recorded by the main microphone . When the MEMR occurs , 
due to using loud stimuli for eliciting DPOAE suppression , 
the stiffness of the tympanic membrane may suddenly 
increase , which causes a sudden increase of the reflected 
wave that may lead to a sudden change in the detected 
primary tone phase . Since the primary tones are high level 
signals , about 50 - 70 dB SPL , their amplitude and phase can 
be reliably measured in real - time with the method described 
herein . By monitoring the primary tone phase change , the 
occurrence of the MEMR may be detected . 
0144 . At a higher frequency , the membrane response and 
the sound waves in the ear canal become more complicated . 
To use the above signal estimation method , a low frequency 
tone ( e . g . at 10 - 30 % of the DPOAE frequency ) in the 
DPOAE probe may be introduced for MEMR monitoring , 
rather than using high frequency primary tones as long as the 
introduced tone does not cause an observable DPOAE 
response change . 

DP ( n ) = xse3 ( n ) cos ( W3n ) + X553 ( n ) sin ( W3n ) ( 15a ) 

Based on the above expression for DP ( n ) , the magnitude of 
the distortion product DP amp ( n ) may be determined by 
equation 15b . 

DP amp ( n ) = V [ xsc3 ( n ) ] 2 + [ 3 , 33 ( n ) ] 2 ( 15b ) 
[ 0142 ] The phase of the DP phase may be determined by 
equation 15c . 

Data Acquisition Hardware for DPOAE Suppression 
Detection 
[ 0145 ] Referring now to FIG . 6 , shown therein is another 
example embodiment of a DPOAE suppression detection 
system 600 that corresponds to the system 300 of FIG . 3 . 
Accordingly , similar numbering is applied in correspon 
dence to the component modules of FIG . 3 . In the present 
example embodiment , the configurable processing unit 602 
may be a computer such as a laptop computer . However , it 
would be appreciated that other configurations or combina 
tions of hardware or software may be used . For example , in 
other embodiments , the configurable processing unit 602 
may be a handheld computing device such as a tablet , a 
mobile phone or a wearable computing device . The data 
acquisition unit 620 as shown in FIG . 6 may be connected 
to the configurable processing unit 602 via a data cable 642 
to provide a communications link to facilitate data transfer 
between the data acquisition unit 620 and the configurable 
processing unit 602 . The data cable may be a USB cable or 
another wired communications link . However , in other 
embodiments a wireless communications link may be estab 
lished instead using wireless communication protocols 
known in the art such as Bluetooth . 
[ 0146 ] Attached to the data acquisition unit 620 are two 
DPOAE probes 626 and 628 , which may be identical and 
may be configured in a manner similar to those described in 

( 150 ) DPphase ( n ) = tan - 3 m ) Xsc3 ( n ) / 

The other signal components such as the primary tones may 
be obtained in a similar manner . 
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FIG . 3 . Each probe 626 and 628 may be used as a standard 
DPOAE probe for providing the DPOAE stimuli and record 
ing the resulting DPOAE or as an insert phone for ( i . e . a 
DPOAE probe that is configured to only produce an output 
sound ) presenting the DPOAE suppression stimuli ( i . e . the 
suppressor ) . Whether the probes 626 and 628 are used as a 
DPOAE probe or as a suppressor insert phone may be fully 
controlled by the data acquisition unit 620 , via commands 
received from the configurable processing unit 602 . For 
example , a clinician may specify the ear in which the 
DPOAE suppression is to be measured , and the appropriate 
probe is chosen to be the DPOAE probe and while the other 
probe is configured as the suppressor insert phone . 
[ 0147 ] Referring now to FIG . 7 , shown therein is an 
example embodiment of a DPOAE probe 650 in accordance 
with the teachings herein . As shown by the dashed box , the 
DPOAE probe 650 may comprise a narrow conical insert 
652 to fit into the ear canal and a wider cylindrical portion 
654 to house the necessary electronics for proper operation 
of the DPOAE probe 650 during use . The probe material 
used to make the DPOAE probe 650 may be made using a 
variety of biocompatible materials such as plastic or other 
materials as is known by those skilled in the art . 
[ 0148 ] Referring now to FIGS . 8A - 8E , shown therein are 
structural diagrams of the various components of an 
example embodiment of a DPOAE probe 800 that is similar 
to the DPOAE probe 650 . FIG . 8A is an exploded perspec 
tive view of the DPOAE probe 800 . A large cylindrical probe 
cap 802 may be used to house two probe speakers 850a and 
850b which may be configured to generate the primary tones 
( f , and f ) needed to generate a DPOAE stimulus signal 
when the probe 800 is used as a DPOAE probe and generate 
a suppressor signal when the probe 800 is used as a 
suppressor insert phone . A cable hole 803 is disposed at the 
probe cap 802 to accommodate a cable for providing con 
nectivity between the DPOAE probe and the data acquisition 
unit 620 . A latch pin hole 803 ' may be present to provide 
insertion of a latch pin to a corresponding latch pin hole on 
the probe housing 804 to secure the probe cap 802 to the 
probe housing 804 . A printed circuit board ( PCB ) 830 may 
be used to accommodate the main microphone 832 and 
auxiliary microphone 834 ( also see FIG . 8D ) . A pliable ear 
tip 824 with an enlarged distal portion 825 releasably 
engages the distal portion of the probe body 806 . 
[ 0149 ] The PCB 830 and the speakers 850a and 850b may 
be enclosed in the probe housing 804 which is releasably 
engaged by the probe cap 802 to assemble the probe 800 . For 
example , probe latch pins 820 and 822 may be used to hold 
the probe cap 802 and the probe housing 804 . The latch pins 
820 and 822 may be made of metal , plastic or other suitable 
materials . In this example embodiment , the hole 821 inside 
the pin 820 is sealed at the other end ( e . g . , see FIG . 8F ) . 
However , in some embodiments the hole 823 inside pin 822 
is open for pressure release and noise / interference sensing as 
is described below . 
[ 0150 ] The probe body 806 may be tapered to fit into the 
ear canal , and may comprise a number of longitudinal 
channels 815 , 816 , 818 and 819 along the surface of the 
distal end of the probe body 806 ( i . e . closest to the tympanic 
membrane when inserted into a person ' s ear ) . It may be 
appreciated that when the probe 800 and the soft ear tip 824 
are inserted into the subject ' s ear channel , no air passage is 
available from the ear canal ( enclosed by the probe and 
tympanic membrane ) to the environment external to the ear 

if the channel 815 was blocked , for example , by ear wax . But 
the channel 815 is disposed on the surface of the probe body 
806 , so that when the ear tip 824 is taken off the channel 815 
is exposed and can easily be cleaned to prevent it from being 
blocked . This makes channel 815 an important part of the 
pressure release path . The channels 816 and 819 may be 
used to deliver sound to the ear channel . The channel 818 
may be coupled to the main microphone 832 while the 
channel 817 may be coupled to the auxiliary microphone 
817 . Since the auxiliary microphone 834 does not need to 
capture the DPOAE signal , the channel 817 is sealed at the 
tip side of the probe 800 when the probe 800 is fully 
assembled . However , the channel 817 is coupled to a small 
hole 823 inside the latch pin 822 to form a passage to the 
external environment . The channel 817 is also coupled to the 
small surface channel 815 through hole 814 ' to form a small 
passage to the testing ear canal so that ambient noise and any 
other noise disturbances in the ear canal can be recorded as 
the auxiliary signal . Since this structure for the auxiliary 
signal recording also connects both the testing ear canal and 
the external environment by providing an air passage 
between them , it forms the pressure relief channel . The 
reason why this structure can effectively sense ear canal 
disturbance noise is further explained in the paragraphs 
follows . The microphone and speaker channels are tightly 
coupled to ensure that leakage at the channel - speaker or 
channel - microphone interfaces are minimal or non - existent . 
Furthermore , it may be appreciated that in the present 
embodiment the channels 816 , 818 and 819 may easily be 
cleaned when the ear tip 824 is taken off from the probe 800 . 
[ 0151 ] Referring now to FIG . 8B , shown therein is a 
perspective view of the external features of the probe 
housing 804 and the probe body 806 along with the channels 
816 , 818 and 819 on its surface . Channel 817 is internal 
within the probe body 806 such that the tip of the channel 
817 at the distal end of the probe body 806 ( i . e . away from 
the probe cap 803 ) is sealed when the probe 800 is 
assembled . The side channels 816 and 819 are front facing 
and are physically coupled to internal channels ( not shown ) 
that lead to the speakers 850a and 850b . Therefore , the side 
channels 816 and 819 may be used to deliver the acoustic 
output of the speakers 850a and 850b during use . The upper 
channel 818 may be used to couple sound energy to the main 
microphone 832 while the lower channel 817 may be used 
to couple sound energy to the auxiliary microphone 834 . In 
this regard , the upper channel 818 is physically coupled with 
an internal channel 810 that leads to the main microphone 
832 while the lower channel 817 is physically coupled with 
an internal channel 808 that leads to the auxiliary micro 
phone 834 ( see FIG . 8C for internal channels 806 and 808 ) . 
The main microphone 832 and the main microphone chan 
nels generally connect with a large opening at the probe tip 
to allow for efficient sound transmission to the main micro 
phone 832 from the ear canal being tested . Alternatively , in 
some embodiments , the speakers and the channels coupled 
to the speakers may be vertically oriented while the micro 
phones and the channels coupled to the microphones may be 
horizontally oriented . Generally , the speakers 832 and 834 
and microphones 850a and 850b are tightly coupled to their 
respective internal channel so as to ensure that acoustic 
sealing at the interfaces between the sensors and their 
channel may be maintained . 
[ 0152 ] Referring now to FIG . 8C , shown therein is a 
cross - sectional view of the DPOAE probe 800 along its 
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it may be possible to further improve detection during 
DPOAE suppression through using a synchronized averag 
ing method . In this case , the estimated DP amplitude wave 
form may be divided into epochs within a data window of 
length equal to the period of the suppression inducing signal . 
During the DPOAE test , the epochs are recorded and aver 
aged , and the running average may be presented to the 
clinician , for example , through an application user interface 
that may be used with the system 300 , an example of which 
is shown in FIG . 9C . The configurable processing unit may 
provide additional user interfaces and control options as 
shown in FIGS . 9A and 9B to indicate to the clinician the 
measured DP signals and parameters . Specifically , FIG . 9A 
shows the DP - gram of the left and right ear which is a plot 
of the distortion product ( DP ) level as a function of f2 which 
is frequency of the second primary tone . FIG . 9B shows the 
DP IO - Gram of the left and right ear which is a plot of the 
DP level as a function of DPOAE stimulus parameter L1 . 

EXAMPLE 2 

longitudinal axis showing the internal structures of probe 
800 . The auxiliary microphone 834 connects to a pressure 
release structure comprising : ( 1 ) a small surface channel 815 
formed by the probe body 806 and the ear tip 824 ( see FIG . 
8F ) to provide an air passage from the subject ' s ear canal to 
a hole 814 ' ; ( 2 ) the hole 814 ' that is connected to the small 
surface channel 815 and the internal channel 808 that leads 
to the auxiliary microphone 834 ; ( 3 ) the internal auxiliary 
microphone channel 808 , in which the opening 817 at the 
probe tip is always sealed when assembled ; and ( 4 ) an inner 
hole 823 in the latch pin 822 as shown in FIG . 8B which may 
connect the auxiliary microphone channel 808 to the exter 
nal surroundings of the probe 800 . 
10153 ] The small surface channel 815 may be used for 
pressure release and sensing , such that when the ear tip 824 
is added onto the distal end of the probe body 806 , the small 
surface channel 815 may form a narrow passage which only 
allows static pressure inside the ear canal to be released , and 
only allow low frequency sound / pressure wave which may 
arise from the disturbance noise within the ear canal being 
tested to pass through . Thus , most of the ambient noise 
energy may be blocked from passing to the ear canal . The 
hole 823 may allow the auxiliary microphone 834 to sense 
the ambient noise and the hole 814 ' together with surface 
channel 815 may allow the auxiliary microphone 834 to 
sense ear canal disturbance noise ( such as noise caused by 
movement , blood pressure pulsation etc . and whose energy 
is mostly concentrated in the low frequencies range ) . In the 
present example embodiment , both disturbance noise ( usu 
ally at low frequencies ) in the ear canal and the ambient 
noise can be sensed simultaneously . 
[ 0154 ] The probe tip 824 fits over the probe body 806 and 
is used for firmly fitting the DPOAE probe 800 into the 
subject ' s ear canal during use . The distal portion of the probe 
tip 824 is enlarged to enhance the fit within the subject ' s ear 
canal and to provide acoustic isolation and reduce ambient 
noise from entering the ear canal . An enlarged external view 
of the probe tip 824 is also shown in FIG . 8E . The probe tip 
824 may be fabricated using any type of soft or flexible 
biocompatible material such as rubber or silicone and may 
be made into various sizes to accommodate different ear 
canal diameters . 
[ 0155 ] FIG . 8F shows a cross - sectional view of the probe 
tip 824 , probe body 806 and the probe cap 802 along with 
the PCB 830 when the probe 800 is fully assembled . As 
described earlier , the various internal holes and channels 
may be used for pressure release and for noise sensing . 
Specifically , in the present embodiment , hole 823 , hole 814 ' , 
small probe body surface channel 815 and internal channel 
817 altogether may be considered to be the probe ' s pressure 
release channel . As shown in flow path 855 , an air pathway 
between the enclosed ear canal and the external outside air 
environment may be established for pressure release via the 
surface channel 815 which engages the probe tip in the ear 
canal . Surface channel 815 connects with hole 814 ' which 
provides access to the auxiliary microphone channel 808 . In 
turn , the auxiliary microphone channel 808 is connected 
with hole 823 to access the outside environment . Further 
more , the internal channel 817 is sealed at the tip using glue 
or plastic , since that channel is coupled to the auxiliary 
microphone 834 . 
[ 0156 ] With respect to processing the signals obtained by 
the DPOAE probe 800 , since the on - off time of the sup 
pression inducing signal may be controlled and thus known , 

Oscillometric Blood Pressure Monitoring of Blood 
Pressure Signals Contaminated With Continuous 
Motion Artifacts or From Subjects With Weak 

Pulses 
0157 ] Clinically accepted automatic non - invasive blood 
pressure monitors ( NIBP ) fall into two categories . The first 
one being those based on the auscultatory method and the 
second one being those based on the oscillometric method . 
10158 ] In the auscultatory regime , an air pressure cuff may 
generally be placed around the subject ' s wrist or upper arm 
and an acoustic sensor may be placed under the cuff . The 
cuff is first inflated to a pressure above the systolic pressure 
which occludes arterial blood flow and then the cuff is 
deflated slowly . As the cuff pressure decreases , characteristic 
sounds ( i . e . Korotkoff Sounds ) may be detected when the 
cuff pressure corresponds to the subject ' s systolic and dia 
stolic blood pressures . 
10159 ] . In the oscillometric regime , estimates of blood 
pressure are based on pulse waveforms obtained when cuff 
pressure is applied during the inflation or removed deflation 
procedure . Generally , most commercially available auto 
matic NIBPs use the oscillometric method . The SNR of the 
recorded cuff pressure waveform is important for measure 
ment accuracy . Movement of the subject and ambient low 
frequency noise , weak cuff pressure pulses as seen in certain 
group of subjects such as those with obesity or critically ill , 
all lead to low SNR , and thus poor blood pressure measure 
ment accuracy . 
[ 0160 ] Many efforts have been made to improve the 
accuracy by detecting and rejecting movement artifacts ( i . e . 
artifact rejection method ) . However , most of these attempts 
make use of a threshold method in which data collected 
during a subject ' s movement are simply discarded , which 
may lead to less useful data . In particular , such methods may 
not be suitable when the subject is in continuous movement , 
for example , during exercises and heart stress tests . An 
improvement to the artifact rejection method is to use a 
weighted average , i . e . assign a lower weight to noisy data 
and higher weights to quiet data leading to more usable data . 
However , if the noise and interference are dominant in the 
raw recordings , the weighted averaging method leads to 
very long processing time and / or a failure to detect the 
desired signal . Although the oscillometric method is less 
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vulnerable than the auscultatory method to acoustic noise or 
artifacts , it still suffers from low frequency ambient noise 
and vibrations . For subjects with weak pulses , the artifacts 
and noise can significantly compromise measurement accu 
racy and may even make blood pressure measurements 
impossible . For these subjects , it is conventional practice to 
use a more complicated system in addition to a standard cuff 
based system . For example , for obese subjects , ultrasound 
Doppler may be used contemporaneously to detect the 
systolic and diastolic pressures . 
[ 0161 ] Referring now to FIG . 10 , shown therein is a block 
diagram of an example embodiment of a blood pressure 
monitoring system 1000 comprising a configurable process 
ing unit 1002 , a core processing unit 1004 , an optional 
processing unit 1006 , a sensor unit 1010 , a feature data 
generator unit 1050 and corresponding signal processing 
methods to reduce ambient noise and motion artifacts and 
increase the SNR of the blood pressure measurements . The 
sensor unit 1010 includes a data acquisition unit 1020 and a 
blood pressure cuff 1025 . The system 1000 also includes a 
power unit 1036 that may be an external power supply , or 
alternatively , an internal power source such as a battery . The 
power unit 1036 provides power to various components of 
the system 1000 . The overall system configuration is similar 
to the signal detection system 100 of FIG . 1 as well as the 
DPOAE suppression detection system 300 of FIG . 3 , as 
described previously . 
[ 0162 ] In a standard oscillometric blood pressure test , an 
inflatable cuff is placed around the subject ' s upper arm or 
wrist . The cuff pressure waveform is collected during the 
inflation / deflation process . The collected cuff pressure 
waveforms are used to estimate the systolic and diastolic 
blood pressures . However , to improve blood pressure mea 
surement , according to the teachings herein , additional sen 
sor channels may be used with the data acquisition system 
to provide additional data that is processed to detect motion 
artifacts and ambient noise and remove them from the blood 
pressure measurements as described in more detail below . 
[ 0163 ] The sensor unit 1010 comprises the data acquisi 
tion unit 1020 and the cuff 1025 an example physical 
embodiment of which is shown in FIG . 11A . In the present 
example embodiment , the data acquisition unit 1020 may 
comprise a main cuff pressure sensor 1026 which performs 
a similar task as that of the main sensor 126 of FIG . 1 , and 
an auxiliary sensor 1028 comprising an accelerometer 1028a 
and pressure sensor 1028b which together perform a similar 
task as that of the auxiliary sensor 128 of FIG . 1 . Within the 
data acquisition of unit 1020 , the various components may 
be mounted onto a printed circuit board ( PCB ) . The accel 
erometer 1028a and pressure sensor 1028b may be config 
ured to detect movement artifacts and ambient noise signals 
while the main cuff pressure sensor 1026 is recording data . 
Similar to the systems 100 and 300 , the data acquisition unit 
1020 comprises a microcontroller unit 1038 to control the 
acquisition of pressure signals , noise signals and artifact 
signals as well as to control the pressure control unit 1029 
which adjusts the pressure applied by the cuff 1025 to the 
subject during pressure measurement . The acquired signals 
are sent to the configurable processing unit 1002 by the 
communication unit 1040 over the communications link 
1042 using a similar implementation as described for the 
systems 100 and 300 . In alternative embodiments , the com - 
bination sensor 1028 does not include an accelerometer . In 

these cases , the modeling and equations described below 
may be modified to account for not using an accelerometer . 
[ 0164 ] To determine the blood pressure using the configu 
rable processing unit 1002 , the general methodology 
described previously with respect to adaptive signal pro 
cessing may be applied herein . In other words , the quantities 
H ( n ) and X ( n ) may first be defined for this particular 
application and the processing described previously is used 
to obtain the desired signal , which in this case is the 
subject ' s blood pressure measurement . Z ( n ) is defined as the 
signal obtained from the main cuff pressure sensor 1026 ( i . e . 
the main sensor ) at sample instant n ; Y ( n ) is the signal from 
the combination sensor 1028 ( i . e . the auxiliary sensor ) at 
sample instant n ; and V ( n ) is the interference or noise 
coupled to the main cuff pressure sensor 1026 . As described , 
Y ( n ) = [ y ( n ) y ( n - 1 ) . . . y ( n - q + 1 ) ] which is a 1xq matrix and 
V ( n - 1 ) = [ v ( n - 1 ) v ( n - 2 ) . . . v ( n - p ) ] which is a 1xp matrix . 
For blood pressure measurements , the recorded signal z ( n ) 
at sample instance n may be considered as the sum of a noise 
free cuff pressure at that sample instance and interference 
terms ( e . g . v ( n ) of equation 4 ) . If the noise free cuff pressure 
signal sample is defined as x ( n ) , then the feature vector may 
be written as X ( n ) = [ x _ ( n ) ] , Comparing this relationship 
with equation 7 above , the features matrix F ( n ) may be 
defined as being a single constant . For example , F ( n ) = [ 1 ] . 
These values together may be used to define the observation 
matrix H ( n ) = [ F ( n ) : V ( n - 1 ) Y ( n ) ] . 
[ 0165 ] The interference strengths ( i . e . the autoregressive 
coefficients ) of the corresponding interference terms v ( n - 1 ) 
v ( n - 2 ) . . . v ( n - p ) may be defined as a ( n ) a ( n ) . . . a , ( n ) . 
Additionally , the interference strengths ( i . e . the moving 
average coefficients ) of the corresponding interference terms 
y ( n ) y ( n - 1 ) . . . y ( n - q + 1 ) may be defined as bn ( n ) b , ( n ) . . 
. bg - 1 ( n ) . These terms together may be used to form a linear 
system that establishes a link between the noise that is 
coupled to the main and auxiliary channels . As described 
previously in the signal model , the noise may be considered 
to originate from a common collective noise source from 
which the noise may be coupled to two linear systems 
corresponding to the main and auxiliary sensors . Also , as 
described previously , a relationship may further be estab 
lished between main and auxiliary channels through the 
Autoregressive Moving Average , or ARMA model to model 
the noise and artifacts . Furthermore , Xq may be defined as 
X ( n ) = [ a , ( n ) az ( n ) . . . a ( n ) ] and X , may be defined as 
X ( n ) = [ b . ( n ) b ( n ) . . . bq - 1 ( n ) ] ' so that vector X ( n ) may be 
X ( n ) = [ Xs ( n ) : X ( n - 1 ) : X ( n ) ] ̂ . 
[ 0166 ] With these definitions established , the method 200 
of FIG . 2 may be applied to remove the noise and motion 
artifacts from the cuff pressure sensor signal Z ( n ) . The 
estimated blood pressure measurement signal X , ( n ) may 
then be used to provide the measured cuff pressure with an 
improved SBR . The systolic and diastolic pressures can then 
be estimated from the estimated blood pressure measure 
ment signal X ( n ) using standard methods , such as the 
method based on oscillation envelope slope change during 
cuff deflation or the method based on the maxima of the 
envelope . 
[ 0167 ] Referring now to FIGS . 11A and 11B , shown 
therein are structural views of an example embodiment of 
the sensor and data acquisition hardware , respectively , for 
the blood pressure monitoring system 1000 . The data acqui 
sition unit 1020 and the blood pressure cuff 1025 may be 
integrated into a single device . A first longitudinal edge of 



US 2018 / 0035951 A1 Feb . 8 , 2018 
16 

the blood pressure cuff 1025 comprises a first tube 1102 and 
a second longitudinal edge of the blood pressure cuff 1025 
comprises a second tube 1104 . The tubes 1102 and 1104 may 
be made from silicon or any other material capable of 
allowing other artifacts which may contaminate the desired 
signal to be sensed by the auxiliary pressure sensor . In some 
embodiments , both the first and second silicon tubes 1102 
and 1104 may be connected to the auxiliary pressure sensor 
1028b housed in the data acquisition unit 1020 . Similarly , 
the accelerometer 1028a , which is configured to detect 
movement , may be fixed to a structure such as a printed 
circuit board in the data acquisition unit 1020 . The auxiliary 
sensor 1028b , being configured to detect movement artifacts 
may help improve the SNR of the main cuff pressure sensor 
signal . The auxiliary sensor output data from these auxiliary 
sensors 1028a and 1028b form the Y ( n ) in the observation 
matrix H ( n ) . 
[ 0168 ] The cross section line 1130 indicates the point of 
observation that is further depicted in FIG . 11B , correspond 
ing to a position somewhere along the middle of the cuff 
1025 . Referring now to FIG . 11B , depicted therein is an 
enlarged sectional view of the main pressure bladder 1120 
and the tubes 1102 and 1104 . In the present example 
embodiment , a pump and valve system ( not shown ) may be 
connected to the bladder 1120 to allow the cuff 1025 to 
inflate and deflate . The distal end of the bladder 1120 as well 
as tube 1102 and tube 1104 ( e . g . the portion of the bladder 
located away from the data acquisition unit 1020 ) is sealed 
to ensure that a constant pressure is maintained when the 
bladder 1120 is inflated . The main pressure bladder 1120 
may be connected to the main cuff pressure sensor 1026 ( i . e . 
the main pressure sensor ) and used to collect cuff pressure 
data from which blood pressure waveforms are obtained 
during inflation and deflation of the blood pressure cuff 
1025 . The oscillometric blood pressure may thus be esti 
mated based on the blood pressure waveforms after removal 
of the estimated noise and artifacts . 

[ 0170 ] In accordance with the teachings herein , a blood 
pressure monitoring system similar to the system described 
in FIG . 10 may be adapted for long - duration and continuous 
monitoring . This may be done by deriving the arterial blood 
pressure from the measured cuff pressure waveform directly 
at a low constant cuff pressure . The cuff pressure may be 
controlled to be around or just below the diastolic pressure 
so that blood may flow freely along the artery under the cuff 
to minimize discomfort . Otherwise the interruption in blood 
flow would be felt by the subject during the monitoring . 
[ 0171 ] In general , the cuff pressure waveform may be 
considered a function of : ( 1 ) the arterial blood pressure at the 
location of cuff deployment ; 
[ 0172 ] ( 2 ) the elastic compliance of the arterial blood 
vessel and surrounding tissue at the location of cuff deploy 
ment ; and ( 3 ) the elastic compliance of the cuff . The 
relationship may be expressed as : 

P . - P FP - P . ) ( 16a ) 

where P , is the pulse pressure measured by the main cuff 
pressure sensor 1026 ; P is the mean cuff pressure derived 
from measurements of the main cuff pressure sensor 1026 ; 
and P , is the arterial pressure inside the blood vessel under 
the cuff 1025 . The function f ( may be non - linear as a result 
of non - linear compliance of the blood vessel . 
[ 0173 ] To recover the arterial pressure P , the equation 16a 
above may be written as shown in equation 16b . 

Py - Po = f ' ( P ; - P ) = g ( P ; - P ) ( 166 ) 
Assuming g ( ) may be approximated by a Taylor series , 
equation 16b may be re - written as the following summation 
in equation 16c : 

PG - P = 2 - 0K - 1d ; ( Ps - P . ) ' + w ( 160 ) 
where w represents the approximation error . 
[ 0174 ] Comparing equation 16c with equation 7 above , it 
may be noted that X , corresponds to [ d , d , . . . dk _ i ] ' and 
that F corresponds to [ ( P . - P . ) ° ( P . - P ) ' . . . ( P . - P . ) K - l ] and 
V and Y are not applicable in equation 16c . Therefore , the 
method 100 described in FIG . 2 may be applied to estimate 
the coefficients d? . In this case the values for P , and Pe may 
be obtained from the main cuff pressure waveform X ( n ) as 
estimated in Example 2 described above and through a 
moving average of the estimated main cuff pressure wave 
form X ( n ) . Specifically , 

EXAMPLE 3 

Non - Invasive Continuous Blood Pressure 
Monitoring With Integrated Calibration 

1 M / 2 ( 160 ) 
Pc ( n ) = ? g ( n + m ) 

m = - 5 M 
Ps ( n ) = Âs ( n ) ( 16 ) 

[ 0169 ] Long - duration continuous blood pressure monitor 
ing may provide significant value for the diagnosis of 
cardio - vascular problems , their intervention and critical 
care . However , standard cuff - based blood pressure monitors 
may not suitable for long - duration continuous blood pres 
sure monitoring since at least one cuff inflation - deflation 
cycle about one minute ) is generally needed to obtain a 
single blood pressure measurement . Additionally , frequent 
cuff inflations and deflations can be intrusive to a subject ' s 
daytime activities and disruptive to the subject ' s night time 
sleep , making this method of blood pressure measurement 
not suitable for long term monitoring . Much work has been 
done with respect to the development of non - obstructive 
continuous blood pressure monitoring technologies . How 
ever , these conventional technologies are either uncomfort 
able for long time monitoring or need additional devices for 
calibration . However , in accordance with the teachings 
herein , systems and methods are provided that may integrate 
calibration and measurement steps into a single yet com 
fortable - to - wear device , which is suitable for long time 
continuous monitoring . 

If the coefficients d ; are known , then the arterial pressure P 
inside the blood vessel under the cuff 1025 can be deter 
mined . 
[ 0175 ] In general , the elastic compliance parameter of the 
cuff may depend on the mean cuff pressure Pc , arterial blood 
pressure at the location of cuff deployment , elastic compli 
ance of the arterial blood vessel and the elastic compliance 
of the cuff so a more general formula for blood pressure 
measurement may use a multivariate function in the form 
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g ( x , y ) , which may be expanded using multivariate Taylor 
expansion as shown in equation 16f . 

Py - Pe = g { P . - P . P ) ( 161 ) 
[ 0176 ] The multivariate Taylor expansion may use two 
variables in the Taylor Expansion Approximation as shown 
in the function g ( ) . Second and third order approximations 
are used in this example embodiment . It may be understood 
that higher order expansions may be obtained in a similar 
way . 

[ 0177 ] For a function u = g ( x , y ) , the second order Taylor 
expansion at ( xo , yo ) may be written as shown in equation 
16g . 

g ( xo + Ax , yo + Ay ) = ( 169 ) 

g ( xo , Yo ) + g ' s ( xo , yo ) ' Ay + 1 / 2g " y ( xo , yo ) Ar ? 
+ g " , ( Xo , yo ) AxAy + 1 / 2g " , ( xo , yo ) Ay ? 
+ O ( Ard + Ay ? ) 

[ 0178 ] When all of the coefficients are written as d ; ( i = 0 , 1 , 
. . . 5 ) and the error term as w , then equation 16g may be 
re - written as : 

g ( xo + Ax , yo + Ay ) = do + d , Ax + d24y + d3Ar + d44x4y + 
ds4y + w ( 16h ) 

Letting u = P . - P . ; X = P3 - Pc ; y = P . ; X . = 0 , ; Y . = Pco , then equa 
tion 16h can be assessed at xo = 0 ; yo = Pco , so that Ax = P - Pc , 
Ay = P . - P . co . In the present case Pco may be referred to as the 
reference pressure . Then , equation 16f above may be re 
written as the second order equation 16i . 

F = [ 1 ( P ; - P ) ( Pc - Pc . ) ( P . - Pc ) ( P ; - P ) ( P . - P . co ) 
P . - Pc ) ? ( P . - PC ) 3 ( P . - P ) ( Pc - Pc . ) ( P . - P ) 
( P . - P . co ) ( P - P ) ] ( 16n ) 

and that V and Y are also not applicable to equation 16m , so 
that the observation matrix H may be fully defined by the 
feature matrix F . Therefore , the method 100 described 
previously may be used to estimate the third order coeffi 
cients di . 
[ 0181 ] Based on the above relations , the coefficients d ; 
may be obtained by performing a calibration method . An 
example embodiment of a calibration method 1200 that may 
be used is shown in the flowchart of FIG . 12 . 
[ 0182 ] Therefore , in accordance with the teachings herein , 
non - invasive continuous blood pressure monitoring with 
integrated calibration may be performed using calibration 
and continuous monitoring which may both use the same 
hardware shown in FIGS . 10 , 11A and 11B . 
10183 ] . With respect to calibration , some calibration steps 
such as those in method 1200 of FIG . 12 may be used for 
continuous blood pressure monitoring . At act 1202 , the 
systolic pressure Pc and the diastolic pressure Plin may be 
obtained using the blood pressure measurement system 1000 
as previously described . 
[ 0184 ] At act 1204 , the mean cuff pressure P , is adjusted 
so that the mean cuff pressure is J mmHg greater than a 
reference pressure Po , which may be less than the diastolic 
pressure P dia . In some embodiments , the quantity J may be 
approximately 10 mmHg and Pro can be set to be around 80 
mmHg . 
[ 0185 ] At act 1206 , the blood pressure cuff may be 
deflated slowly until the mean cuff pressure P is approxi 
mately K mmHg lower than the reference pressure PO , 
which is less than the diastolic pressure Plic . Generally , 
under standard blood pressure testing , the deflation rate is 
typically 3 - 5 mmHg / sec , so that the time for the cuff 
pressure to decrease from 200 mmHg to 50 mmHg is about 
30 to 50 seconds as shown in FIG . 13A . For subjects whose 
heart rate is approximately 60 beats per minute , approxi 
mately 30 - 50 pulses may be collected during the deflation 
period , making estimation of calibration more difficult and 
prone to inaccurate measurements since pulses may be less 
detectable due to low SNR as shown in the dashed box 1302 . 
Thus , in some embodiments , the rate of deflation may be set 
to less than 0 . 5 mmHg / sec to enable collection of a sufficient 
number of pressure pulses with an acceptable SNR . For 
example , in some embodiments , a desirable amplitude of for 
pressure peaks may be about 10 times higher than the RMS 
noise . As shown in FIG . 13B , a slow rate of deflation allows 
more detectable pulses with an acceptable SNR to be 
collected when the cuff pressure is below the diastolic 
pressure . The cuff pressure sensor waveform Ps may be 
recorded during deflation . 
[ 0186 ] At act 1208 , a moving average of the main cuff 
pressure sensor waveform P , ( i . e . the mean cuff pressure Pc ) 
may be recorded as shown in FIG . 13C . Note that this 
recorded moving average may also be called the cuff pres 
sure trends baseline Pc . Hence , at least for the purpose of 
continuous blood pressure measurement , the mean cuff 
pressure and the cuff pressure trends baseline may be used 
interchangeably . For the purposes of the present teachings , 
and for consistency , the term “ mean cuff pressure ” is used . 
[ 0187 ] At act 1210 , the mean cuff pressure Pc may be 
subtracted from Ps to obtain the blood pulse oscillation 
waveform ( P ; - P ) as shown in FIG . 13D , from which peak 

( 16i ) Pp - Pc = g ( Ps - Pc , Pe ) = do + di ( Ps - Pc ) + d2 ( Pc - Pco ) + 
d3 ( Ps - Pc ) 2 + d4 ( Ps - Pc ) ( Pc - Pco ) + d3 ( Pc - Pco ) 2 + w 

Similarly , a third order equation may be derived as shown in 
equation 16j . 

( 16 ) ( 16j ) Pp – Pc = g ( Ps - Pc , Pc ) = do + di ( Ps - Pc ) + 
d2 ( Pc - Pco ) + d3 ( Ps - Pc ) 2 + d4 ( Ps - Pc ) ( Pc - Pco ) + 
ds ( Pc - Pco ) 2 + do ( Ps - Pc ) + dy ( Ps - Pc ) ? ( Pc - Pco ) + 

dg ( Ps - Pc ) ( Pc - Pco ) 2 + do ( Pc - Pco ) + w 

[ 0179 ] Comparing the second order equation 16i with 
equation 7 above corresponding to for the raw recording , it 
may be observed that : 

Xx = [ do di . . . d5 ] ( 16k ) 

F = [ 1 ( Px - Pd ) ( Pc - Pc . ) ( P ; - P ) P . - Pc . ) ( Pc - Pco ) ? ( 16L ) 
and V and Y are not applicable in equation 16k , so that the 
observation matrix H may be fully defined by feature matrix 
F . Therefore , the method 100 described previously may be 
used to estimate the second order coefficients d . 
[ 0180 ] For the third order expansion , comparing equation 
16i and equation 7 above , it may be observed that : 

Xx = [ do di . . . de ] ( 16m ) 
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( 17a ) Po = Pc + g ( Ps - Pc , P . ) = Pc + do + di ( Ps - Pc ) + d2 ( Pc - Pco ) + 

dz ( Ps - Pc ) 2 + d4 ( Ps - Pc ) ( Pc - Pco ) + d5 ( Pc - Pco ) 2 

Also , from the third order expansion described in equation 
16j above , the blood pressure waveform may be determined 
as shown in equation 17b . 

( 175 ) Po = Pc + g ( Ps – Pc , Pc ) = Pc + do + di ( Ps - Pc ) + 
dz ( PC – Pco ) + d3 ( Ps - Pc ) 2 + d4 ( Ps – Pc ) ( Pc - Pco ) + 
ds ( Pc – Pco ) + do ( Ps - Pc ) + dr ( Ps - Pc ) ( P . - Pco ) + 

dg ( Ps - Pc ) ( P . - Pco ) 2 + dg ( Pc - Pco ) 3 

detection can be performed to determine pulse peaks Pok ( n ) . 
FIG . 13E is an expanded view of a portion of the waveform 
shown in FIG . 13D in which peaks and valleys may be 
identified . 
[ 0188 ] At act 1212 , the inputs for the calibration ( see e . g . 
equations 16i and 16j ) may be generated . Specifically , the 
inputs include an array corresponding to the cuff pressure 
values Ps at each peak ; an array corresponding to the cuff 
pressure Ps at each peak ; the reference cuff pressure Pco ; and 
an array constructed by setting the array elements to either 
the systolic pressure P or diastolic pressure Plin , wherein 
the elements at positive peaks are associated to Psvs and the 
elements corresponding to negative peaks may are set to P dia 
as illustrated in FIG . 13F . Specifically FIG . 13F shows a plot 
of the positive and negative peaks corresponding to the time 
reference of FIG . 13E . This plot may be obtained by 
examining all the peaks and valleys determined in a wave 
form such as the one shown in FIG . 13E . For example , for 
each pulse peak P ( n ) , where k = 0 , 1 , 2 . . . refers to the kth 
peak , nz may be used to indicate the time instant correspond 
ing to the peak . Therefore , a point may be plotted on the plot 
shown in FIG . 13F at position ( Ppk ( 1x ) - Pc ( nk ) , Psvs - Pc ( 1x ) ) 
if the peak is a positive peak , and a point at position 
( Ppk ( 12 ) - P ( nx ) , P dia - Pc ( nx ) ) may be established if the peak 
is a negative peak ( i . e . a valley ) . 
[ 0189 ] At act 1214 , the calibration process represented by 
equations 16a - 16n is performed to determine the calibration 
coefficients d , for determining the arterial blood pressure . 
[ 0190 ] In this example embodiment , peak detection on the 
pulse pressure P , may be performed to form z ( n ) , where n = 0 , 
1 , 2 , . . . , k so that P ( n ) corresponds to the n ' h peak that is 
detected . When using peak detection , z ( n ) may be re - written 
as : 

[ 0195 ] The peaks of the arterial blood pressure Ph may 
provide the systolic pressure while the valleys of the arterial 
blood pressure P , may provide the diastolic pressure . It may 
be possible to periodically re - calibrate coefficients di based 
on periodically adjusting the cuff pressure around the dia 
stolic pressure . This method may be possible because the 
diastolic pressure P dia corresponding to the critical cuff 
pressure point where the envelope has minimal slope ( i . e . 
maximum negative slope ) may be determined and use that 
point as a new P dia for calibration . 
[ 0196 ] While the applicant ' s teachings described herein 
are in conjunction with various embodiments for illustrative 
purposes , it is not intended that the applicant ' s teachings be 
limited to such embodiments as the embodiments described 
herein are intended to be examples . On the contrary , the 
applicant ' s teachings described and illustrated herein 
encompass various alternatives , modifications , and equiva 
lents , without departing from the embodiments described 
herein , the general scope of which is defined in the appended 
claims . 

( 16 ) z ( n ) = { ( P . sys - Pc ( n ) if Ps ( n ) is a positive peak 
Pdia – Pc ( n ) if Ps ( n ) is a negative peak 

REFERENCES where Pc ( n ) represents the baseline value of the mean cuff 
pressure at the nth peak . 
[ 0191 ] H ( n ) and X ( n ) may be defined using equations 16k 
and 16L for the second order expansion and using equations 
16m and 16n for the third order expansion . In general , the 
mean cuff pressure Pc and the pulse pressure Pg may use the 
corresponding values at the detected peaks , i . e . P ( n ) and 
Ps ( n ) . 
[ 0192 ] Y ( n ) and V ( n - 1 ) can be defined to be empty 
matrices . One can then define F ( n ) = [ 1 ( P . - Pc ) ( Pc - P . CO ) 
( P - P ) ( P . - Pc . ) ( Pc - Pc . ) ? ] where P , and Pc are cuff pres 
sure and mean cuff pressure values at the peak positions and 
H ( n ) = [ F ( n ) ] . Furthermore , X ( n ) = [ d . ( n ) d ( n ) . . . ds ( n ) ] . 
[ 0193 ] To proceed with continuous blood pressure moni 
toring , the cuff pressure may be set to be the reference 
pressure Pco during operation . In practice however , it may 
be acceptable for the cuff pressure to deviate around the 
reference pressure by + / - 1 mmHg as it is generally difficult 
to maintain an exact match to the reference pressure Pro 
Once the coefficients d , have been estimated , then the blood 
pressure waveform may be calculated . 
[ 0194 ] From the second order expansion described in 
equation 16i , the blood pressure waveform may be deter 
mined as shown in equation 17a . 
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Head Neck Surg . 2014 Jun . 16 ; 43 : 15 . doi : 10 . 1186 / 1916 
0216 - 43 - 15 . 

[ 0199 ] 3 . Wolter N E , Harrison R V , James A L . ( 2014 ) . 
Separating the contributions of olivocochlear and middle 
ear muscle reflexes in modulation of distortion product 
otoacoustic emission levels . Audiol Neurootol . 2014 ; 
19 ( 1 ) : 41 - 8 . 

[ 0200 ] 4 . Stengel , Robert F . Optimal control and estima 
tion . Courier Corporation , 2012 . 

1 . A method for adaptively detecting a desired signal S ( n ) 
in a noisy environment , the method comprising : 

obtaining a main signal Z ( n ) comprising the desired signal 
S ( n ) and at least one of noise and interference V ( n ) 
from a collective noise source ; 
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obtaining an auxiliary signal Y ( n ) comprising at least one 
of a version of the noise and a version of the interfer 
ence from the collective noise source ; and 

at a processing unit : 
generating a feature data set having at least one signal 

feature element for defining at least one feature of 
the desired signal ; 

generating noise and interference components corre 
sponding to the at least one of noise and interference 
V ( n ) and the at least one version of the noise and the 
version of the interference Y ( n ) ; 

estimating strengths of the at least one signal feature , 
the at least one noise and interference V ( n ) compo 
nents and the at least one version of the noise and the 
version of the interference Y ( n ) components ; and 

estimating the desired signal S ( n ) using the at least one 
signal feature and corresponding strengths , the at 
least one of noise and interference V ( n ) components 
and corresponding strengths and the at least one 
version of the noise and the version of the interfer 
ence Y ( n ) components and corresponding strengths . 

2 . The method of claim 1 , wherein the method comprises 
using quasi - Kalman filtering for estimating strengths and the 
desired signal by : 

defining an observation matrix H ( n ) to include the at least 
one signal feature elements , data values for the at least 
one noise and interference V ( n ) components and data 
values for the at least one version of the noise and the 
version of the interference Y ( n ) components ; 

defining a state vector X ( n ) comprising strengths for the 
at least signal feature , model parameters for the at least 
one noise and interference V ( n ) components and model 
parameters for the at least one version of the noise and 
the version of the interference Y ( n ) components ; 

defining a state equation for X ( n ) based on a combination 
of X ( n ) for a previous time stamp X ( n - 1 ) and noise at 
a previous time stamp u ( n - 1 ) ; and 

using a quasi - Kalman filtering method to estimate the 
state equation and the model parameters . 

3 . The method of claim 2 , wherein the method comprises : 
defining a time varying signal feature matrix F ( n ) , the 

linear combination of elements in the signal feature 
matrix defining the desired signal S ( n ) of the main 
signal Z ( n ) ; 

defining a time varying noise and interference matrix , the 
linear combination of elements in the noise and inter 
ference matrix defining the at one noise and interfer 
ence portion V ( n ) of the main signal Z ( n ) ; and 

defining an observation matrix H ( n ) comprising F ( n ) , Y ( n ) 
and V ( n ) , and an observation equation to describe the 
main signal Z ( n ) as a linear combination of elements of 
the state vector . 

4 . The method of claim 3 , wherein the method comprises 
constructing signal component waveforms by a linear com 
bination of the estimated state vector and said feature matrix . 

5 . The method of claim 3 , wherein the method comprises 
constructing interference component waveforms by a linear 
combination of the estimated state vector and the noise and 
interference matrix . 

6 . The method of claim 3 , wherein the method comprises 
updating noise and interference matrix components using 
real time data from the auxiliary signal and using the 
estimated state vector so the method performs adaptive 
filtering 

7 . The method of claim 1 , wherein the method comprises 
generating the at least one signal feature from a closed - form 
formula , a look - up table or an actual recording having 
specific characteristics based on the desired signal that is to 
be detected . 

8 . The method of claim 1 , wherein the method comprises 
relating the at least one of noise and interference V ( n ) 
components and the at least one of a version of the noise and 
a version of the interference Y ( n ) components by a linear 
system . 

9 . The method of claim 8 , wherein the method comprises 
defining the linear system using a time - varying Autoregres 
sive Moving Average ( ARMA ) model . 

10 . The method of claim 8 , wherein the method comprises 
generating the at least one of noise and interference V ( n ) 
components and the at least one of a version of the noise and 
a version of the interference Y ( n ) components by using at 
least one of characteristics from noise and interference time 
functions , data from the auxiliary signal , and / or estimates 
provided by the processing unit thereby making the model 
ing adaptive to real data . 

11 . The method of claim 1 , wherein the method comprises 
using a main sensor to obtain the main signal Z ( n ) and using 
an auxiliary sensor to obtain the auxiliary signal Y ( n ) . 

12 . The method of claim 1 , wherein the method is applied 
to Distortion Product Otoacoustic Emission ( DPOAE ) mea 
surements , the method further comprising using a probe 
having two speakers to provide two stimulus tones to a 
subject , a main microphone to record the main signal Z ( n ) 
and an auxiliary microphone to record the auxiliary signal 
Y ( n ) . 

13 . The method of claim 12 , wherein the at least one 
signal feature comprises signal features corresponding to a 
first stimulus tone , a second stimulus tone , and a DPOAE 
signal and the noise and interference V ( n ) and Y ( n ) com 
ponents are obtained from the auxiliary signal . 

14 . The method of claim 12 , wherein the method is 
applied to DPOAE suppression measurements and the at 
least one signal feature further comprises signal features 
corresponding to a tone with a frequency adjacent to the 
DPOAE tone for noise floor estimation . 

15 . The method of claim 13 , wherein the method is 
applied to monitor the occurrence of middle ear muscle 
reflex ( MEMR ) , by detecting a phase change of a primary 
tone or an intentionally introduced tone between a time 
period when a suppressor is on and when the suppressor is 
off , and determining the MEMR occurrence by comparing 
the phase change to a threshold . 

16 . The method of claim 1 , wherein the method is applied 
to oscillometric blood pressure monitoring , the method 
further comprising using a blood pressure cuff with conduits 
for sensing a main pressure and an auxiliary pressure , a main 
pressure sensor to obtain the main signal Z ( n ) , and a 
combination sensor having an auxiliary pressure sensor . 

17 . The method of claim 16 , wherein the combination 
sensor further comprises an accelerometer to obtain the 
auxiliary signal V ( n ) , the accelerometer being used for 
sensing physical artifacts during monitoring . 

18 . The method of claim 16 , wherein the at least one 
signal feature is a single constant element and the noise and 
interference components V ( n ) and Y ( n ) are based on data 
collected from the auxiliary signal . 

19 . The method of claim 16 , wherein the estimated 
desired signal is used to estimate systolic and diastolic 
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pressures using standard methods comprising determining 
oscillation envelope slope change during cuff deflation or 
determining a maxima of the envelope . 

20 . The method of claim 16 , wherein the method is further 
applied to continuous blood pressure monitoring with inte 
grated calibration , wherein : 

the at least one signal feature comprises elements wherein 
P ( n ) corresponds to a moving average of the pressure 
imparted by the blood pressure cuff , Pco is a reference 
pressure , and P ( n ) corresponds to a pressure peak or 
minimum of the blood pressure cuff at the moving 
average value P . ( n ) ; 

the state vector is defined as X ( n ) = X ( n ) = [ d , ( n ) d , ( n ) . . . 
ds ] " ; and 

the main signal Z ( n ) = Psvs - P . ( n ) or Z ( n ) = P dia - P . ( n ) 
where Pc is the estimated systolic pressure and Pdig is 
the estimated diastolic pressure . 

21 . The method of claim 20 , wherein components are not 
needed for the noise and interference V ( n ) or Y ( n ) and the 
observation matrix H ( n ) is defined by the signal features 
matrix F ( n ) . 

22 . The method of claim 21 , wherein the method com 
prises determining a real time continuous blood pressure 
waveform according to : 

Po = Pc + g ( Ps - Pc , Pc ) = Pc + do + di ( Ps - Pc ) + d2 ( Pc - Pco ) + 
d3 ( Ps - Pc ) 2 + d4 ( Ps - Pc ) ( Pc - Pco ) + ds ( Pc - Pco ) ? . 

23 . The method of claim 20 , wherein the strengths for the 
at least one signal feature are obtained by performing 
calibration comprising : 

determining a blood pressure measurement to obtain a 
systolic and a diastolic pressure ; 

setting the pressure applied by the blood pressure cuff to 
a value that is about J mmHg above the diastolic 
pressure ; 

decreasing the pressure applied by the blood pressure cuff 
at a rate that is less than 0 . 5 mmHg per second and 
recording a plurality of data pairs wherein each pair 
comprises a pulse pressure and a corresponding cuff 
pressure until the pressure applied by the pressure cuff 
is about K mmHg below the diastolic pressure ; 

identifying , from the plurality of data pairs , at least one 
data pair in which the pulse pressure corresponds to a 
detected pulse pressure peak or a detected pulse pres 
sure valley ; and 

determining at least one calibration parameter based on 
the measured systolic pressure , diastolic pressure and 
the at least one identified data pair . 

24 . A computer readable medium , comprising a plurality 
of instructions executable on a processing unit for adapting 
the processing unit to implement a method of adaptively 
detecting a desired signal in a noisy environment , the 
computer readable medium comprising instructions for per 
forming the method of claim 1 wherein the method com 
prises : 

obtaining a main signal Z ( n ) comprising the desired signal 
S ( n ) and at least one of noise and interference V ( n ) 
from a collective noise source ; 

obtaining an auxiliary signal Y ( n ) comprising at least one 
of a version of the noise and a version of the interfer 
ence from the collective noise source ; and 

at a processing unit : 
generating a feature data set having at least one signal 

feature element for defining at least one feature of 
the desired signal ; 

generating noise and interference components corre 
sponding to the at least one of noise and interference 
V ( n ) and the at least one version of the noise and the 
version of the interference Y ( n ) ; 

estimating strengths of the at least one signal feature , 
the at least one noise and interference V ( n ) compo 
nents and the at least one version of the noise and the 
version of the interference Y ( n ) components ; and 

estimating the desired signal S ( n ) using the at least one 
signal feature and corresponding strengths , the at 
least one of noise and interference V ( n ) components 
and corresponding strengths and the at least one 
version of the noise and the version of the interfer 
ence Y ( n ) components and corresponding strengths . 

25 . A system for adaptively detecting a desired signal S ( n ) 
in a noisy environment , the system comprising : 

inputs for obtaining a main signal Z ( n ) and an auxiliary 
signal Y ( n ) , the main signal comprising Z ( n ) compris 
ing the desired signal S ( n ) and at least one of noise and 
interference V ( n ) from a collective noise source , and 
the auxiliary signal Y ( n ) comprising at least one of a 
version of the noise and a version of the interference 
from the collective noise source ; and 

a processing unit that is coupled to the inputs , the pro 
cessing unit being configured to : 
generate a feature data set having at least one signal 

feature element for defining at least one feature of 
the desired signal ; generating noise and interference 
components corresponding to the at least one of 
noise and interference V ( n ) and the at least one 
version of the noise and the version of the interfer 
ence Y ( n ) ; 

estimate strengths of the at least one signal feature , the 
at least one noise and interference V ( n ) components 
and the at least one version of the noise and the 
version of the interference Y ( n ) components ; and 

estimate the desired signal S ( n ) using the at least one 
signal feature and corresponding strengths , the at 
least one of noise and interference V ( n ) components 
and corresponding strengths and the at least one 
version of the noise and the version of the interfer 
ence Y ( n ) components and corresponding strengths . 

26 . The system of claim 25 , wherein the system further 
comprises a main sensor to obtain the main signal Z ( n ) and 
an auxiliary sensor to obtain the auxiliary signal Y ( n ) . 

27 . The system of claim 25 , wherein the processing unit 
is further configured to the method comprises using quasi 
Kalman filtering for estimating strengths and the desired 
signal by : 

defining an observation matrix H ( n ) to include the at least 
one signal feature elements , data values for the at least 
one noise and interference V ( n ) components and data 
values for the at least one version of the noise and the 
version of the interference Y ( n ) components ; 

defining a state vector X ( n ) comprising strengths for the 
at least signal feature , model parameters for the at least 
one noise and interference V ( n ) components and model 
parameters for the at least one version of the noise and 
the version of the interference Y ( n ) components ; 
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defining a state equation for X ( n ) based on a combination 
of X ( n ) for a previous time stamp X ( n - 1 ) and noise at 
a previous time stamp u ( n - 1 ) ; and 

using a quasi - Kalman filtering method to estimate the 
state equation and the model parameters . 

28 . The system of claim 25 , wherein the processing unit 
is further configured to perform Distortion Product Otoa 
coustic Emission ( DPOAE ) measurements and the system 
comprises a first probe having two speakers to provide two 
stimulus tones to a subject , a main microphone to record the 
main signal Z ( n ) and an auxiliary microphone to record the 
auxiliary signal Y ( n ) . 

29 . The system of claim 28 , wherein the processing unit 
is further configured to define the at least one signal feature 
to comprise signal features corresponding to a first stimulus 
tone , a second stimulus tone , and a DPOAE signal and the 
noise and interference Vin ) and Yn ) components are 
obtained from the auxiliary signal . 

30 . The system of claim 29 , wherein the processing unit 
is configured to perform DPOAE suppression measure 
ments , the system comprises a second probe for generating 
a suppression tone , and the at least one signal feature further 
comprises signal features corresponding to a tone with a 
frequency adjacent to the DPOAE tone for noise floor 
estimation . 

31 . The system of claim 30 , wherein the processing unit 
is configured to monitor for the occurrence of middle ear 
muscle reflex ( MEMR ) , by detecting a phase change of a 
primary tone or intentionally introduced tone between a time 
period when a suppressor is on and when the suppressor is 
off , and determining the MEMR occurrence by comparing 
the phase change to a threshold . 

32 . The system of claim 28 , wherein the first probe 
comprises a pressure release structure including : 

a surface channel on a surface of a probe body and 
beneath an ear tip , the surface channel having a second 
end coupled to a first portion of an auxiliary channel 
that leads to the auxiliary microphone ; and 

a second channel having a first end that is coupled to a 
second portion the auxiliary channel closer to the 
auxiliary microphone and a second end that is coupled 
to an external environment of the probe not covered by 
the ear tip . 

33 . The system of claim 32 , wherein the surface channel 
having a first end forming a small passage to an ear canal 
being tested so that ambient noise and any other noise 
disturbances in the ear canal can be recorded as the auxiliary 
signal . 

34 . The system of claim 28 , wherein the system further 
comprises : 

a data acquisition unit for generating at least one stimulus 
to provide to at least one ear of a subject , and collecting 
response data for an ear under test ; and 

a user Interface to allow an operator to configure the 
system for performing audiometric tests and displaying 
the test results . 

35 . The system of claim 25 , wherein the processing unit 
is configured to perform oscillometric blood pressure moni 

toring , the system further comprises a blood pressure cuff 
with conduits for sensing a main pressure and an auxiliary 
pressure , a main pressure sensor to obtain the main signal 
Z ( n ) , and a combination sensor having an auxiliary pressure 
sensor . 

36 . The system of claim 35 , wherein a first longitudinal 
edge of the blood pressure cuff comprises a first tube and a 
second longitudinal edge of the blood pressure cuff com 
prises a second tube , the tubes being made of material 
capable of allowing artifacts to be sensed by the auxiliary 
pressure sensor . 
37 . The system of claim 35 , wherein the combination 

sensor further comprises an accelerometer to obtain the 
auxiliary signal V ( n ) , the accelerometer being used for 
sensing physical artifacts during monitoring . 

38 . The system of claim 35 , wherein the system further 
comprises : 

a pump and a valve system connected to a bladder of the 
blood pressure cuff to inflate and deflate the blood 
pressure cuff during use ; and 

a pressure control unit coupled to the pump and valve 
system to control the pressure applied to a user during 
use . 

39 . The system of claim 35 , wherein the at least one signal 
feature is a single constant element and the noise and 
interference components V ( n ) and Y ( n ) are based on data 
collected from the auxiliary signal . 

40 . The system of claim 35 , wherein the estimated desired 
signal is used to estimate systolic and diastolic pressures 
using standard methods comprising determining oscillation 
envelope slope change during cuff deflation or determining 
a maxima of the envelope . 

41 . The system of claim 25 , wherein the processing unit 
is further configured to detect the desired signal S ( n ) in a 
noisy environment for continuous blood pressure monitor 
ing with integrated calibration , wherein : 

the at least one signal feature comprises elements [ 1 ( P2 
Pc ) ( Pc - Pc . ) ( P - P ) ( P . - P . CO ) ( Pc - Pc . ) ? ] wherein 
P ( n ) corresponds to a moving average of the pressure 
imparted by the blood pressure cuff , and 1 % , ( n ) corre 
sponds to a pressure peak or minimum of the blood 
pressure cuff at the moving average value P , ( n ) ; 

the state vector is defined as X ( n ) = X ( n ) = [ d . ( n ) d ( n ) . . . 
ds ] ; and 

the main signal Z ( n ) = Psvs - Pe ( n ) or Z ( n ) = P dia - Pe ( n ) 
where Pc is the estimated systolic pressure and Pdig is 
the estimated diastolic pressure . 

42 . The system of claim 35 , wherein the system further 
comprises : 

a data acquisition unit for collecting data from the main 
sensor and the combination sensor ; and 

a user Interface to allow an operator to configure the 
system for performing at least one of blood pressure 
tests and blood pressure monitoring and for displaying 
the test or monitoring results . 

* * * * * 


