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MAPPING ARENA MOVEMENTS INTO A 3-D VIRTUAL WORLD

BACKGROUND
1. Field
[0001] This invention relates to the field of virtual reality and in particular to

arena-based virtual reality systems which map arena movements to virtual world

movements.

2. Related Art

[0002] Virtual reality (VR) systems replicate an environment that simulates a
physical presence in places in the real world or an imagined world, allowing the user
to interact in that world. Virtual realities artificially create sensory experiences, which
can include sight, touch, hearing, and smell. Virtual reality systems have many
applications including gaming, training and education.

[0003] In an arena-based VR system one or more people physically move
around an arena. Each person wears a VR headset that presents generated images that
depend on the orientation of the headset and the location of the people within the
game arena. People interact with the virtual world by means of a hand-held controller
which they point and on which they signal actions typically by pressing keys, buttons
or a trigger.

[0004] Figure 1 depicts a prior-art arena-based virtual reality system from the
company, Zero Latency. The system uses a plurality of cameras to track objects such
as people and controllers with tracking markers attached thereto. Cameras 102 detect
tracking markers 108. Cameras 102 are connected to a VR server 110 which analyzes
images viewed by cameras 102 and communicates with people 106 and other objects

such as game controllers, simulated weapons etc., all of which include tracking
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markers 108 for observation by cameras 102. Connections 112 between cameras 102
and VR server 110 are hardwired using Ethernet. Communication between VR server
110 and people 106 and other objects for both control and sensing purposes are
performed through wireless connectivity. The people 106 carry a backpack PC 116
which interfaces electronically with a form of VR headset and a controller or
simulated weapon device carried by the person. The VR system generally tracks the
controller and VR headsets orientations and uses a single, average location of each
person. The VR server 110 analyzes the camera images and searches for the tracking
markers within each image. The VR server 110 controls the color of each tracking
marker to make it easier to distinguish between the different tracking markers. Each
camera is pre-calibrated so that each image-pixel corresponds to a known direction.
The VR server 110 uses the pixel locations of the tracking markers within the camera
images to construct 3-dimensional vectors from the cameras’ known locations to the
tracking markers. The VR server 110 determines the tracking marker arena locations
by computing the closest point of the 3-dimensional vector intersections. The VR
server 110 averages the tracking marker arena locations to get a 2-dimensional arena
location of each person. The VR server 110 maps the 2-dimensional arena person
locations into 2-dimensional virtual world locations. The VR server 110 checks the
tracking marker locations many times each second. When the VR server 110 detects
that a person has moved distance, D, in 2-dimensional direction, X, the VR server 110
typically updates that person’s virtual world location by moving distance, D, in 2-
dimensional direction, X. The VR server 110 presents each person with a view of the
virtual world where the view depends on the person’s virtual world location.

[0005] Today’s arena-based VR systems offer mostly a two-dimensional (2-

D) experience. This differs from computer-based simulations where people use a
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controller to move freely through a three-dimensional (3-D) virtual world. The arena
is normally a flat open space permitting 2-D movement. The VR system maps
people’s arena movements into 2-D movements within the virtual world. Multiple
people are at the same elevation within the virtual world. Arena-based VR systems
would offer a richer experience if they allowed for three-dimensional movement
within the virtual world.

SUMMARY

[0006] The following summary of the invention is included in order to provide
a basic understanding of some aspects and features of the invention. This summary is
not an extensive overview of the invention and as such it is not intended to
particularly identify key or critical elements of the invention or to delineate the scope
of the invention. Its sole purpose is to present some concepts of the invention in a
simplified form as a prelude to the more detailed description that is presented below.
[0007] In accordance with aspect of the invention, a system is disclosed that
includes a virtual reality server in communication with a plurality of cameras and a
plurality of displays, the virtual reality server comprising a memory containing
machine readable medium comprising machine executable code having stored thereon
instructions for operating a control system comprising at least one processor coupled
to the memory, wherein the plurality of cameras are configured to record images of an
arena in which at least one person is participating in a virtual reality simulation,
wherein the virtual reality server constructs a 3-dimensional virtual world model
representing the virtual reality simulation, wherein the virtual reality server receives
images from at least two of the plurality of cameras, determines arena movements for
each person in the received images, maps each person’s arena movements into 3-

dimensional movements within the 3-dimensional virtual world model, and outputs a
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representation of the 3-dimensional virtual world model for display on at least one of
the plurality of displays.

[0008] In accordance with another aspect of the invention, a computerized
method for mapping movements in an arena into a 3-dimensional virtual world is
disclosed that includes receiving location information for at least one person in the
arena, receiving status from at least one sensory enhancement device; determining
that a motion or stimulation status change event has occurred corresponding to a
movement in the arena or a sensory enhancement device status change; if a motion or
stimulation status change event has occurred, updating a virtual reality model with
new motion and sensory stimuli schedules, the new motion corresponding to a 3-
dimensional movement in the 3-dimensional virtual world; updating the virtual reality
model with new virtual locations corresponding to the 3-dimensional movement; and
outputting information to update at least one display and the at least one sensory
enhancement device for each person in the 3-dimensional virtual world.

BRIEF DESCRIPTION OF DRAWINGS

[0009] The accompanying drawings, which are incorporated into and
constitute a part of this specification, illustrate one or more examples of embodiments
and, together with the description of example embodiments, serve to explain the

principles and implementations of the embodiments.

[0010] Fig. 1 shows a prior-art diagram of an exemplary arena-based VR
system.
[0011] Fig. 2a shows a top-down diagram of an exemplary arena scenario with

one person approaching an area that corresponds to an elevator in the virtual world.
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[0012] Fig. 2b shows a top-down diagram of an exemplary arena scenario
with one person having entered an area that corresponds to an elevator in the virtual
world.

[0013] Fig. 2¢ shows a top-down diagram of an exemplary arena scenario with
one person about to leave an area that corresponds to an elevator in the virtual world.
[0014] Fig. 2d shows a top-down diagram of an exemplary arena scenario
with one person at a higher elevation in the virtual world.

[0015] Fig. 2e shows a side-view diagram of an exemplary arena scenario
with one person at higher elevation in the virtual world.

[0016] Fig. 3a shows a side-view diagram of an exemplary virtual world
scenario with one person standing on a flat surface next to a ramp.

[0017] Fig. 3b shows a side-view diagram of an exemplary virtual world
scenario with one person standing on a ramp.

[0018] Fig. 3¢ shows a side-view diagram of an exemplary virtual world
scenario with one person standing on a flat surface and one person standing on a
ramp.

[0019] Fig. 3d shows a side-view diagram of an exemplary virtual world
scenario with one person standing on the outer surface of an object.

[0020] Fig. 4a shows an exemplary flowchart for a person transitioning to a

new elevation.

[0021] Fig. 4b shows an exemplary flowchart showing the actions of the 3D-
VR server.
[0022] Fig. 5 depicts a block diagram of an arena-based VR system, according

to an exemplary embodiment.
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DETAILED DESCRIPTION

[0023] Virtual reality has many applications including training, design
assistance and gaming. An arena-based VR system allows users to physically walk
through an arena while visualizing movement through a virtual world. One training
example is a simulation where security forces clear a multi-floor building and deal
with a sniper on a roof-top. Such a scenario requires the VR system to represent
multiple people in difference places and at different elevations. Some people may be
in a street, other people may be on different floors of a building and other people may
be on the roof-top. The VR system gives each person a different view of the virtual
world based on the person's location. The VR system translates each person's physical
arena movement into movement within the virtual world.

[0024] Another training example is a simulation where astronauts repair
equipment in outer space. Astronauts may need to exit the spacecraft and use
magnetic boots to walk on the outer surface of the spacecraft while repairing outside
equipment. The VR system translates each person's physical arena movement into
movement on the outer spacecraft surface within the virtual world.

[0025] One design assistance VR system allows one or more users to walk
through a virtual building representing an architectural design. The users may walk up
a virtual staircase and look down on a ground floor room. The VR system translates
each person's physical arena movement into movement within rooms and up or down
staircases within the virtual world.

[0026] The VR system provides an intense, realistic experience that includes
multiple senses, walking, running, body movement and touching. Existing computer-
based, controller-operated simulations provide a much more limited experience and

rely on controller actions such as button clicks and joystick movement. The VR
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system and the computer-based, controller-operated system both construct a virtual
world and support movement and actions within that virtual world. The VR system
differs in the way it supports movements, changes of person orientation and
interactions with the virtual world.

[0027] The 3-dimensional VR (3D-VR) system maps 2-dimensional arena
movements into 3-dimensional movements within the virtual world. When the 3D-VR
system detects that a person has moved distance, D, in 2-dimensional direction, X, the
VR system updates that person’s virtual world location by moving distance, D, in 2-
dimensional direction, X, and by a vertical displacement, Z. The vertical displacement
is non-zero in specific situations defined by the 3D-VR system. The 3D-VR system
presents each person with a view of the virtual world where the view depends on the
person’s 3-dimensional virtual world location.

[0028] Figure 2a gives an example of a physical arena being split into three
areas where each area has a different translation in the virtual world. In Figure 2a, the
arena is depicted as a flat open area with no physical boundaries between the three
areas: a main area 205, a transition area 210 and a mezzanine level 215. It will be
appreciated that the physical arena may be split into more than three areas and that the
different levels may have different names — the use of the terms main area, transition
area and mezzanine level are merely exemplary.

[0029] In Figure 2a, the main area 205 represents a ground elevation within
the virtual world, the transition area 210 represents an area allowing transition from
one elevation to another within the virtual world, and the mezzanine level 215
represents an area of higher elevation within the virtual world. This example

illustrates a transition from a building’s ground floor to a mezzanine level, but, as
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explained above, the 3D-VR server supports transitions from any elevation to any
other elevation.

[0030] In Figure2a, three people: person 225, person 228 and person 230
(collectively, people 225, 228 and 230) are standing within the main area 205. People
225, 228 and 230 see a virtual world with a doorway to transition area 210 and
mezzanine area 215 at a higher elevation. Person 225 is approaching the transition
area 210. In one scenario, person 225 sees an open doorway 235 that leads to the
transition area 210. In a second scenario, person 225 sees a closed doorway and has to
open the door. The person 225 can open the door in multiple ways including, for
example, a) pushing on a physical button 222; b) pushing a virtual button; ¢) pressing
a button on a controller; or d) making a body movement such as a hand wave. The
3D-VR system identifies arm and hand movement by tracking the locations of the
tracking markers attached to arms and hands. Haptic plate 220 is an optional
component that can be used to simulate movement such as the vibration of a lift or
elevator.

[0031] The 3D-VR system can apply different arena partitionings at different
times. For example, the 3D-VR system may utilize the entire arena for movement
when people are outside a virtual building and then split the arena space into for
example ground floor and mezzanine when people enter the virtual building.
Furthermore, the 3D-VR system may place the mezzanine area to the left in one
virtual building and to the right in a second virtual building. The 3D-VR system may
make use of physical devices, such as haptic plate 220 or button 222 to indicate a
transition from one elevation to another by selecting transition areas associated with

these physical devices.
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[0032] Figure 2b shows an example scenario where person 225 has entered
the transition area 210. In this scenario, the person 225 can see three walls of an
elevator and can see through the open doorway 235. The person 225 can go back to
the main area 205 by leaving through doorway 235 or can signal that he or she wants
to transition to another elevation. The person 225 signals wanting to transition to
another elevation in multiple ways including, for example, a) pushing on a physical
button; b) pushing a virtual button; ¢) pressing a button on a controller; or d) making a
body movement such as a hand wave.

[0033] Figure 2c shows an example scenario where person 225 has changed
elevations within the transition area 210. In this scenario, the person 225 can see three
walls of an elevator and can see through a different open doorway 240 looking onto
the mezzanine area 215. The person 225 can enter the mezzanine area 215 by leaving
through doorway 240 or can signal that he or she wants to transition to another
elevation as described above.

[0034] Figure 2d shows an example scenario where person 225 has entered
mezzanine level 215. In this scenario, the person 225 can see main area 205 below
containing people 228 and 230 and open doorway 240 looking into the transition area
210. People 228 and 230 can look up to see person 225 on the mezzanine area 215.
The 3D-VR system translates the movement of person 225 within the mezzanine area
215 into movements within the mezzanine of the virtual world.

[0035] Figure 2e shows a virtual world side-view of the scenario in figure2d.
Person 230 in the main area 205 looks up to see person 225 in the mezzanine area 215
at a higher elevation. Person 225 in the mezzanine area 215 looks up to see person

230 in the main area 205 at a lower elevation.
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[0036] The 3D-VR system encourages people to move between elevations by
going through a transition area. The 3D-VR system presents visual, auditory and other
sensory cues to discourage direct movement from one elevation to another. Example
cues include: showing a wall, showing a dangerous obstacle, sounding an alarm and
causing a vibration in a backpack or controller. If a person does move directly from
one elevation to another, the system can take actions such as: allowing the person to
continue; temporarily or permanently disconnecting the person from the simulation;
or penalizing the person from a scoring point of view.

[0037] Figures 3a-d illustrate another exemplary scenario in accordance with
one aspect of the invention. Figure 3a shows a side-view of a virtual world with
person 305 standing on level surface 310 and facing a slope 315. In the real world,
person 305 is standing on a level surface and facing a level surface. When person 305
faces virtual slope 315 the 3D-VR system displays a virtual slope to person 305.
[0038] Figure 3b shows the virtual world after person 305 has moved to the
right in the real world. In the virtual world, person 305 is now standing on the slope.
In this example, person 305 is shown standing perpendicular to the virtual slope in the
virtual world. This simulation is appropriate when the person expects gravity to act
perpendicular to the surface such as on the inner surface of a rotating space craft. A
different simulation may choose to maintain the person’s original orientation
perpendicular to the flat surface 310. As the person 305 moves up the slope 315, the
3D-VR system augments the visual display with other sensory experiences including
sounds to indicate the physical exertion. In a different scenario the slope is replaced
by a vertical wall and the person’s movement within the arena corresponds to

movement on the surface of the virtual wall.

10
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[0039] Figure 3¢ shows person 320 standing on a flat virtual surface and
person 305 standing on a virtual slope. In the real world they are both standing on the
flat surface of the arena. The 3D-VR system translates person 305 real-world arena
location into a position on the slope in the virtual world and adjusts person 305’s
orientation. Person 320 sees person 305 on the virtual slope. Person 305 sees person
320 on what appears to be a virtual flat surface from the side-view of figure3c. Person
305 sees person 320 on a upward flat slope because of his orientation.

[0040] Figure 3d shows person 330 standing on the outer surface 325 of an
object in the virtual world. Figure 3d could represent a simulation of an astronaut
wearing magnetic boots standing on the outer surface of a space craft. Re-directed
walking normally allows a person to appear to walk in a continuous straight line in the
virtual world without ever reaching the physical arena boundaries. The 3D-VR system
could for example map walking in the real world direction north-north-east as walking
due north in the virtual world. Thus walking in a straight line in the virtual world is
caused by the person walking in a large circle in the real world. In the scenario of
figure 3¢, the 3D-VR system defines a real-world 2-D circle on the arena surface that
maps onto a circular path circumnavigating the outer surface of the object. As the
person 330 moves around the outer surface 325, the 3D-VR system augments the
visual display with other sensory experiences including a) sounds to indicate feet
connecting with the surface; and b) vibrations as the feet connect with the surface. In
this example scenario, person 330 has tracking markers 335 attached to his or her feet
or footwear. The tracking markers 335 allow the 3D-VR system to track the locations
of the fee of person 330. As person 305 moves further to the right in the real world,
the 3D-VR system moves the person’s location in the virtual world along the outer

surface 325. In this scenario, the 3D-VR system keeps the person’s virtual orientation

11



WO 2018/029515 PCT/IB2016/057844

perpendicular to the virtual surface. In some scenarios, the VR allows a person to
circumnavigate the object and thereby return to the original location.

[0041] Figure 4a shows an exemplary flowchart 400 for a person transitioning
to a new elevation using a virtual elevator. The exemplary flowchart outlines the steps
taken by the 3D-VR system while simulating a virtual elevator. In S410 the person
signals a virtual elevator.

[0042] In a first scenario, the person pushes a physical button located within
the arena. The physical button is connected to the 3D-VR system through a wired or
wire-less connection so that the 3D-VR system can detect when the button is pushed.
The person sees only the virtual world and needs to approach the button and press it.
The 3D-VR system displays the physical button within the virtual world at a location
expected by the person. Pushing the button within the physical world corresponds to
pushing the button in the virtual world and sends a signal to the 3D-VR system. The
3D-VR system augments the visual display, and physical button pushing experience
with appropriate sound.

[0043] In a second scenario, the person pushes a virtual elevator button. The
3D-VR system creates a virtual elevator button and displays that virtual elevator
button to the person. The 3D-VR system determines when the person’s hand, arm,
body or controller touches the virtual elevator button by tracking the locations of the
person’s hand, arm, body and controller. The 3D-VR system applies tracking markers
to person’s hand, arm, body and controller so that the tracking cameras can locate
them. The 3D-VR system augments the visual display, and virtual button experience
with appropriate sound to indicate button-pushing.

[0044] In a third scenario, the person uses a controller to signal the opening of

the elevator. The person’s actions include: a) pressing an ‘open’ button on the

12
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controller; b) pointing the controller at a virtual elevator button and clicking a button
or trigger; ¢) pointing the controller at a virtual elevator door and shooting.

[0045] In a fourth scenario, the person uses hand or body movements to signal
the opening of the elevator. The 3D-VR system tracks the location of hands and body
parts by using tracking markers that are monitored by cameras.

[0046] In S420 the 3D-VR system shows the virtual elevator door opening.
The 3D-VR system augments the visual display with appropriate sound such as the
sound of elevator door opening. The person sees a virtual elevator through the
opening door.

[0047] In S430 the person walks through the open virtual elevator door by
walking through the arena and indicates a destination floor. The person indicates the
destination floor using, for example, one of the previously mentioned methods of
pushing a real or virtual button, using the controller or making a hand or body gesture.
[0048] In S440 the 3D-VR system closes the virtual elevator door and
simulates elevator movement using sound and vibrations. After a suitable delay the
3D-VR system stops the simulated movement and opens a new elevator door. In S450
the person exits the virtual elevator door by walking through the arena.

[0049] Figure 4a gives a specific, detailed example of how the 3D-VR system
simulates a person changing elevation, i.e., using a virtual elevator. The VR supports
many different methods of simulating elevation change. In a second example the 3D-
VR system simulates a person using a circular staircase. As a person walks in a tight
circle in the arena the 3D-VR system display the person ascending or descending the
circular staircase in the virtual world. In a third example the person moves in the

arena and enters a virtual moving staircase. When the person stands on the virtual
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staircase the 3D-VR system simulates movement by showing moving images. In a
fourth example the person ascends a virtual cliff by walking up a switch-back path.
[0050] Figure 4b shows an exemplary flowchart 460 showing the actions of
the 3D-VR server within the 3D-VR system. The 3D-VR system repeats the steps of
flowchart 460 throughout the VR simulation.

[0051] In S462 the 3D-VR server receives tracking marker locations and
sensor inputs. As explained in further detail below, the cameras detect the tracking
markers on the people or controllers and communicate the images with the tracking
markers to the 3D-VR server. As explained in further detail below, the 3D-VR server
receives sensor inputs from sensory enhancement devices, such as mechanical
buttons, microphones and other types of sensors.

[0052] In S464 the 3D-VR server determines if there was a motion or sensory
stimulus status changing event. Motion and sensory stimulus status changing events
are events that cause changes to sensory stimulation and/or motion of a virtual world
object. Motion and stimulus status changing events include a) activating a physical
sensor, e.g., pressing a button; b) activating a virtual sensor by a person’s body
movement; ¢) activating a virtual sensor with a controller action e.g., pressing a
controller button. As explained in further detail below, to determine whether a motion
changing event has occurred, the 3D-VR server checks physical sensor status,
controller status and analyzes the camera images and searches for tracking markers
within each image. The 3D-VR server uses pixel locations of the tracking markers
within the camera images to construct 3-dimensional vectors from the cameras’
known locations to the tracking markers and determines the tracking marker arena
locations by computing the closest point of the 3-dimensional vector intersections.

The 3D-VR server uses changes in the location of tracking markers on the hands to

14



WO 2018/029515 PCT/IB2016/057844

determine if a person has activated a virtual sensor. The 3D-VR server uses changes
in the arena location of a player’s tracking markers to determine changes in the VR
world location. If these changes in VR world location cause the person to enter a
specific virtual area as described above, then a motion changing event has occurred.
[0053] If the 3D-VR server determines that there was a motion or sensory
stimulus status changing event the 3D-VR server executes step S466, otherwise it
continues at S468. In S466 the 3D-VR server updates the VR model by marking
object motion schedules and sensory stimuli schedules. For example, when the 3D-
VR server detects the pushing an elevator call button the 3D-VR server updates the
VR model in the following ways: a) the 3D-VR server updates the elevator door’s
motion schedule, e.g., to start opening in 2 seconds, open with a given door opening
velocity for a specified duration; b) the 3D-VR server updates the elevator car and
elevator car occupants motion schedule; c) the 3D-VR server updates the sensory
stimulus schedule. An object’s motion schedule defines its velocity at different points
in time, for example people in a moving virtual elevator will have a vertical velocity
for a specified period of time. The sensory stimulus schedule defines what sensory
stimuli each person receives at different times. For example, people in a moving
elevator will feel vibrations for a specified period of time and hear moving elevator
sounds for a specified period of time. When the 3D-VR server updates the VR model
by marking object motion and sensory stimuli schedules the 3D-VR server removes
previously assigned object motion and sensory stimuli schedules. For example, if one
person moves to a position that obstructs the virtual elevator doors the 3D-VR server
removes any ‘closing door’ motion schedule and replaces it with an ‘opening door’

motion schedule. After step S466 the 3D-VR server continues at S468.
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[0054] In S468 the 3D-VR server updates the VR model with new object
locations. The 3D-VR server computes an x-y arena location for each person by
averaging that person’s tracking marker locations. By comparing the current
computed x-y arena location to the previously computed x-y arena location, the 3D-
VR server determines an arena-motion vector. The 3D-VR server uses the arena-
motion vector to compute a VR model motion vector. The VR model defines the
arena-motion vector mapping onto the VR model motion vector. In the simple case,
an arena movement of 10 cm in the North direction translates into a VR model
movement of 10 cm in the North direction. In other cases, the VR model may define a
different direction, different magnitude of movement and a change in elevation. The
arena-motion vector mapping to the VR model motion vector strategy depends on a
person’s location within the VR world. The 3D-VR server adjusts the VR model
based on any motion schedule determined in S466. For example, a person may move
10 cm to the right in the arena and move both 10cm to the right and 10cm vertically if
he or she is in a virtual moving elevator.

[0055] In S470 the 3D-VR system updates people’s displays and applies the
appropriate sensory stimulation. Each person’s display shows a picture of the VR
world as seen from that person’s virtual location and orientation.

[0056] Figure 5 depicts a block diagram of a 3D-VR system 500, according to
another exemplary embodiment. The system 500 includes Cameras 502 and 504,
sensory enhancement devices 532 and 3D-VR server 524. The 3D-VR server 524
obtains tracking marker 108 locations by analyzing the camera 502 and 504 images.
The 3D-VR server 524 obtains sensor status by reading from sensory enhancement
devices 532. The cameras, 502 and 504, may be capable of communicating with the

3D-VR server 524 either directly or indirectly over a network 514. The cameras, 502
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and 504, may communicate with the 3D-VR server 524 over the network 514 using
wireless or wired connections supporting one or more point-to-point links, shared
local area networks (LAN), wide area networks (WAN), or other access technologies.
These cameras 502 and 504 may be transmitting video, audio or other kinds of data to
the 3D-VR server 524. The sensory enhancement devices 532 include mechanical
buttons, haptic devices, sensors, (e.g., buttons or microphones) and vibration plates.
The 3D-VR server 524 sends commands to the sensory enhancement devices 532 to
enhance people’s sensory experience based on people’s movement and actions. The
sensory enhancement devices communicate with the 3D-VR server 524 over the
network 514 using wireless or wired connections.

[0057] The 3D-VR server 524 constructs a VR model 529 that is held on a
storage medium such as computer memory. The VR model 529 represents the VR
world and contains people’s and object’s VR world locations. The 3D-VR server 524
updates VR model 529 as people and objects move. The 3D-VR server 524 uses VR
model 529 to generate individual displays for each person.

[0058] According to the exemplary embodiment depicted in Figure 5, the 3D-
VR system 500 is a type of system that provides tracking of tracking markers using
cameras 502 and 504 using storage devices 528, 530 and multiple processors 518.
However, it should be appreciated that alternate embodiments of the 3D-VR system
500 may use a single processor and storage device and the depicted embodiment is
merely exemplary. Furthermore, although Figure 5 depicts a single server 524, the
3D-VR system may comprise multiple servers splitting up the functionalities which
are performed by the depicted server 524. The 3D-VR server 524 may be realized as a
software program stored in a memory and executing on a central processing unit

(CPU).
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[0059] The 3D-VR server 524 creates a virtual world simulation and maps
people movements and actions in the physical arena into movements and actions
within the virtual world. The 3D-VR system sends information to a display device
being used by the user. The display device may be incorporated on the controller
according to an exemplary embodiment. Another exemplary embodiment of the
display device is the VR headset 140 as depicted in Figure 1.

[0060] The 3D-VR server 524 may use video images from the tracking
cameras 130 and approximate orientation information provided by the controller
being used by the user (not depicted in Figure 5, depicted in Figure 1). In a preferred
embodiment, the 3D-VR server 524 receives video images over video cables
connected to the cameras; however the images may be transferred wirelessly. Possible
video cable types include analog formats such as composite video, S-Video and VGA;
and digital formats such as HDMI and DVI, however these are mere exemplary
embodiments and the possibilities are not limited thereto. In another embodiment, the
3D_VR server 524 receives video images over a wireless communication connection.
[0061] The embodiments disclosed herein can be implemented as hardware,
firmware, software, or any combination thereof. Moreover, the software is preferably
implemented as an application program tangibly embodied on a program storage unit
or computer readable medium. The application program may be uploaded to, and
executed by, a machine comprising any suitable architecture.

[0062] Preferably, the machine is implemented on a computer platform having
hardware such as one or more central processing units ("CPUs"), one or more
memories, and one or more input/output interfaces. The computer platform may also
include an operating system and micro-instruction code. The various processes and

functions described herein may be either part of the micro-instruction code or part of
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the application program, or any combination thereof, which may be executed by a
CPU, whether or not such computer or processor is explicitly shown. In addition,
various other peripheral units may be connected to the computer platform such as an
additional data storage unit and a printing unit.

[0063] Although a number of possible implementations have been mentioned,
these are presented merely for the sake of explanation and teaching, and are not
limitative. Moreover, an implementation of an apparatus that falls within the inventive
concept does not necessarily achieve any of the possible benefits outlined above: such
benefits are dependent on the specific use case and specific implementation, and the
possible benefits mentioned above are simply examples.

[0064] Although the concepts have been described above with respect to the
various embodiments, it is noted that there can be a variety of permutations and
modifications of the described features by those who are familiar with this field, only
some of which have been presented above, without departing from the technical ideas
and scope of the features, which is defined by the appended claims.

[0065] Further, while this specification contains many features, the features
should not be construed as limitations on the scope of the disclosure or the appended
claims. Certain features described in the context of separate embodiments can also be
implemented in combination. Conversely, various features described in the context of
a single embodiment can also be implemented in multiple embodiments separately or
in any suitable sub-combination.

[0066] Although the drawings describe operations in a specific order and/or
show specific arrangements of components, and are described in the context of access
segments of data centers, one should not interpret that such specific order and/or

arrangements are limited, or that all the operations performed and the components
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disclosed are needed to obtain a desired result. There are numerous hardware and
software devices that can be configured to forward data units in the manner described
in the present disclosure with respect to various embodiments.

[0067] While the invention has been described in terms of several
embodiments, those of ordinary skill in the art will recognize that the invention is not
limited to the embodiments described, but can be practiced with modification and
alteration within the spirit and scope of the appended claims. The description is thus
to be regarded as illustrative instead of limiting. There are numerous other variations
to different aspects of the invention described above, which in the interest of
conciseness have not been provided in detail. Accordingly, other embodiments are
within the scope of the claims.

[0068] The invention has been described in relation to particular examples,
which are intended in all respects to be illustrative rather than restrictive. Those
skilled in the art will appreciate that many different combinations will be suitable for
practicing the present invention. Other implementations of the invention will be
apparent to those skilled in the art from consideration of the specification and practice
of the invention disclosed herein. Various aspects and/or components of the
described embodiments may be used singly or in any combination. It is intended that
the specification and examples be considered as exemplary only, with a true scope

and spirit of the invention being indicated by the following claims.
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CLAIMS

What is claimed is:

1. A system comprising:

a virtual reality server in communication with a plurality of cameras
and a plurality of displays, the virtual reality server comprising a memory
containing machine readable medium comprising machine executable code
having stored thereon instructions for operating a control system comprising at
least one processor coupled to the memory,

wherein the plurality of cameras are configured to record images of an
arena in which at least one person is participating in a virtual reality
simulation,

wherein the virtual reality server constructs a 3-dimensional virtual
world model representing the virtual reality simulation,

wherein the virtual reality server receives images from at least two of
the plurality of cameras, determines arena movements for each person in the
received images, maps each person’s arena movements into 3-dimensional
movements within the 3-dimensional virtual world model, and outputs a
representation of the 3-dimensional virtual world model for display on at least
one of the plurality of displays.

2. The system of claim 1, wherein the virtual reality server receives input
from at least one sensory enhancement device, updates the 3-dimensional virtual
world model based on that input, and outputs information to at least one sensory

enhancement device.
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3. The system of claim 1, wherein the virtual reality server provides a
mapping of the at least one person’s arena movement into a 3-dimensional virtual
world movement, wherein the mapping depends on the person’s physical arena
location.

4. The system of claim 3, wherein the at least one person’s arena
movement corresponds to movements to different elevations within the same virtual
world.

5. The system of claim 3, wherein the mapping depends on the at least
one person’s location within the 3-dimensional virtual world.

6. The system of claim 1, wherein movements into a specified arena area
triggers simulation of an elevation change movement selected from the group of an
elevator, lift, escalator, spiral staircase, and a transporter.

7. The system of claim 6, wherein the simulation of elevation change

includes sensory stimulation of people within the specified arena area.

8. The system of claim 7, wherein the sensory stimulation comprises
sound.

9. The system of claim 7, wherein the sensory stimulation comprises
vibration.

10.  The system of claim 1, wherein the arena movement corresponds to

walking an outer surface of an object in the 3-dimensional virtual reality world.
11.  The system of claim 10, wherein the arena movement corresponds to
circumnavigation of the outer surface of the object in the 3-dimensional virtual reality

world.
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12. The system of claim 1, wherein the virtual reality server is configured
to map people movements in a specified area of the arena or 3-dimensional virtual
reality world to walking on a virtual wall.

13. The system of claim 1, wherein the virtual reality server is configured
to map people movements within the arena to gradual changes of elevation within a 3-
dimensional virtual reality world.

14. The system of claim 1, wherein the virtual reality server is configured
to support the plurality of people in the arena by monitoring each person’s arena
movement, updating the 3-dimensional virtual reality world model and outputting
information each person’s display and sensory enhancement devices.

15.  The system of claim 1, wherein the 3-dimensional virtual reality world
orientation of the at least one person is vertical to the surface in specific areas of the
virtual reality world.

16. The system of claim 1, wherein the virtual reality server is configured
to detect tracking marker locations, and uses the tracking marker locations to detect
people movements within the arena.

17.  The system of claim 16, wherein tracking markers are attached to
limbs of the at least one person, and the tracking marker movements indicate virtual
reality world actions.

18. The system of claim 2, wherein the virtual reality server is configured
to send commands to the at least one sensory enhancement device to enhance the
experience of the at least one person in the virtual reality experience.

19. The system of claim 1, wherein each person has one of the plurality of

displays, and wherein each said one of the plurality of displays shows a view of the 3-
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dimensional virtual world based on the corresponding person’s location and
orientation in the 3-dimensional world.
20. A computerized method for mapping movements in an arena into a 3-
dimensional virtual world comprising:
receiving location information for at least one person in the arena;
receiving status from at least one sensory enhancement device;
determining that a motion or stimulation status change event has
occurred corresponding to a movement in the arena or a sensory enhancement
device status change;
if a motion or stimulation status change event has occurred, updating a
virtual reality model with new motion and sensory stimuli schedules, the new
motion corresponding to a 3-dimensional movement in the 3-dimensional
virtual world;
updating the virtual reality model with new virtual locations
corresponding to the 3-dimensional movement; and
outputting information to update at least one display and the at least
one sensory enhancement device for each person in the 3-dimensional virtual
world.
21. The method of claim 20, wherein the motion change event corresponds
to a movement to a different physical area of the arena.
22. The method of claim 21, wherein different physical areas of the arena
represent different elevations within the virtual world.
23. The method of claim 20, wherein the outputting comprises triggering

simulation of an elevation change movement selected from the group of an elevator,
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lift, escalator, spiral staircase, and a transporter when movements into a specified
arena area are detected.
24, The method of claim 23, wherein the simulation of elevation change

includes sensory stimulation.

25. The method of claim 24, wherein the sensory stimulation comprises
sound.

26. The method of claim 24, wherein the sensory stimulation comprises
vibration.

27. The method of claim 21, wherein the physical areas of the arena

correspond to different elevations or elevation transition areas depending on the
context of the 3-dimensional virtual model.

28. The method of claim 20, wherein receiving location information
comprises receiving tracking marker locations.

29.  The method of claim 28, wherein receiving tracking marker locations
and status comprise receiving tracking marker locations and sensor status for a
plurality of people in the arena.

30.  The method of claim 20, wherein an orientation of a person in the
arena is vertical to a surface in the virtual reality world.

31 The method of claim 28, further comprising attaching tracking markers
to limbs of a person in the arena, wherein receiving tracking marker locations

comprises receiving images from a camera that detect the tracking markers.
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