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(57) ABSTRACT

Embodiments of the present disclosure relate to a data
analysis system that may automatically generate memory-
efficient clustered data structures, automatically analyze
those clustered data structures, automatically tag and group
those clustered data structures, and provide results of the
automated analysis and grouping in an optimized way to an
analyst. The automated analysis of the clustered data struc-
tures (also referred to herein as data clusters) may include an
automated application of various criteria or rules so as to
generate a tiled display of the groups of related data clusters
such that the analyst may quickly and efficiently evaluate the
groups of data clusters. In particular, the groups of data
clusters may be dynamically re-grouped and/or filtered in an
interactive user interface so as to enable an analyst to
quickly navigate among information associated with various
groups of data clusters and efficiently evaluate those data
clusters in the context of, for example, a fraud investigation.
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SYSTEMS AND USER INTERFACES FOR
DYNAMIC AND INTERACTIVE
INVESTIGATION OF BAD ACTOR
BEHAVIOR BASED ON AUTOMATIC
CLUSTERING OF RELATED DATA IN
VARIOUS DATA STRUCTURES

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 15/151,904, filed May 11, 2016, and
titled “SYSTEMS AND USER INTERFACES FOR
DYNAMIC AND INTERACTIVE INVESTIGATION OF
BAD ACTOR BEHAVIOR BASED ON AUTOMATIC
CLUSTERING OF RELATED DATA IN VARIOUS DATA
STRUCTURES,” which is a continuation of U.S. patent
application Ser. No. 14/579,752, filed Dec. 22, 2014, and
titled “SYSTEMS AND USER INTERFACES FOR
DYNAMIC AND INTERACTIVE INVESTIGATION OF
BAD ACTOR BEHAVIOR BASED ON AUTOMATIC
CLUSTERING OF RELATED DATA IN VARIOUS DATA
STRUCTURES.” The entire disclosure of each of the above
items is hereby made part of this specification as if set forth
fully herein and incorporated by reference for all purposes,
for all that it contains.

[0002] Any and all applications for which a foreign or
domestic priority claim is identified in the Application Data
Sheet as filed with the present application are hereby incor-
porated by reference under 37 CFR 1.57.

BACKGROUND

[0003] Embodiments of the present disclosure generally
relate to data item clustering.

[0004] In a fraud investigation an analyst may have to
make decisions regarding selection of electronic data items
within an electronic collection of data. Such a collection of
data may include a large number of data items that may or
may not be related to one another, and which may be stored
in an electronic data store or memory. For example, such a
collection of data may include hundreds of thousands,
millions, tens of millions, hundreds of millions, or even
billions of data items, and may consume significant storage
and/or memory. Determination and selection of relevant data
items within such a collection of data may be extremely
difficult for the analyst. Further, processing of such a large
collection of data (for example, as an analyst uses a com-
puter to sift and/or search through huge numbers of data
items) may be extremely inefficient and consume significant
processing and/or memory resources.

[0005] Insome instances related electronic data items may
be clustered and stored in an electronic data store. Even
when electronic data items are clustered, however, the
electronic collection of data may include hundreds of thou-
sands, millions, tens of millions, hundreds of millions, or
even billions of clusters of data items. As with individual
data items, determination and selection of relevant clusters
of data items within such a collection of data may be
extremely difficult for the analyst. Further, processing and
presenting such clusters of data items in an efficient way to
an analyst may be a very challenging task.

SUMMARY

[0006] The systems, methods, and devices described
herein each have several aspects, no single one of which is
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solely responsible for its desirable attributes. Without lim-
iting the scope of this disclosure, several non-limiting fea-
tures will now be discussed briefly.

[0007] Embodiments of the present disclosure relate to a
data analysis system that may automatically generate
memory-efficient clustered data structures, automatically
analyze those clustered data structures, automatically tag
and group those clustered data structures, and provide
results of the automated analysis and grouping in an opti-
mized way to an analyst. The automated analysis of the
clustered data structures (also referred to herein as “data
item clusters,” “data clusters,” or simply “clusters”) may
include an automated application of various criteria or rules
s0 as to generate a tiled display of the groups of related data
clusters such that the analyst may quickly and efficiently
evaluate the groups of data clusters. In particular, the groups
of data clusters (referred to herein as “dossiers”) may be
dynamically re-grouped and/or filtered in an interactive user
interface so as to enable an analyst to quickly navigate
among information associated with various dossiers and
efficiently evaluate the groups of data clusters in the context
of, for example, a fraud investigation. Embodiments of the
present disclosure also relate to automated scoring of the
groups of clustered data structures. The interactive user
interface may be updated based on the scoring, directing the
human analyst to more dossiers (for example, groups of data
clusters more likely to be associated with fraud) in response
to the analyst’s inputs.

[0008] As described below, groups of data clusters may
include one or more data items. A data item may include any
data, information, or things, such as a person, a place, an
organization, an account, a computer, an activity, and event,
and/or the like. In an example application, a human analyst
may be tasked with deciding whether an account data item
represents a fraudulent bank account. However, an indi-
vidual data item oftentimes includes insufficient information
for the analyst to make such decisions. Rather, the analyst
may make better decisions based upon a collection of related
data items. For instance, two financial transactions may be
related by an identical account identifier or two accounts
belonging to one customer may be related by an identical
customer identifier or other attribute (e.g., a shared phone
number or address). Some currently available systems assist
the analyst by identifying data items that are directly related
to an initial data item. For example, the analyst could initiate
an investigation with a single suspicious data item or “seed,”
such as a fraudulent credit card account. If the analyst
examined this data item by itself, then the analyst would not
observe any suspicious characteristics. However, the analyst
could request a list of data items related to the seed by a
shared attribute, such as a customer identifier. In doing so,
the analyst could discover an additional data item, such as an
additional credit card account, which relates to the original
fraudulent account because of a shared customer identifier.
The analyst could then mark the additional credit card
account as potentially fraudulent, based upon the relation-
ship of the shared customer identifier.

[0009] Although these currently available systems can be
helpful in discovering related data items, they typically
require the analyst to manually repeat the same series of
searches for many investigations. Repeating the same inves-
tigation process consumes time and resources, such that
there are oftentimes more investigations than can be per-
formed. Thus, analysts typically prioritize investigations
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based upon the characteristics of the seeds. However, there
may be insignificant differences between the seeds, so the
analyst may not be able to determine the correct priority for
investigations. For instance, the analyst could have to
choose between two potential investigations based upon
separate fraudulent credit card accounts. One investigation
could reveal more potentially fraudulent credit card accounts
than the other, and therefore could be more important to
perform. Yet, the characteristics of the two original credit
card accounts could be similar, so the analyst would not be
able to choose the more important investigation. Without
more information, prioritizing investigations, and evaluating
data items, is difficult and error prone.

[0010] In contrast with these currently available systems,
and as described above, according to various embodiments
the data analysis system of the present disclosure automati-
cally creates clusters of related data items, scores those
clusters, tags and groups the clusters, and generates an
interactive user interface in which, in response to inputs
from the analyst, information related to the groups of
clusters may be efficiently provided to the analyst. Accord-
ingly, the analyst may be enabled to efficiently evaluate the
groups of clusters.

[0011] Generation of the memory-efficient clustered data
structures may be accomplished by automatic selection of an
initial data item of interest (also referred to herein as a
“seed”), adding of the initial data item to the memory-
efficient clustered data structure (or, alternatively, designat-
ing the initial data item as the clustered data structure, or an
initial iteration of the clustered data structure), and deter-
mining and adding one or more related data items to the
cluster. In various embodiments, a generated cluster may
include far fewer data items than the collection of data
described above, and the data items included in the cluster
may only include those data items that are relevant to a
particular investigation (for example, a fraud investigation).
Accordingly, in an embodiment, processing of the generated
cluster may be highly efficient as compared to the collection
of data described above. This may be because, for example,
a given fraud investigation by an analyst (for example, as the
analyst sifts and/or searches through data items of one or
more grouped clusters) may only require storage in memory
of a single set of grouped cluster data structures. Further, a
number of data items in the group of clusters may be several
orders of magnitude smaller than in the entire electronic
collection of data described above because only data items
related to each other are included in the clusters.

[0012] Additionally, the automated analysis and scoring of
clusters (as mentioned above) may enable highly efficient
evaluation of the various data clusters by a human analyst.
For example, the interactive user interface is generated so as
to enable an analyst to quickly view critical groups of data
clusters (as determined by the automated scoring), and then
in response to analyst inputs, view and interact with the
generated information (including, for example, time-based
charts and/or other information) associated with the clusters.
In response to user inputs the user interface may be updated
to display raw data associated with each of the generated
groups of clusters if the analyst desires to dive deeper into
data associated with a given group of clusters.

[0013] In various embodiments, seeds may be automati-
cally selected/generated according to various seed determi-
nation strategies, and clusters of related data items may be
generated based on those seeds and according to cluster
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generation strategies (also referred to herein as “cluster
strategies”). Also, as mentioned above, the system may
generate a score, multiple scores, and/or metascores for each
generated cluster, and may optionally rank or prioritize the
generated clusters based on the generated scores and/or
metascores. High priority clusters may be of greater interest
to an analyst as they may contain related data items that meet
particular criteria related to the analyst’s investigation. In an
embodiment, the system may enable an analyst to advanta-
geously start an investigation with a prioritized cluster, or
group of clusters, including many related data items rather
than a single randomly selected data item. Further, as
described above, the cluster prioritization may enable the
processing requirements of the analyst’s investigation to be
highly efficient as compared to processing of the huge
collection of data described above. As mentioned above, this
is because, for example, a given investigation by an analyst
may only require storage in memory of a limited number of
data items associated with a small number of clusters, and
further, a number of data items in a cluster may be several
orders of magnitude smaller than in the entire electronic
collection of data described above because only data items
related to each other are included in the cluster. Further, an
analyst may not need to view many (or, alternatively, any)
data items associated with a cluster to evaluate the cluster,
but rather may evaluate the cluster based on the automati-
cally generated cluster information.

[0014] In various embodiments, grouping of related data
clusters enables an analyst to review the data in a logical
way. For example, the data clusters may be tagged and
grouped according to a person, a type of event, and/or the
like. Accordingly, the analyst may be enabled to evaluate all
data related to a person in the context of a particular
investigation, further increasing the efficiency of the analyst.
Additionally, the same data clusters may be dynamically
grouped a re-grouped in different ways, and filtered based on
various criteria, enabling the analyst to even more efficiently
evaluate the various data items. Further, when a group of
related data clusters is determined by the analyst to not be
important, the analyst may quickly dismiss all data items of
that group of clusters, rather than each data item separately.

[0015] In various embodiments, a single master instance
of each data item is stored by the system. The master
instance of each data item includes all metadata and other
information associated with the data item, as well as a
unique data item identifier. When generating clusters and
groups of clusters, in some embodiments, the master
instances of the data items are referenced by their data item
identifiers rather than making copies of the data items in
each cluster. This advantageously enables memory savings
and the data items do not have to be copied multiple times.
Additionally, any updates to a master data item may be
rapidly propagated to all references of the data item in each
cluster, thus reducing processing requirements.

[0016] According to an embodiment, a computer system is
disclosed comprising: one or more computer readable stor-
age devices configured to store: a plurality of computer
executable instructions; a plurality of data cluster types, each
data cluster type associated with a data clustering strategy
and a plurality of data cluster tagging rules; and a plurality
of data clusters, each data cluster associated with a data
cluster type and previously generated according to the
associated respective data clustering strategy, each data
cluster further including one or more data items and asso-
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ciated metadata; and one or more hardware computer pro-
cessors in communication with the one or more computer
readable storage devices and configured to execute the
plurality of computer executable instructions in order to
cause the computer system to: for each particular data
cluster of the plurality of data clusters: access the particular
data cluster from the one or more computer readable storage
devices; determine the data cluster type associated with the
particular data cluster; and associate one or more tags with
the particular data cluster based on the data cluster tagging
rules associated with the determined data cluster type;
generate user interface data for rendering an interactive user
interface on a computing device, the interactive user inter-
face including one or more selectable elements useable by a
user for indicating a tag type; identify tags associated with
each of the plurality of data clusters that have a particular tag
type; generate one or more groups of data clusters, each of
the one or more groups including one or more of the
plurality of data clusters that have a common tag value
associated with the identified tags; and update the user
interface data such that the interactive user interface further
includes one or more tiles, each tile associated with a
particular group of the one or more groups.

[0017] According to an aspect, associating one or more
tags with the particular data cluster comprises: determining
one or more tag types associated with the data cluster type.
[0018] According to another aspect, associating one or
more tags with the particular data cluster further comprises:
analyzing the particular data cluster to identify one or more
tag values to associated with at least one of the one or more
tag types.

[0019] According to yet another aspect, associating one or
more tags with the particular data cluster further comprises:
associating a first tag with the particular data cluster, the first
tag indicating the data cluster type associated with the
particular data cluster.

[0020] According to another aspect, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: receive an indication
of the particular tag type via a user selection of one of the
one or more selectable elements.

[0021] According to yet another aspect, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: determine the one or
more one or more selectable elements based on one or more
tag types associated with a type of investigation to be
performed by the user.

[0022] According to another aspect, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: identify second tags
associated with each of the plurality of data clusters that
have a second particular tag type; generate second one or
more groups of data clusters, each of the second one or more
groups including one or more of the plurality of data clusters
that have a common tag value associated with the identified
second tags; and update the user interface data such that the
interactive user interface includes second one or more tiles,
each of the second one or more tiles associated with a
particular group of the second one or more groups.

[0023] According to yet another aspect, the one or more
hardware computer processors are further configured to
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execute the plurality of computer executable instructions in
order to cause the computer system to: receive an second
indication of the second particular tag type via a second user
selection of a second one of the one or more selectable
elements.

[0024] According to another aspect, the interactive user
interface further includes one or more selectable filter cri-
teria, wherein the one or more hardware computer proces-
sors are further configured to execute the plurality of com-
puter executable instructions in order to cause the computer
system to: filter the plurality of data clusters based on one or
more filter criteria.

[0025] According to yet another aspect, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: receive an indication
of the one or more filter criteria via a user selection of at least
one of the one or more selectable filter criteria.

[0026] According to another aspect, the one or more
selectable filter criteria include at least one of a tag, a cluster
type, or a state.

[0027] According to yet another aspect, filtering the plu-
rality of data clusters comprises: determining a set of data
clusters of the plurality of data clusters satisfying the one or
more filter criteria, wherein the generating the one or more
groups of data clusters is based on the determined set of data
clusters.

[0028] According to yet another aspect, filter criteria of the
one or more filter criteria of the same type are applied
disjunctively when filtering the plurality of data clusters.
[0029] According to another aspect, filter criteria of the
one or more filter criteria of different types are applied
conjunctively when filtering the plurality of data clusters.
[0030] According to yet another aspect, each of the one or
more tags includes indications of: a tag value associated
with the particular group; and a number of data clusters in
the particular group.

[0031] According to another aspect, each of the one or
more tags further includes an indication of: a number of
critical data clusters in the particular group.

[0032] According to yet another aspect, each of the one or
more tags further includes an indication of: a time-based
graph of data associated with the data clusters in the par-
ticular group.

[0033] According to another aspect, the one or more
hardware computer processors are further configured to
execute the plurality of computer executable instructions in
order to cause the computer system to: receive a selection of
one of the one or more tiles; and update the user interface
data such that the interactive user interface includes: an
indication of at least one cluster associated with the particu-
lar group associated with the one of the one or more tiles;
and a time-based graph of data associated with the data
clusters in the particular group.

[0034] According to yet another aspect, the interactive
user interface further includes one or more selectable assign-
able states, wherein the one or more hardware computer
processors are further configured to execute the plurality of
computer executable instructions in order to cause the
computer system to: receive an indication of one of the
assignable states via a user selection of one of the one or
more selectable assignable states; associate one or more
groups of data clusters with the indicated one of the assign-
able states.
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[0035] In various embodiments, computer-implemented
methods are disclosed in which, under control of one or
more hardware computing devices configured with specific
computer executable instructions, one or more aspects of the
above-described embodiments are implemented and/or per-
formed.

[0036] In various embodiments, a non-transitory com-
puter-readable storage medium storing software instructions
is disclosed that, in response to execution by a computer
system having one or more hardware processors, configure
the computer system to perform operations comprising one
or more aspects of the above-described embodiments.
[0037] Further, as described herein, a data analysis system
may be configured and/or designed to generate user interface
data useable for rendering the various interactive user inter-
faces described. The user interface data may be used by the
system, and/or another computer system, device, and/or
software program (for example, a browser program), to
render the interactive user interfaces. The interactive user
interfaces may be displayed on, for example, electronic
displays (including, for example, touch-enabled displays).
[0038] Additionally, it has been noted that design of
computer user interfaces “that are useable and easily learned
by humans is a non-trivial problem for software develop-
ers.” (Dillon, A. (2003) User Interface Design. MacMillan
Encyclopedia of Cognitive Science, Vol. 4, London: Mac-
Millan, 453-458.) The various embodiments of interactive
and dynamic user interfaces of the present disclosure are the
result of significant research, development, improvement,
iteration, and testing. This non-trivial development has
resulted in the user interfaces described herein which may
provide significant cognitive and ergonomic efficiencies and
advantages over previous systems. The interactive and
dynamic user interfaces include improved human-computer
interactions that may provide reduced mental workloads,
improved decision-making, reduced work stress, and/or the
like, for an analyst user.

[0039] Further, the interactive and dynamic user interfaces
described herein are enabled by innovations in efficient
interactions between the user interfaces and underlying
systems and components. For example, disclosed herein are
improved methods of receiving user inputs, translation and
delivery of those inputs to various system components (for
example, retrieval of data item clusters), automatic and
dynamic execution of complex processes in response to the
input delivery (for example, grouping and filtering of data
item clusters), automatic interaction among various compo-
nents and processes of the system, and/or automatic and
dynamic updating of the user interfaces. The interactions
and presentation of data via the interactive user interfaces
described herein may accordingly provide cognitive and
ergonomic efficiencies and advantages over previous sys-
tems.

[0040] Advantageously, according to various embodi-
ments, the disclosed techniques provide a more effective
starting point and user interface for an investigation of data
items of various types. An analyst may be able to start an
investigation from a group of clusters of related data items
instead of an individual data item, which may reduce the
amount of time and effort required to perform the investi-
gation. The disclosed techniques may also, according to
various embodiments, provide a prioritization of multiple
clusters, and dynamic re-grouping of related clusters and
cluster filtering. For example, the analyst may also be able
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to start the investigation from a high priority group of
clusters, which may allow the analyst to focus on the most
important investigations, and may quickly evaluate that
group of clusters based on the efficient user interface gen-
erated by the system. In each case, the processing and
memory requirements of such an investigation may be
significantly reduced due to the creation and use of highly
efficient cluster data structures of related data items.

BRIEF DESCRIPTION OF THE DRAWINGS

[0041] The following drawings and the associated descrip-
tions are provided to illustrate embodiments of the present
disclosure and do not limit the scope of the claims. Aspects
and many of the attendant advantages of this disclosure will
become more readily appreciated as the same become better
understood by reference to the following detailed descrip-
tion, when taken in conjunction with the accompanying
drawings, wherein:

[0042] FIG. 1 is a block diagram illustrating an example
data analysis system, according to an embodiment of the
present disclosure.

[0043] FIG. 2 is a block diagram illustrating an example
generation of clusters by the data analysis system, according
to an embodiment of the present disclosure.

[0044] FIGS. 3A-3C illustrate an example growth of a
cluster of related data items, according to an embodiment of
the present disclosure.

[0045] FIG. 4 illustrates an example ranking of clusters by
the data analysis system, according to an embodiment of the
present disclosure.

[0046] FIG. 5 illustrates an example cluster analysis user
interface, according to an embodiment of the present dis-
closure.

[0047] FIG. 6 is a flowchart of an example method of
generating clusters, according to an embodiment of the
present disclosure.

[0048] FIG. 7 is a flowchart of an example method of
scoring clusters, according to an embodiment of the present
disclosure.

[0049] FIG. 8 illustrates components of an illustrative
server computing system, according to an embodiment of
the present disclosure.

[0050] FIG. 9 is a flowchart of an example generalized
method of the data analysis system, according to an embodi-
ment of the present disclosure.

Cluster Analysis

[0051] FIG. 10A is a flowchart for an example method of
data cluster analysis, according to an embodiment of the
present disclosure.

[0052] FIG. 10B is a flowchart of an example method of
alert generation, according to an embodiment of the present
disclosure.

[0053] FIG. 10C illustrates various example conclusions
associated with various types of data clusters, according to
various embodiments of the present disclosure.

[0054] FIGS. 11-20 illustrate example data cluster analysis
user interfaces of the data analysis system, according to
embodiments of the present disclosure.

[0055] FIG. 21 is a flowchart of an example method of
linking related alerts or data clusters, according to an
embodiment of the present disclosure.
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[0056] FIG. 22 illustrates an example data cluster analysis
user interface in which related alerts or data clusters are
linked to one another, according to an embodiment of the
present disclosure.

[0057] FIG. 23 is a flowchart of an example method of
updating alerts in response to cluster regeneration, according
to an embodiment of the present disclosure.

Cluster Tagging and Grouping

[0058] FIG. 24 is another flowchart of an example method
of data cluster analysis, according to an embodiment of the
present disclosure.

[0059] FIG. 25 is a flowchart of an example method of
cluster tagging, according to an embodiment of the present
disclosure.

[0060] FIG. 26 shows examples of cluster tag types.
[0061] FIG. 27 is a flowchart of an example method of
dossier list generation, according to an embodiment of the
present disclosure.

[0062] FIGS. 28-34 illustrate example dossier analysis
user interfaces of the data analysis system, according to
embodiments of the present disclosure.

DETAILED DESCRIPTION

[0063] Although certain preferred embodiments and
examples are disclosed below, inventive subject matter
extends beyond the specifically disclosed embodiments to
other alternative embodiments and/or uses and to modifica-
tions and equivalents thereof. Thus, the scope of the claims
appended hereto is not limited by any of the particular
embodiments described below. For example, in any method
or process disclosed herein, the acts or operations of the
method or process may be performed in any suitable
sequence and are not necessarily limited to any particular
disclosed sequence. Various operations may be described as
multiple discrete operations in turn, in a manner that may be
helpful in understanding certain embodiments; however, the
order of description should not be construed to imply that
these operations are order dependent. Additionally, the struc-
tures, systems, and/or devices described herein may be
embodied as integrated components or as separate compo-
nents. For purposes of comparing various embodiments,
certain aspects and advantages of these embodiments are
described. Not necessarily all such aspects or advantages are
achieved by any particular embodiment. Thus, for example,
various embodiments may be carried out in a manner that
achieves or optimizes one advantage or group of advantages
as taught herein without necessarily achieving other aspects
or advantages as may also be taught or suggested herein.

Terms

[0064] In order to facilitate an understanding of the sys-
tems and methods discussed herein, a number of terms are
defined below. The terms defined below, as well as other
terms used herein, should be construed broadly to include,
without limitation, the provided definitions, the ordinary and
customary meanings of the terms, and/or any other implied
meanings for the respective terms. Thus, the definitions
below do not limit the meaning of these terms, but only
provide example definitions.

[0065] Ontology: Stored information that provides a data
model for storage of data in one or more databases. For
example, the stored data may comprise definitions for object
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types and property types for data in a database, and how
objects and properties may be related.

[0066] Database: A broad term for any data structure for
storing and/or organizing data, including, but not limited to,
relational databases (for example, Oracle database, mySQL
database, and the like), spreadsheets, XML files, and text
file, among others. The various terms “database,” “data
store,” and “data source” may be used interchangeably in the
present disclosure.

[0067] Data Item (Item), Data Object (Object), or Data
Entity (Entity): A data container for information represent-
ing a specific thing, or a group of things, in the world. A data
item may be associated with a number of definable proper-
ties (as described below). For example, a data item may
represent an item such as a person, a place, an organization,
an account, a computer, an activity, a market instrument, or
other noun. A data item may represent an event that happens
at a point in time or for a duration. A data item may represent
a document or other unstructured data source such as an
e-mail message, a news report, or a written paper or article.
Each data item may be associated with a unique identifier
that uniquely identifies the data item. The terms “data item,”
“data object,” “data entity,” “item,” “object,” and “entity”
may be used interchangeably and/or synonymously in the
present disclosure.

[0068] Item (or Entity or Object) Type: Type of a data item
(for example, Person, Event, or Document). Data item types
may be defined by an ontology and may be modified or
updated to include additional data item types. An data item
definition (for example, in an ontology) may include how the
data item is related to other data items, such as being a
sub-data item type of another data item type (for example,
an agent may be a sub-data item of a person data item type),
and the properties the data item type may have.

[0069] Properties: Also referred to herein as “attributes” or
“metadata” of data items. A property of a data item may
include any item of information associated with, and/or
relevant to, the data item. At a minimum, each property of
a data item has a property type and a value or values. For
example, properties associated with a person data item may
include a name (for example, John Doe), an address (for
example, 123 S. Orange Street), and/or a phone number (for
example, 800-0000), among other properties. In another
example, properties associated with a computer data item
may include a list of users (for example, userl, user 2, and
the like), and/or an IP (internet protocol) address, among
other properties.

[0070] Property Type: The type of data a property is, such
as a string, an integer, or a double. Property types may
include complex property types, such as a series data values
associated with timed ticks (for example, a time series), and
the like.

[0071] Property Value: The value associated with a prop-
erty, which is of the type indicated in the property type
associated with the property. A property may have multiple
values.

[0072] Link: A connection between two data objects,
based on, for example, a relationship, an event, and/or
matching properties. Links may be directional, such as one
representing a payment from person A to B, or bidirectional.
[0073] Link Set: Set of multiple links that are shared
between two or more data objects.

[0074] Seed: One or more data items that may be used as
a basis, or starting point, for generating a cluster. A seed may
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be generated, determined, and/or selected from one or more
sets of data items according to a seed generation strategy.
For example, seeds may be generated from data items
accessed from various databases and data sources including,
for example, databases maintained by financial institutions,
government items, private items, public items, and/or pub-
licly available data sources.

[0075] Cluster: A group or set of one or more related data
items/objects/items. A cluster may be generated, determined,
and/or selected from one or more sets of data items accord-
ing to a cluster generation strategy. A cluster may further be
generated, determined, and/or selected based on a seed. For
example, a seed may comprise an initial data item of a
cluster. Data items related to the seed may be determined
and added to the cluster. Further, additional data items
related to any clustered data item may also be added to the
cluster iteratively as indicated by a cluster generation strat-
egy. Data items may be related by any common and/or
similar properties, metadata, types, relationships, and/or the
like. Clusters may also be referred to herein as “clustered
data structures,” “data item clusters,” and “data clusters.”
[0076] Seed/Cluster Generation Strategy (also referred to
herein as Seed/Cluster Generation Rule(s)): Seed and cluster
generation strategies/rules indicate processes, methods, and/
or strategies for generating seeds and generating clusters,
respectively. For example, a seed generation strategy may
indicate that data items having a particular property (for
example, data items that are credit card accounts) are to be
designated as seeds. In another example, a cluster generation
strategy may indicate that data items having particular
properties in common with (or similar to) a seed or other
data item in a cluster are to be added to the cluster. Seed
and/or cluster generation strategies may specify particular
searches and/or rule matches to perform on one or more sets
of data items. Execution of a seed and/or cluster generation
strategy may produce layers of related data items. Addition-
ally, a seed/cluster generation strategy/rule may include
multiple strategies, sub-strategies, rules, and/or sub-rules.
[0077] Dossier: A group of clusters and/or a user interface
for displaying information associated with a group of clus-
ters. In various embodiments, as described below, clusters of
data items may be grouped together according to similar tags
applied to those clusters. For example, two clusters may
both be tagged “trader 1.” Accordingly, the two cluster may
be grouped together and designated a “dossier” or “trader 1
dossier.” A user interface displaying information associated
with data items from the two grouped clusters may also be
referred to as a “dossier” or a “dossier user interface.”

Overview

[0078] This disclosure relates to a data analysis system
(also referred to herein as the “system”) in which memory-
efficient clustered data structures (also referred to herein as
“clusters”) of related data items may be automatically gen-
erated and analyzed, tagged, grouped, and results may be
provided for interaction from an analyst, for example. Gen-
eration of clusters may begin by automatic generation,
determination, and/or selection of an initial data item of
interest, called a “seed.” As mentioned above, a data item
may include any data, information, or things, such as a
person, a place, an organization, an account, a computer, an
activity, and event, and/or the like. Seeds may be automati-
cally selected/generated according to various seed determi-
nation strategies, and clusters of related data items may be
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generated based on those seeds and according to cluster
generation strategies (also referred to herein as “cluster
strategies,” “clustering strategies,” and/or “cluster genera-
tion rules”). Seeds and related data items may be accessed
from various databases and data sources including, for
example, databases maintained by financial institutions,
government entities, private entities, public entities, and/or
publicly available data sources. Such databases and data
sources may include a variety of information and data, such
as, for example, personal information, financial information,
tax-related information, computer network-related data, and/
or computer-related activity data, among others. Further, the
databases and data sources may include various relation-
ships that link and/or associate data items with one another.
Various data items and relationships may be stored across
different systems controlled by different items and/or insti-
tutions. According to various embodiments, the data analy-
sis system may bring together data from multiple data
sources in order to build clusters.

[0079] The automated analysis of the clusters may include
an automated tagging of the clusters based on a type of each
cluster and data associated with the cluster, and grouping of
clusters that are similarly tagged. Via a user interface of the
system, an analyst may select criteria for grouping and
re-grouping of clusters. Accordingly, the system enables
dynamic grouping of clusters in various ways to make an
investigation more efficient. Further, the system enables
filtering of the clusters according to various criteria in
response to the analyst’s inputs, and dynamic and interactive
updating of the user interfaces in response to the grouping
and/or filtering. The automated analysis may also include
generation of time-based charts showing information asso-
ciated with the groups of data clusters.

[0080] The automated analysis of the clusters may further
include an automated application of various criteria or rules
s0 as to generate a compact, human-readable analysis of the
data clusters. The human-readable analyses (also referred to
herein as “summaries” or “conclusions”) of the data clusters
may be organized into an interactive user interface so as to
enable an analyst to quickly navigate among information
associated with various data clusters and efficiently evaluate
those data clusters in the context of, for example, a fraud
investigation. Embodiments of the present disclosure also
disclose automated scoring of the clustered data structures
by the data analysis system. The interactive user interface
may be updated based on the scoring, directing the human
analyst to more critical data clusters (for example, data
clusters more likely to be associated with fraud) in response
to the analyst’s inputs.

[0081] In various embodiments, the data analysis system
may enable an analyst (and/or other user) to efficiently
perform analysis and investigations of various data clusters
and related data items. For example, the system may enable
an analyst to perform various financial and security inves-
tigations of data clusters of related data items. In such an
investigation, the system may automatically create clusters
of related data items, generate human-readable conclusions
of the clusters, score those clusters, and generates an inter-
active user interface in which, in response to inputs from the
analyst, information related to the clusters may be efficiently
provided to the analyst. For example, a credit card account
may be a seed that is linked by the system to various data
items including, for example, customer identifiers and/or
phone numbers associated with the credit card account.
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Further, the system may link, for example, various other
credit card accounts related to the customer identifiers, to the
seed credit card account. Accordingly, in various embodi-
ments, the system may automatically cluster of various
layers of data items related to the seed credit card account.
One or more rules or criteria may then automatically be
applied to the cluster so as to generate one or more compact,
human-readable analyses (also referred to herein as “sum-
maries” or “conclusions™) of the data clusters. The human-
readable analyses may comprise phrases or sentences that
provide highly relevant, and easily evaluated (by a human),
information regarding the data in the cluster (for example,
data items and metadata). For example, a conclusion in the
current example may be “4 customer identifiers are associ-
ated with the current cluster,” or “The 2 credit card accounts
in the cluster have been used in 3 different countries.” Such
conclusions in an investigation may, in an embodiment,
enable the analyst to determine a likelihood of fraudulent
activity associated with the cluster. Further, the data items of
the cluster may then be linked to possible fraudulent activity.
For example, the seed credit card account and the additional
credit card accounts may all be linked to the potentially
fraudulent activity. As mentioned above, in such an inves-
tigation the analyst may efficiently determine likely fraud, as
well as discover relationships between the additional credit
card accounts and the seed credit card account through
several layers of related data items. Such techniques,
enabled by various embodiments of the data analysis sys-
tem, may be particularly valuable for investigations in which
relationships between data items may include several layers,
and in which such relationships may be otherwise very
difficult or impossible to manually identify.

[0082] In various embodiments, the data analysis system
may automatically generate, or determine, seeds based on a
seed generation strategy (also referred to as “seed generation
rules”). For example, for a particular set of data items, the
data analysis system may automatically generate, based on
a seed generation strategy, seeds by designating particular
data items (and/or groups of data items) as seeds. Examples
of various seed generation strategies are described below.

[0083] Further, in various embodiments, the data analysis
system may automatically discover data items related to a
seed, and store the resulting relationships and related data
items together in a “cluster” (or, alternatively, designating
the seed as the initial cluster (or initial data item of the
cluster) and adding the discovered data items of the cluster).
A cluster generation strategy may specify particular searches
to perform at each step of an investigation, or cluster
generation, process. Such searches may produce layers of
related data items to add to the cluster. Further, according to
an embodiment, multiple clusters may be merged and/or
collapsed into a single cluster when the multiple clusters
share one or more common data items and/or properties.
Thus, according to an embodiment, an analyst may start an
investigation with the resulting cluster, rather than the seed
alone. Starting with the cluster, and associated human-
readable conclusions, the analyst may form opinions regard-
ing the related data items, conduct further analysis of the
related data items, and/or may query for additional related
data items.

[0084] According to various embodiments, the data analy-
sis system may further generate various “cluster scores.”
Cluster scores may include scores based on various charac-
teristics and/or attributes associated with the cluster and/or
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the various data items of the cluster. In various embodi-
ments, the data analysis system may also generate “cluster
metascores” which may include, for example, an overall
cluster score. Cluster metascores may, for example, be based
on a combination of cluster scores of a cluster associated
with a seed. In an embodiment, the system may further
generate “alert scores.” Alert scores may be the same as,
similar to, and/or based on any of the cluster scores, metas-
cores, and/or conclusions described herein. In an embodi-
ment, the alert score may be a metascore, and may be one of
multiple values corresponding to, for example, a high alert,
a medium alert, or a low alert. The alert score is described
in further detail below. Further, cluster scores may be based
on one or more generated conclusions related to the cluster,
and/or the conclusions may be generated based on cluster
scores.

[0085] Further, in various embodiments, for a particular
set of data items, multiple clusters may be generated by the
data analysis system. For example, the data analysis system
may generate multiple seeds according to a seed generation
strategy, and then multiple clusters based on those seeds
(and based on a cluster generation strategy). In such embodi-
ments, the data analysis system may prioritize the multiple
generated clusters based upon cluster scores and/or cluster
metascores. In an embodiment, the data analysis system may
provide a user interface including a display of human-
readable conclusions of the clusters, cluster scores, cluster
metascores, and/or various other cluster information. Such a
user interface may be organized according to a prioritization
of clusters. In various embodiments, cluster prioritization
may assist an analyst in selecting particular clusters to
investigate.

[0086] In various embodiments, the interactive user inter-
face generated by the system may provide a list of clusters
according to one or more alert scores (as mentioned above
and described in detail below). Further, in response to an
analyst selecting a cluster, information associated with the
cluster may be provided to the analyst. For example, the
analyst may be provided with a name of the cluster, a cluster
strategy by which the cluster was generated, a list of
generated conclusions, and/or one or more lists or tables of
data related to the cluster. For example, the one or more lists
or tables of data related to the cluster may be drawn from the
data items of the cluster, and may be filtered by the analyst
according to time and/or type of data. In an embodiment,
various generated clusters in the interactive user interface
may be organized according to clustering strategies whereby
each of the clusters were generated. In an embodiment, a
cluster type may be associated with each cluster, and may be
determined according to the cluster strategy that generated
the cluster.

[0087] As mentioned above, in various embodiments, a
generated cluster may include far fewer data items than are
included in a full source database and/or references to
master instances of data items, and the data items included
in the cluster may only include those data items that are
relevant to a particular investigation (for example, a fraud
investigation). Accordingly, in an embodiment, processing
of the generated cluster may be highly efficient as compared
to the collection of data described above. This may be
because, for example, a given fraud investigation by an
analyst (for example, as the analyst sifts and/or searches
through data items of a cluster) may only require storage in
memory of a single cluster data structure. Further, a number
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of data items in a cluster may be several orders of magnitude
smaller than in the entire electronic collection of data
described above because only data items related to each
other are included in the cluster.

[0088] Additionally, the automated analysis and scoring of
clusters (as mentioned above) may enable highly efficient
evaluation of the various data clusters by a human analyst.
For example, the interactive user interface us generated so as
to enable an analyst to quickly view critical data clusters (as
determined by the automated scoring), and then in response
to analyst inputs, view and interact with the generated
information (including, for example, the human-readable
conclusions) associated with the clusters. In response to user
inputs the user interface may be updated to display raw data
associated with each of the generated clusters if the analyst
desires to dive deeper into data associated with a given
cluster.

[0089] In various embodiments, the data analysis system
may be used in various data analysis applications. Such
applications may include, for example, trader oversight,
financial fraud detection, tax fraud detection, beaconing
malware detection, malware user-agent detection, other
types of malware detection, activity trend detection, health
insurance fraud detection, financial account fraud detection,
detection of activity by networks of individuals, criminal
activity detection, network intrusion detection, detection of
phishing efforts, money laundering detection, and/or finan-
cial malfeasance detection. Examples of many of the above-
mentioned data analysis applications, including methods and
systems for identifying data items, generating data clusters,
and analyzing/scoring clusters, are disclosed in the various
related applications listed above and previously incorpo-
rated by reference herein.

[0090] As mentioned in reference to various features of
the disclosure below, this application is related to U.S. patent
application Ser. No. 14/139,628, now U.S. Pat. No. 9,171,
334, titled “TAX DATA CLUSTERING,” and filed Dec. 23,
2013; U.S. patent application Ser. No. 14/139,603, now U.S.
Pat. No. 8,788,407, titled “MALWARE DATA CLUSTER-
ING,” and filed Dec. 23, 2013; U.S. patent application Ser.
No. 14/139,713, now U.S. Pat. No. 9,165,299, titled “USER-
AGENT DATA CLUSTERING,” and filed Dec. 23, 2013,
U.S. patent application Ser. No. 14/139,640, now U.S. Pat.
No. 9,177,344, titled “TREND DATA CLUSTERING,” and
filed Dec. 23, 2013; U.S. patent application Ser. No. 14/251,
485, titled “FRAUD DETECTION AND SCORING,” and
filed Apr. 11, 2014; U.S. patent application Ser. No. 14/278,
963, now U.S. Pat. No. 9,230,280, titled “CLUSTERING
DATA BASED ON INDICATIONS OF FINANCIAL MAL-
FEASANCE,” and filed May 15, 2014; U.S. patent appli-
cation Ser. No. 14/473,552, now U.S. Pat. No. 9,202,249,
titled “DATA ITEM CLUSTERING AND ANALYSIS,” and
filed Aug. 29, 2014; U.S. patent application Ser. No. 14/473,
920, titled “EXTERNAL MALWARE DATA ITEM CLUS-
TERING AND ANALYSIS,” and filed Aug. 29, 2014; and
U.S. patent application Ser. No. 14/473,860, now U.S. Pat.
No. 9,021,260, titled “MALWARE DATA ITEM ANALY-
SIS,” and filed Aug. 29, 2014. The entire disclosure of each
of the above items is hereby made part of this specification
as if set forth fully herein and incorporated by reference for
all purposes, for all that it contains.

[0091] In the following description, numerous specific
details are set forth to provide a more thorough understand-
ing of various embodiments of the present disclosure. How-
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ever, it will be apparent to one of skill in the art that the
systems and methods of the present disclosure may be
practiced without one or more of these specific details.

Examples of Data Items, Properties, and Links

[0092] In various embodiments, different types of data
items may have different property types. For example, a
“Person” data item may have an “Eye Color” property type
and an “Event” data item may have a “Date” property type.
Each property as represented by data in a database may have
a property type defined by an ontology used by the database.
Further, data items may be instantiated in a database in
accordance with a corresponding object definition for the
particular data item in the ontology. For example, a specific
monetary payment (for example, an item of type “event”) of
US$30.00 (for example, a property of type “currency”
having a property value of “US$30.00”) taking place on
Mar. 27, 2009 (for example, a property of type “date” having
a property value of “Mar. 27, 2009") may be stored in the
database as an event object with associated currency and
date properties as defined within the ontology.

[0093] Data objects defined in an ontology may support
property multiplicity. In particular, a data item may be
allowed to have more than one property of the same property
type. For example, a “Person” data object may have multiple
“Address” properties or multiple “Name” properties.
[0094] A link represents a connection between two data
items and may be through any of a relationship, an event,
and/or matching properties. A link may be asymmetrical or
symmetrical. For example, “Person” data item A may be
connected to “Person” data item B by a “Child Of” rela-
tionship (where “Person” data item B has an asymmetric
“Parent Of” relationship to “Person” data item A), a “Kin
Of” symmetric relationship to “Person” data item C, and an
asymmetric “Member Of” relationship to “Organization”
data item X. The type of relationship between two data items
may vary depending on the types of the data items. For
example, “Person” data item A may have an “Appears In”
relationship with “Document™ data item Y or have a “Par-
ticipate In” relationship with “Event” data item E. As an
example of an event connection, two “Person” data items
may be connected by an “Airline Flight” data item repre-
senting a particular airline flight if they traveled together on
that flight, or by a “Meeting” data item representing a
particular meeting if they both attended that meeting. In one
embodiment, when two data items are connected by an
event, they are also connected by relationships, in which
each data item has a specific relationship to the event, such
as, for example, an “Appears In” relationship.

[0095] As an example of a matching properties connec-
tion, two “Person” data items representing a brother and a
sister may both have an “Address” property that indicates
where they live. If the brother and the sister live in the same
home, then their “Address” properties likely contain similar,
if not identical property values. In one embodiment, a link
between two data item may be established based on similar
or matching properties (for example, property types and/or
property values) of the data item. These are just some
examples of the types of connections that may be repre-
sented by a link and other types of connections may be
represented; embodiments are not limited to any particular
types of connections between data items. For example, a
document may contain references to two different items. For
example, a document may contain a reference to a payment
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(one data item), and a person (a second data item). A link
between these two data items may represent a connection
between these two items through their co-occurrence within
the same document.

[0096] Each data item may have multiple links with
another data item to form a link set. For example, two
“Person” data items representing a husband and a wife may
be linked through a “Spouse Of” relationship, a matching
“Address” property, and/or one or more matching “Event”
properties (for example, a wedding). Each link, as repre-
sented by data in a database, may have a link type defined
by the database ontology used by the database.

[0097] In various embodiments, the data analysis system
may access various data items and associated properties
from various databases and data sources. Such databases and
data sources may include a variety of information and data,
such as, for example, personal information (for example,
names, addresses, phone numbers, personal identifiers, and
the like), financial information (for example, financial
account information, transaction information, balance infor-
mation, and the like), tax-related information (for example,
tax return data, and the like), computer network-related data
(for example, network traffic information, IP (Internet Pro-
tocol) addresses, user account information, domain infor-
mation, network connection information, and the like),
and/or computer-related activity data (for example, com-
puter events, user actions, and the like), among others.

DESCRIPTION OF THE FIGURES

[0098] Embodiments of the disclosure will now be
described with reference to the accompanying Figures,
wherein like numerals refer to like elements throughout. The
terminology used in the description presented herein is not
intended to be interpreted in any limited or restrictive
manner, simply because it is being utilized in conjunction
with a detailed description of certain specific embodiments
of the disclosure. Furthermore, embodiments of the disclo-
sure described above and/or below may include several
novel features, no single one of which is solely responsible
for its desirable attributes or which is essential to practicing
the embodiments of the disclosure herein described.

1. Example Data Analysis System

[0099] FIG. 1 is a block diagram illustrating an example
data analysis system 100, according to one embodiment. As
shown in the embodiment of FIG. 1, the data analysis system
100 includes an application server 115 running on a server
computing system 110, a client 135 running on a client
computer system 130, and at least one database 140. Further,
the client 135, application server 115, and database 140 may
communicate over a network 150, for example, to access
data sources 160.

[0100] The application server 115 may include a cluster
engine (also referred to as a “rules engine”) 120, a workflow
engine 125, and a user interface engine 126. The cluster
engine 120, a workflow engine 125, and user interface
engine 126 may be software modules as described below in
reference to FIG. 8. According to an embodiment, the
cluster/rules engine 120 is configured to build one or more
clusters of related data items according to a defined cluster
generation strategy (including generating seeds according to
seed generation strategies/rules), score clusters according to
a scoring strategy, and/or analyze clusters including gener-
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ating human-readable conclusions according to analysis
rules/criteria. The cluster/rules engine 120 may read data
from a variety of data sources 160 to generate seeds,
generate clusters from seeds, score clusters, and analyze
clusters. Once created, the resulting clusters may be stored
on the server computing system 110 and/or on the database
140. The operations of the cluster/rules engine 120 are
discussed in detail below.

[0101] As mentioned, in an embodiment, the cluster/rules
engine 120 is configured to score the clusters, according to
a defined scoring strategy. The score may indicate the
importance of analyzing the cluster. For instance, the cluster/
rules engine 120 may execute a scoring strategy that aggre-
gates the account balances of credit card accounts within the
cluster. Because, for example, a large aggregated total
balance may indicate a large liability for a financial institu-
tion, a cluster with such a large total balance may be
considered to have a higher score relative to other clusters
with lower aggregated total balances (and, therefore, lower
scores). Thus, a cluster with a higher score relative to a
cluster with a lower score may be considered more impor-
tant to analyze.

[0102] As described below, in an embodiment the cluster/
rules engine 120 is configured to apply one or more analysis
rules or criteria to the generated cluster to generate one or
more human-readable conclusions (as mentioned above,
also referred to herein as “summaries™). In various embodi-
ments the one or more analysis rules/criteria may be based
on one or more scoring strategies. Also, in various embodi-
ments the scoring strategies may be based on one or more
analysis rules/criteria. As described below, the cluster/rules
engine 120 may generate an “alert score” for a given cluster.
The alert score may be the same as, similar to, and/or based
on any of the cluster scores, metascores, and/or conclusions
described herein. In an embodiment, the alert score may be
a metascore, and may be one of multiple values correspond-
ing to, for example, a high alert, a medium alert, or a low
alert. The alert score is described in further detail below.

[0103] In an embodiment, the user interface engine 126
generates various user interfaces of the data analysis system
as described below. In one embodiment, the cluster engine
120, in conjunction with the user interface engine 126,
organizes and presents the clusters and/or groups of clusters
according to the assigned scores. The cluster engine 120 and
the user interface engine 126 may present information
associated with the clusters and/or interactive representa-
tions of the clusters within a user interface presented to the
analyst, as described below. For example, the representa-
tions may provide visual indications (e.g., graphs or other
visualizations) of the related data items within the clusters
and/or groups of clusters. The cluster engine 120 and/or the
user interface engine 126 may be configured and/or designed
to generate user interface data useable for rendering the
interactive user interfaces described herein, such as a web
application and/or a dynamic web page displayed within the
client 135. In various embodiments the user interface data
may be transmitted to the client 135, and/or any other
computing device, such that the example user interfaces are
displayed to the analyst (and/or other users of the system).
The cluster engine 120 and/or the user interface engine 126
may also allow an analyst to create tasks associated with the
clusters. Example operations of the cluster engine 120
and/or the user interface engine 126 are discussed in detail
below in conjunction with various figures. In one embodi-
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ment, the cluster engine 120 generates clusters automati-
cally, for example, for subsequent review by analysts.

[0104] Analysts may also assign tasks to themselves or
one another via a workflow user interface generated by the
workflow engine 125 and/or the user interface engine 126,
for example. The workflow engine 125 and/or the user
interface engine 126 may consume scores generated by the
cluster engine 120. For example, the workflow engine 125
and/or the user interface engine 126 may present an analyst
with clusters generated, scored, and ordered by the cluster
engine 120.

[0105] The client 135 may represent one or more software
applications or modules configured to present data and
translate input, from the analyst, into requests for data
analyses by the application server 115. In one embodiment,
the client 135 and the application server 115 may be embod-
ied in the same software module and/or may be included in
the same computing system. However, several clients 135
may execute on the client computer 130, and/or several
clients 135 on several client computers 130 may interact
with the application server 115. In one embodiment, the
client 135 may be a browser (and/or other software program)
accessing a web service and configured to render the user
interfaces based on the user interface data.

[0106] While the client 135 and application server 115 are
shown running on distinct computing systems, the client 135
and application server 115 may run on the same computing
system. Further, the cluster engine 120 and the workflow
engine 125 may run on separate applications servers 115, on
separate server computing systems, or some combination
thereof. Additionally, a history service may store the results
generated by an analyst relative to a given cluster

[0107] In one embodiment, the data sources 160 provide
data available to the cluster engine to create or generate
seeds and/or to create or generate clusters from a seed or a
set of seeds. Such data sources may include relational data
sources, web services data, XML data, and the like. Further,
such data sources may include a variety of information and
data, for example, personal information, financial informa-
tion, tax-related information, computer network-related
data, and/or computer-related activity data, among others.
For example, the data sources may be related to customer
account records stored by a financial institution. In such a
case, the data sources may include a credit card account data,
bank account data, customer data, and transaction data. The
data may include data attributes such as account numbers,
account balances, phone numbers, addresses, and transac-
tion amounts, and the like. Of course, data sources 160 is
included to be representative of a variety of data available to
the server computer system 110 over network 150, as well
as locally available data sources.

[0108] The database 140 may be a Relational Database
Management System (RDBMS) that stores the data as rows
in relational tables. The term “database,” as used herein,
may refer to an database (e.g., RDBMS or SQL database),
or may refer to any other data structure, such as, for example
a comma separated values (CSV), extensible markup lan-
guage (XML), text (TXT) file, flat file, spreadsheet file,
and/or any other widely used or proprietary format. While
the database 140 is shown as a distinct computing system,
the database 140 may operate on the same server computing
system 110 as the application server 115.
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II. Example Cluster Generation

[0109] FIG. 2 is a block diagram illustrating an example
generation of clusters by data analysis system 200, accord-
ing to an embodiment. As shown, in an embodiment the
cluster engine 120 (FIG. 1) interacts with a seed list 210, a
cluster list 250, a cluster strategy store 230, and data
bindings 237. The seed list 210 may include seeds 212-1,
212-2...212-8, and the cluster list 250 may include clusters
252-1, 252-2 . . . 252-C. The cluster engine 120 may be
configured as a software application, module, or thread that
generates the clusters 252-1,252-2 . . . 252-C from the seeds
212-1, 212-2 . .. 212-S.

[0110] Seeds 212 (including one, some, or all of seeds
212-1 through 212-S) may be generated by the cluster
engine 120 according to various seed generation strategies/
rules. Examples of seed generation are described below in
reference to various example applications of the data analy-
sis system. According to an embodiment, once generated,
seeds 212 may be the starting point for generating a cluster
252. To generate a cluster, the cluster engine 120 may
retrieve a given seed 212 from the seed list 210. The seed
212 may be a data item or group of data items within the
database 140, such as a customer name, a customer social
security number, an account number, and/or a customer
telephone number.

[0111] The cluster engine 120 may generate the cluster
252 from the seed 212. In one embodiment, the cluster
engine 120 generates the cluster 252 as a collection of data
items and the relationships between the various data items.
As noted above, the cluster strategy may execute data
bindings in order to add each additional layer of data items
to the cluster. For example, the cluster engine 120 may
generate the cluster 252-1 from a seed credit card account.
The cluster engine 120 may first add the credit card account
to the cluster 252-1. The cluster engine 120 may then add
customers related to the credit card account to the cluster
252-1. The cluster engine 120 may complete the cluster
252-1 by adding additional credit card accounts related to
those customers. As the cluster engine 120 generates the
cluster 252-1, the cluster engine 120 may store the cluster
252-1 within the cluster list 250. The cluster 252-1 may be
stored as a graph data structure or other appropriate data
structure.

[0112] The cluster list 250 may be a collection of tables in
the database 140. In such a case, there may be a table for the
data items of each cluster 252, such as those of example
cluster 252-1 discussed above, a table for the relationships
between the various data items, a table for the attributes of
the data items, and a table for scores of the clusters. The
cluster list 250 may include clusters 252 from multiple
investigations. Note that the cluster engine 120 may store
portions of clusters 252 in the cluster list 250 as the cluster
engine 120 generates the clusters 252. Persons skilled in the
art will recognize that many technically feasible techniques
exist for creating and storing data structures that may be
used to implement the systems and methods of the data
analysis system.

[0113] The cluster strategy store 230 may include cluster
strategies 232-1,232-2 . .. 232-N. Each cluster strategy may
include data binding references 235 to one or more data
bindings 237. As noted, each data binding may be used to
identify data that may grow a cluster (as determined by the
given search strategy 232). For example, the cluster engine
120 may execute a cluster strategy 232-1 to generate the
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cluster 252-1. Specifically, the cluster engine 120 may
execute the cluster strategy 232-1 in response to selection of
that cluster strategy by an analyst. The analyst may submit
a selection of one or more cluster strategies to perform on a
seed or group of seeds to the cluster engine 120 through the
client 135. Alternatively, the cluster engine 120 may auto-
matically select one or more cluster strategies, such as based
on user preferences or rules.

[0114] According to an embodiment, each cluster strategy
232 is configured so as to perform an investigation processes
for generating a cluster 252. Again, for example, the cluster
strategy 232-2 may include data binding references 235 to a
collection of data bindings executed to add layer after layer
of data to a cluster. The investigation process may include
searches to retrieve data items related to a seed 212 that is
selected for clustering using cluster strategy 232-2. For
example, the cluster strategy 232-2 may start with a possibly
fraudulent credit card account as the seed 212-2. The cluster
strategy 232-2 may search for customers related to the credit
card account, and then additional credit card accounts
related to those customers. A different cluster strategy 232-3
may search for customers related to the credit card account,
phone numbers related to the customers, additional custom-
ers related to the phone numbers, and additional credit card
accounts related to the additional customers, for example.
[0115] In an embodiment, cluster strategies 232 include
references to at least one data binding 237 (such as data
bindings 237-1 through 237-3). The cluster engine 120 may
execute a search protocol specified by the data binding 237
to retrieve data, and the data returned by a given data binding
may form a layer within the cluster 252. For instance, the
data binding 237 (and/or the search protocol of the data
binding 237) may retrieve sets of customers related to an
account by an account owner attribute. The data binding 237
(and/or the search protocol of the data binding 237) may
retrieve the set of related data items from a data source. For
instance, the data binding 237-1 may specify a database
query to perform against a database. Likewise, the data
binding 237-2 may define a connection and/or query to a
remote relational database system and the data binding
237-3 may define a connection and/or query against a
third-party web service. Once retrieved, the cluster strategy
232 may evaluate whether the returned data should be added
to a cluster being grown from a given seed 212.

[0116] Multiple cluster strategies 232 may reference a
given data binding 237. The analyst may update the data
binding 237, but typically updates the data binding 237 only
if the associated data source changes. A cluster strategy 232
may also include a given data binding 237 multiple times.
For example, executing a data binding 237 using one seed
212 may generate additional seeds for that data binding 237
(and/or generate seeds for another data binding 237). More
generally, different cluster strategies 232-1, 232-2 . ..232-N
may include different arrangements of various data bindings
237 to generate different types of clusters 252.

[0117] The cluster strategies 232 may specify that the
cluster engine 120 use an attribute from the related data
items retrieved with one data binding 237, as input to a
subsequent data binding 237. The cluster engine 120 may
use the subsequent data binding 237 to retrieve a subsequent
layer of related date items for the cluster 252. For instance,
a particular cluster strategy 232 may specify that the cluster
engine 120 retrieve a set of credit card account data items
with a first data binding 237-1. That cluster strategy 232 may
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also specify that the cluster engine 120 then use the account
number attribute from credit card account data items as input
to a subsequent data binding 237-2. The cluster strategy 232
may also specify filters for the cluster engine 120 to apply
to the attributes before performing the subsequent data
binding 237. For instance, if the first data binding 237-1
were to retrieve a set of credit card account data items that
included both personal and business credit card accounts,
then the cluster engine 120 could filter out the business
credit card accounts before performing the subsequent data
binding 237-2.

[0118] In operation, according to an embodiment, the
cluster engine 120 generates a cluster 252-1 from a seed
212-1 by first retrieving a cluster strategy 232. Assuming the
analyst selected a cluster strategy 232-2, the cluster engine
120 would retrieve the cluster strategy 232-2 from the
cluster strategy store 230. The cluster engine 120 may then
retrieve the seed 212-1 as input to the cluster strategy 232-2.
The cluster engine 120 may execute the cluster strategy
232-2 by retrieving sets of data by executing data bindings
237 referenced by the cluster strategy 232-2. For example,
the cluster strategy 232-2 may execute data bindings 237-1,
237-2, and 237-3. Accordingly, the cluster engine 120 may
evaluate data returned by each data binding 237 to determine
whether to use that data to grow the cluster 252-1. The
cluster engine 120 may then use elements of the returned
data as input to the next data binding 237. Of course, a
variety of execution paths are possible for the data bindings
237. For example, assume one data binding 237 returned a
set of phone numbers. In such a case, another data binding
237 may evaluate each phone number individually. As
another example, one data binding 237 may use input
parameters obtained by executing multiple, other data bind-
ings 237. More generally, the cluster engine 120 may
retrieve data for each data binding referenced by the cluster
strategy 232-2. The cluster engine 120 may then store the
complete cluster 252-1 in the cluster list 250.

[0119] As the cluster engine 120 generates the clusters
252-1, 252-2 . .. 252-C from seeds 212-1, 212-2 . .. 212-S,
the cluster list 250 may include overlapping clusters 252.
For example, two clusters 252-1 and 252-C may overlap if
both clusters 252-1 and 252-C include a common data item.
In an example, a larger cluster 252 formed by merging two
smaller clusters 252-1 and 252-C may be a better investi-
gation starting point than the smaller clusters 252-1 and
252-C individually. The larger cluster 252 may provide
additional insight or relationships, which may not be avail-
able if the two clusters 252-1 and 252-C remain separate.

[0120] In an embodiment, the cluster engine 120 includes
a resolver 226 that is configured to detect and merge two or
more overlapping clusters 252 together. For example, the
resolver 226 may compare the data items within a cluster
252-1 to the data items within each one of the other clusters
252-2 through 252-C. If the resolver 226 finds the same data
item within the cluster 252-1 and a second cluster 252-C,
then the resolver 226 may merge the two clusters 252-1 and
252-C into a single larger cluster 252. For example, the
cluster 252-1 and cluster 252-C may both include the same
customer. The resolver 226 may compare the data items of
cluster 252-1 to the data items of cluster 252-C and detect
the same customer in both clusters 252. Upon detecting the
same customer in both clusters 252, the resolver 226 may
merge the cluster 252-1 with cluster 252-C. The resolver 226
may test each pair of clusters 252 to identify overlapping
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clusters 252. Although the larger clusters 252 may be better
investigation starting points, an analyst may want to under-
stand how the resolver 226 formed the larger clusters 252.
Accordingly, the resolver 226, may store a history of each
merge.

[0121] In various embodiments, clusters may be merged
based on various criteria and/or combinations of criteria
include, for example, when the clusters include a minimum
number of data items that are common among the clusters,
when the clusters include a minimum number of data items
that are common among the clusters and which data items
are within a particular proximity in each cluster to a seed of
the cluster, when a particular quantity of properties are
common among data items of the clusters even when the
data items themselves are not identical, and/or the like.
[0122] In an embodiment, cluster merging (for example,
by resolver 226) may be optionally disabled for particular
types of data items, and/or particular data items. For
example, when a particular data item, or type of data item,
is so common that it may be included in many different
clusters (for example, an institutional item such as a bank),
merging of cluster based on that common item (for example,
the particular bank) or common type of item (for example,
banks in general) may be disabled. In another embodiment,
cluster may be merged only when they share two or more
common data items and/or other properties. In an embodi-
ment, when two clusters are determined to share a data item
that this very common (such that they cluster may not be
merged based on that item) the system may automatically
determine whether the two clusters share one or more other
data items and/or properties such that they may be merged.
In various embodiments, cluster merging may be disabled
based on other criteria. For example, cluster merging
between two related clusters may be disabled when one or
both of the two clusters reach a particular size (for example,
include a particular number of data items).

[0123] After the cluster engine generates a group of clus-
ters from a given collection of seeds (and after merging or
resolving the cluster), the cluster engine 120 may score,
rank, and/or otherwise order the clusters relative to a scoring
strategy 442. In some embodiments, clusters are scored and
provided to the analysis without resolving.

[0124] In one embodiment, the analysis system 100, and
more specifically, the cluster engine 120, receives a request
for cluster generation. In response to the request, a list of
seeds may be generated, clusters may be generated based on
those seeds, and the clusters may be ranked, ordered, and
presented to analysts. In an embodiment, the cluster engine
120 may consume seeds generated by other systems. Alter-
natively, in other embodiments, cluster engine 120 may
generate the seeds 212-1, 212-2 . . . 212-S. For instance, the
cluster engine 120 may include a seed generation strategy
(also referred to as a “lead generation strategy”) that iden-
tifies data items, or groups of data items, as potential seeds
212. The seed generation (and/or lead generation) strategy
may apply to a particular business type, such as credit cards,
stock trading, or insurance claims, and may be run against a
cluster data source 160 or an external source of information.
[0125] In an embodiment, the analysis system 100 may
not include data bindings as described above. Rather,
according to an embodiment, the analysis system 100 may
include one or more interfaces and/or connections to various
internal and/or external data stores of data items and/or other
information (for example, data sources(s) 160. According to
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an embodiment, the system may include a generic interface
and/or connection to various internal and/or external data
stores of data items and/or other information. For example,
the analysis system 100 may include a generic data interface
through which the system may search, access, and/or filter
various data item information during seed generation, clus-
ter generation, and/or analysis of the clusters. The generic
interface may include various aspects that enable searching,
accessing, and/or filtering of data. For example, the generic
interface may access various data sources that each have
differing data formats. The generic interface may accord-
ingly covert and/or filter the accessed data to a common
format. Alternatively, the data sources may include func-
tionality through which stored data may be searched and/or
converted to a standard format automatically. In an embodi-
ment, the generic interface may enable Federated search of
multiple data stores of data item-related information.
Accordingly, in various embodiments, the analysis system
100 may access various data sources for data item clustering
and seed generation.

[0126] Additional details of the server computing system
110, the data sources 160, and other components of the data
analysis system are described below in reference to FIG. 8.
[0127] FIGS. 3A-3C illustrate an example growth of a
cluster 252 of related data items, according to an embodi-
ment. As shown in FIG. 3A, an example cluster 252 may
include a seed item 302, links 303-1 and 303-2, and related
data items 305-1 and 305-2. The cluster 252 may be based
upon a seed 212 (for example, data item 302). The cluster
engine 120 may build the cluster 252 by executing a cluster
strategy 232 with the following searches:

[0128] Find seed owner
[0129] Find all phone numbers related to the seed owner
[0130] Find all customers related to the phone numbers
[0131] Find all accounts related to the customers
[0132] Find all new customers related to the new
accounts
[0133] In the example, assuming the seed 212 is fraudu-

lent credit card account, the cluster engine 120 would add
the credit card account to the cluster 252 as the seed item
302. The cluster engine 120 may then use the account owner
attribute of the credit card account as input to a data binding
237. The cluster engine 120 may execute the search protocol
of the data binding 237 to retrieve the customer data
identifying the owner of the fraudulent credit card account.
The cluster engine 120 would then add the customer data to
the cluster 252 as the related data item 305-1. The cluster
engine 120 would also add the account owner attribute as the
link 303-1 that relates the account number to the customer
data of the owner. The cluster engine 120 would execute the
next search of the cluster strategy 232 by inputting the
customer identifier attribute of the customer data into a data
binding 237 to retrieve a phone data. The cluster engine 120
would then add the phone data as the related data item 305-2
and the customer identifier attribute as the link 303-2
between the customer data and the phone data. At this point
in the investigation process, the cluster 252 would include
the seed item 302, two links 303-1 and 303-2, and two
related data items 305-1 and 305-2. That is, the cluster 252
would include the fraudulent credit card account, the cus-
tomer data of the owner of the credit card, and the phone
number of the owner. By carrying the investigation process
further, the cluster engine 120 may reveal further related
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information, for example, additional customers and/or
potentially fraudulent credit card accounts.

[0134] Turning to FIG. 3B, and continuing the example,
the cluster engine 120 may continue executing the cluster
strategy 232 by searching for additional account data items
related to the phone number of the owner of the fraudulent
credit card account. As discussed, the phone number may be
stored as related data item 305-2. The cluster engine 120
would input the phone owner attribute of the phone number
to a data binding 237. The cluster engine 120 would execute
the search protocol of data binding 237 to retrieve the data
of two additional customers, which the cluster engine 120
would store as related data items 305-3 and 305-4. The
cluster engine 120 would add the phone owner attribute as
the links 303-3 and 304-4 between the additional customers
and the phone number.

[0135] Continuing the example, FIG. 3C shows the cluster
252 after the cluster engine 120 performs the last step of the
example cluster strategy 232. For example, the cluster
engine 120 would use the customer identifier attribute of the
related data item 305-3 and 305-4 to retrieve and add
additional account data items as the related data items 305-5
and 305-6. The cluster engine 120 would couple the related
data items 305-5 and 305-6 to the related data items 305-3
and 305-4 with the customer identifier attributes stored as
links 303-5 and 303-6. Thus, the cluster 252 would include
six related data items 305 related by six links 303, in
addition to the seed item 302.

[0136] In an embodiment, the analyst may identify and
determine whether the additional data account items, stored
as related data items 305-5 and 305-6, represent fraudulent
credit card accounts more efficiently than if the analyst
started an investigation with only the seed 302. As the
foregoing example illustrates, according to various embodi-
ments, the data analysis system may enable an analyst to
advantageously start an investigation with a cluster includ-
ing many related data items (such as the example cluster 252
with the seed item 302 and related data items 305) rather
than a single data item.

[0137] In various embodiments, clusters may be generated
automatically, on a schedule, on demand, and/or as needed,
as described below.

III. Example Cluster Scoring/Ranking

[0138] FIG. 4 illustrates an example ranking of clusters
252 by the data analysis system 100 shown in FIG. 1,
according to an embodiment of the present disclosure. As
shown, an example system 400 of FIG. 4 illustrates some of
the same elements as shown in FIG. 1 and FIG. 2, including
the cluster engine 120 in communication with the cluster list
250. In addition, FIG. 4 illustrates a scoring strategy store
440 in communication with the cluster engine 120. The
scoring strategy store 440 includes scoring strategies 442-1,
442-2 . . . 442-R.

[0139] In an embodiment, the cluster engine 120 executes
a scoring strategy 442 to score a cluster 252. For example,
the cluster engine 120 may generate a cluster (for example,
via a cluster strategy/data bindings) and attempt to resolve it
with existing clusters. Thereafter, the cluster engine 120 may
score the resulting cluster with any scoring strategies asso-
ciated with a given cluster generation strategy. In an embodi-
ment, the multiple scores may be generated for a given
cluster. The multiple scores may be based on various
aspects, metrics, or data associated with the cluster. In one
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embodiment, a cluster metascore may be generated based on
a combination or aggregation of scores associated with a
given cluster. Ordering for a group of clusters, (according to
a given scoring strategy) may be performed on demand
when requested by a client. Alternatively, the analyst may
select a scoring strategy 442 through the client 135 and/or
the analyst may include the selection within a script or
configuration file. In another alternative, the data analysis
system may automatically select a scoring strategy. In other
embodiments, the cluster engine 120 may execute several
scoring strategies 442 to determine a combined score for the
cluster 252.

[0140] In an embodiment, a scoring strategy (such as
scoring strategy 442) specifies an approach for scoring a
cluster (such as cluster 252). A score may indicate a relative
importance or significance of a given cluster. For example,
the cluster engine 120 may execute a scoring strategy 442-1
to determine a score by counting the number of a particular
data item type that are included within the cluster 252.
Assume, for example, a data item corresponds with a credit
account. In such a case, a cluster with a large number of
accounts opened by a single individual (possibly within a
short time) might correlate with a higher fraud risk. Of
course, a cluster score may be related to a high risk of fraud
based on the other data in the cluster, as appropriate for a
given case. More generally, each scoring strategy 442 may
be tailored based on the data in clusters created by a given
cluster strategy 230 and a particular type of risk or fraud
(and/or amounts at risk) of interest to an analyst.

[0141] According to an embodiment, the cluster engine
120 scores a cluster 252-1 by first retrieving a scoring
strategy 442. For example, assume an analyst selects scoring
strategy 442-1. In response, the cluster engine 120 may
retrieve the scoring strategy 442-1. The cluster engine 120
may also retrieve the cluster 252-1 from the cluster list 250.
After determining the score of the cluster 252-1, the cluster
engine 120 may store the score with the cluster 252-1 in the
cluster list 250.

[0142] The cluster engine 120 may score multiple clusters
252-1, 252-2 . . . 252-C in the cluster list 250. The cluster
engine 120 may also rank the clusters 252-1, 252-2 . . .
252-C based upon the scores. For instance, the cluster
engine 120 may rank the cluster 252-1, 252-2 . . . 252-C
from highest score to lowest score. In various embodiment,
cluster may be ranked according into multiple scores, com-
binations of scores, and/or metascores.

[0143] As mentioned above, the cluster/rules engine 120
may generate an “alert score” for the clusters. The alert score
may be the same as, similar to, and/or based on any of the
cluster scores, metascores, and/or conclusions described
herein. In an embodiment, the alert score may be a metas-
core, and may be one of multiple values corresponding to,
for example, a high alert, a medium alert, or a low alert. The
alert score is described in further detail below.

IV. Example User Interface

[0144] FIG. 5 illustrates an example user interface 500,
according to one embodiment. As described above, the
cluster engine 120, the workflow engine 125, and/or the user
interface engine 126 may be configured to present the user
interface 500. As shown, the example user interface 500
includes a selection box 510, a cluster strategy box 530, a
cluster summary list 525, a cluster search box 520, and a
cluster review window 515. The user interface 500 may be
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generated as a web application or a dynamic web page
displayed within the client 135.

[0145] In the example user interface 500 of FIG. 5, the
selection box 510 may allow the analyst to select, for
example, a seed generation strategy and/or a previously
generated seed or seed list (for example, seed list 210). The
analyst may select the items (for example, a seed generation
strategy) by, for example, entering a name of a particular
item into a dropdown box (and/or other interface element) in
the selection box 510 (for example, the dropdown box
showing a selected strategy “Strategy-A”) and selecting a
“Go” button (and/or other interface element). Alternatively,
the analyst may select a particular item by, for example,
expanding the dropdown box and selecting an item from the
expanded dropdown box, which may list various seed gen-
eration strategies and/or seed lists, for example. In various
examples, seed lists and/or seed generation strategies may
be selected by the analyst that correspond to likely fraudu-
lent financial accounts, credit card account originating at a
particular bank branch, savings accounts with balances
above a particular amount, and/or any of the other seed
generation strategies described below in reference to the
various applications of the system.

[0146] For example, when the analyst selects a particular
seed generation strategy, the system may generate a seed list
(for example, seed list 210) and then may generate clusters
based on seeds of the seed list. The seed list and/or clusters
may, in an embodiment, be generated in response to a
selection of a particular seed generation strategy. The seed
generation strategy may generate a seed list (for example,
seed list 210) and/or clusters (for example, clusters 252-1,
252-2, . .. 252-C of the cluster list 250) from the database
140 and/or an external source of information (for example,
a cluster data source 160). Alternatively, when the analyst
selects a previously generated seed or seed list (for example,
seed list 210), the system may retrieve data related to the
selected seed list (for example, the seed items, clusters,
and/or related clustered data items) from, for example,
database 140 and/or an external source of information (for
example, a cluster data source 160). In an embodiment,
clusters may be generated in response to a selection of a
previously generated seed list (or, alternatively, a previously
generated seed). Alternatively, cluster may be been previ-
ously generated, and may be retrieved in response to selec-
tion of a previously generated seed list (or, alternatively, a
previously generated seed). In an embodiment, the analyst
may select a particular cluster of interest via the selection
box 510.

[0147] Further, in the example user interface 500 the
cluster strategy box 530 displays the cluster strategies 232
that the cluster engine 120 ran against the seed list 210. The
cluster engine 120 may execute multiple cluster strategies
232 against the seed list 210, so there may be multiple
cluster strategies 232 listed in the cluster strategy box 530.
The analyst may click on the name of a given cluster strategy
232 in the cluster strategy box 530 to review the clusters 252
that the cluster strategy 232 generated.

[0148] In an embodiment, the user interface 500 displays
information associated with the clusters 252 in the cluster
summary list 525. For example, the information associated
with the clusters may include characteristics of the clusters
252, such as identifiers, scores, and/or analysts assigned to
analyze the clusters 252. The system may select the clusters
252 for display in the cluster summary list 525 according to
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those or other characteristics. For instance, the system may
display the cluster information in the order of the scores of
the clusters 252, where a summary of the highest scoring
cluster 252 is displayed first.

[0149] The system (for example, cluster engine 120, the
workflow engine 125, and/or the user interface engine 126)
may control the order and selection of the cluster informa-
tion within the cluster summary list 525 based upon an input
from the analyst. The cluster search box 520 may include a
search text box coupled to a search button and a pull-down
control. The analyst may enter a characteristic of a cluster
252 in the search text box and then instruct the workflow
engine 125 to search for and display clusters 252 that include
the characteristic by pressing the search button. For
example, the analyst may search for clusters with a particu-
lar score. The pull-down control may include a list of
different characteristics of the clusters 252, such as score,
size, assigned analyst, and/or date created. The analyst may
select one of the characteristics to instruct the workflow
engine 125 to present the information associated with the
clusters 252 arranged by that characteristic.

[0150] In an embodiment, the system is also configured to
present details of a given cluster 252 within the cluster
review window 515. The system displays the details of the
cluster 252, for example, the score, and/or average account
balances within a cluster, when the analyst clicks a mouse
pointer on the associated summary within the cluster sum-
mary list 525. The system may present details of the cluster
252, such as the name of an analyst assigned to analyze the
cluster 252, a score of the cluster 252, and/or statistics or
graphs generated from the cluster 252. These details may
allow the analyst to determine whether to investigate the
cluster 252 further. The cluster review window 515 may also
include a button which may be clicked to investigate a
cluster 252 within a graph, and an assign button for assign-
ing a cluster to an analyst.

[0151] An analyst may click a mouse pointer on an
“Investigate in Graph” button representing a cluster to
investigate the cluster within an interactive graph. The
interactive representation may be a visual graph of the
cluster 252, where icons represent the items of the cluster
252 and lines between the icons represent the links between
items of the cluster 252. For example, the workflow engine
125 may display the interactive graph of the cluster 252
similar to the representation of the cluster 252 in FIG. 3C.
The interactive representation may allow the analyst to
review the attributes of the related data items and/or perform
queries for additional related data items.

[0152] In an embodiment, an administrative user may
click a mouse pointer on an assign button to assign the
associated cluster 252 to an analyst. The workflow engine
125 may also allow the administrative user to create tasks
associated with the clusters 252, while the administrative
user assigns the cluster 252. For example, the administrative
user may create a task for searching within the three highest
scoring clusters 252 for fraudulent credit card accounts. The
system may display the cluster information in the cluster
summary list 525 according to the names of the analysts
assigned to the clusters 252. Likewise, the system may only
display cluster information for the subset of the clusters 252
assigned to an analyst.

[0153] The interface shown in FIG. 5 is included to
illustrate one example interface useful for navigating and
reviewing clusters generated using the cluster engine 120
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and the workflow engine 125. In other embodiments, other
user interface constructs may be used to allow the analyst to
select cluster strategies 232, scoring strategies 242, and/or
seed generation strategies, initiate an investigation, and/or
review and analyze the clusters 252. For example, the user
interface engine 126 may display additional controls within
the user interface 500 for controlling the cluster generation
process and seclecting seed generation strategies, cluster
strategies 232, and/or scoring strategies 242. Also, the user
interface 500 may be displayed without the selection box
510 or the options to select a seed generation strategy. In
addition, although the workflow engine 125 may generate
the user interface 500, in various embodiments the user
interface 500 may be generated by a software application
distinct from the workflow engine 125. Further, in various
embodiments, the cluster review window 515 may be con-
figured to display a preview of the cluster 252 and/or
additional statistics generated from the cluster 252. As such,
an interactive representation of the cluster 252 may be
presented in an additional user interface and/or the cluster
252 may be exported to another software application for
review by the analyst.

[0154] In an alternative embodiment, and as described
below in reference to the various figures, various other user
interfaces may be generated by the system.

V. Example Operations

[0155] FIG. 6 is a flowchart of an example method of
generating clusters, according to an embodiment. Although
the method is described in conjunction with the systems of
FIGS. 1 and 2, persons skilled in the art will understand that
any system configured to perform the method, in any order,
is within the scope of this disclosure. Further, the method
600 may be performed in conjunction with method 700 for
scoring a cluster, described below, and the various other
methods described below including analyzing a cluster.

[0156] As shown, example cluster generation method 600
begins at block 605, where the cluster engine 120 retrieves
a cluster strategy (e.g., cluster strategy 232-2) and a seed
212. Once a cluster strategy is selected, the cluster engine
120 may identify a list of seeds from which to build clusters
using the selected cluster strategy. At block 610, the cluster
engine 120 initializes a cluster 252 with one of the seeds in
the list. The cluster 252 may be stored as a graph data
structure. The cluster engine 120 may initialize the graph
data structure and then add the seed 212-1 to the graph data
structure as the first data item.

[0157] At block 615, the cluster engine 120 may grow the
cluster 252 by executing the search protocol of a data
binding 237 from the cluster strategy 232-2. The cluster
strategy 232-2 may include a series of data bindings 237 that
the cluster engine 120 executes to retrieve related data items.
A given data binding 237 may include queries to execute
against a cluster data source 160 using the seed as an input
parameter. For example, if the seed 212-1 is an account
number, then the data binding 237 may retrieve the data
identifying the owner of the account with the account
number. After retrieving this information, the cluster engine
120 may add the customer data item to the cluster as a
related data item and the account owner attribute as the link
between the seed 212-1 and the related data item. After
retrieving the related data items, the cluster engine 120 may
add them to the cluster 252.
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[0158] At block 620, the cluster engine 120 determines if
the cluster strategy 232-2 is fully executed. If not the method
600 returns to block 615 to execute additional data bindings
for a given seed. Alternatively, as described above, the
cluster engine 120 may grow the cluster by searching for,
accessing, and/or filtering various data items through, for
example, a generic interface to various internal and/or
external data sources. Further, in an embodiment, the cluster
engine 120 may determine whether the cluster being gen-
erated is to be merged with another cluster, as described
above. Once the cluster strategy is executed for that seed, the
cluster engine 120 may determine and assign a score (or,
alternatively, multiple scores) to that cluster (relative 11a
specified scoring strategy). After generating clusters for a
group of seeds, such clusters may be ordered or ranked
based on the relative scores. Doing so may allow an analyst
to rapidly identify and evaluate clusters determined to
represent, for example, a high risk of fraud.

[0159] At block 625, the cluster engine 120 may store the
cluster 252 in cluster list 250. As mentioned above, the
cluster list 250 may be a collection of tables within a
relational database, where a table may include the seed and
related data items of the cluster 252 and another table may
include links between the related data items of the cluster
252.

[0160] At block 630, the cluster engine 120 determines if
there are more seeds 212 to analyze in the seed list 210. If
so, the method 600 returns to block 605 to generate another
cluster from the next seed. Otherwise, the method 600 ends.
Note, while method 600 describes a single cluster being
generated, one of skill in the art will recognize that multiple
instances of the cluster generation process illustrated by
method 600 may be performed in parallel.

[0161] FIG. 7 is a flowchart of an example method of
scoring clusters, according to an embodiment. Although the
method is described in conjunction with the systems of
FIGS. 1 and 4, persons skilled in the art will understand that
any system configured to perform the method steps, in any
order, is within the scope of the present invention.

[0162] As shown, the example cluster scoring method 700
begins at block 705, where the cluster engine 120 retrieves
a scoring strategy 442 and a cluster 252 (for example, a
cluster just created using the method 600 of FIG. 6). In other
cases, the cluster engine 120 may retrieve the scoring
strategy 442 associated with a stored cluster. Other alterna-
tives include an analyst selecting a scoring strategy 442
through the client 135, the cluster engine 120 via the cluster
analysis UI 500, a script, or a configuration file. The cluster
engine 120 may retrieve the selected scoring strategy 442
from the scoring strategy store 440, and the cluster 252 from
the cluster list 250.

[0163] At block 710, the cluster engine 120 executes the
scoring strategy 442 against the cluster 252. The scoring
strategy 442 may specify characteristics of the related data
items within the cluster 252 to aggregate. The cluster engine
120 may execute the scoring strategy 442 by aggregating the
specified characteristics together to determine a score. For
instance, the cluster engine 120 may aggregate account
balances of related data items that are account data items. In
such a case, a total amount of dollars (and/or average dollars
or any other aggregated, averaged, or normal attribute of the
cluster) included within the balances of the account data
items of the cluster 252 may be the score of the cluster 252.
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[0164] At block 715, the cluster engine 120 may store the
score with the cluster 252 in the cluster list 250. At step 720,
the cluster engine 120 determines if there are more clusters
252 to score. For example, in one embodiment, a set of
clusters may be re-scored using an updated scoring strategy.
In other cases, the cluster engine may score each cluster
when it is created from a seed (based on a given cluster
generation and corresponding scoring strategy). If more
clusters remain to be scored (and/or re-scored), the method
700 returns to block 705.

[0165] At block 725, the cluster engine 120 may rank the
clusters 252 according to the scores of the clusters 252. For
example, after re-scoring a set of clusters (or, alternatively,
after scoring a group of clusters generated from a set of
seeds), the cluster engine 125 may rank the clusters 252
from highest score to lowest score. The ranking may be used
to order a display of information associated with the clusters
252 presented to the analyst. The analyst may rely upon the
ranking and scores to determine which clusters 252 to
analyze first. The ranking and sorting may generally be
performed on-demand when an analyst is looking for a
cluster to investigate. Thus, the ranking need not happen at
the same time as scoring. Further, the clusters may be scored
(and later ranked) using different raking strategies.

[0166] In various embodiments, multiple scores for each
cluster may be determined according to methods similar to
the example method 700. Accordingly, clusters may be
ranked according to any of multiple scores. Additionally, in
various embodiments, multiple scores may be combined
and/or aggregated into a metascore that may be used to rank
the clusters. Various example score and metascore determi-
nations are described below in reference to FIGS. 10C, 11C,
12C, and 13C.

V1. Example Implementation Mechanisms/Systems

[0167] FIG. 8 illustrates components of an illustrative
server computing system 110, according to an embodiment.
The server computing system 110 may comprise one or
more computing devices that may perform a variety of tasks
to implement the various operations of the data analysis
system. As shown, the server computing system 110 may
include, one or more central processing unit (CPU) 860, a
network interface 850, a memory 820, and a storage 830,
each connected to an interconnect (bus) 840. The server
computing system 110 may also include an I/O device
interface 870 connecting /O devices 875 (for example,
keyboard, display, mouse, and/or other input/output devices)
to the computing system 110. Further, in context of this
disclosure, the computing elements shown in server com-
puting system 110 may correspond to a physical computing
system (for example, a system in a data center, a computer
server, a desktop computer, a laptop computer, and/or the
like) and/or may be a virtual computing instance executing
within a hosted computing environment.

[0168] The CPU 860 may retrieve and execute program-
ming instructions stored in memory 820, as well as store and
retrieve application data residing in memory 820. The bus
840 may be used to transmit programming instructions and
application data between the CPU 860, I/O device interface
870, storage 830, network interface 850, and memory 820.
Note that the CPU 860 is included to be representative of, for
example, a single CPU, multiple CPUs, a single CPU having
multiple processing cores, a CPU with an associate memory
management unit, and the like.
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[0169] The memory 820 is included to be representative
of, for example, a random access memory (RAM), cache
and/or other dynamic storage devices for storing information
and instructions to be executed by CPU 860. Memory 820
also may be used for storing temporary variables or other
intermediate information during execution of instructions to
be executed by CPU 860. Such instructions, when stored in
storage media accessible to CPU 860, render server com-
puting system 110 into a special-purpose machine that is
customized to perform the operations specified in the
instructions.

[0170] The storage 830 may be a disk drive storage device,
a read only memory (ROM), or other static, non-transitory,
and/or computer-readable storage device or medium coupled
to bus 840 for storing static information and instructions for
CPU 860. Although shown as a single unit, the storage 830
may be a combination of fixed and/or removable storage
devices, such as fixed disc drives, removable memory cards,
and/or optical storage, network attached storage (NAS),
and/or a storage area-network (SAN).

[0171] Programming instructions, such as the cluster
engine 120, the workflow engine 125, and/or the user
interface engine 126, may be stored in the memory 820
and/or storage 830 in various software modules, The mod-
ules may be stored in a mass storage device (such as storage
830) as executable software codes that are executed by the
server computing system 110. These and other modules may
include, by way of example, components, such as software
components, object-oriented software components, class
components and task components, processes, functions,
attributes, procedures, subroutines, segments of program
code, drivers, firmware, microcode, circuitry, data, data-
bases, data structures, tables, arrays, and variables.

[0172] Illustratively, according to an embodiment, the
memory 820 stores a seed list 210, a cluster engine 120, a
cluster list 250, a workflow engine 125, and a user interface
engine 126 (as described with reference to the various
figures above). The cluster engine 120 may include a cluster
strategy 232-2. The particular cluster strategy 232-2 may
include data bindings 237-1, 237-2, and 237-3, with which
the cluster engine 120 may access the cluster data source
160. The workflow engine 125 may include a scoring
strategy 442-1.

[0173] Illustratively, according to an embodiment, the
storage 830 includes a cluster strategy store 230, data
bindings store 835, a scoring strategy store 440, and one or
more cluster analysis rules or criteria 880. As described
above, the cluster strategy store 230 may include a collection
of different cluster strategies 232, such as cluster strategy
232-2. For example, the cluster strategy store 230 may be a
directory that includes the cluster strategies 232-1, 232-2 . .
. 232-N as distinct modules. The scoring strategy store 440
may include a collection of different scoring strategies 442,
such as scoring strategy 442-2, and may also be a directory
of distinct modules. The data binding store 835 may include
data bindings 237-1, 237-2 . . . 237-M, which may also be
stored as distinct modules within a directory.

[0174] Although shown in memory 820, the seed list 210,
cluster engine 120, cluster list 250, workflow engine 125,
and the user interface engine 126, may be stored in memory
820, storage 830, and/or split between memory 820 and
storage 830. Likewise, copies of the cluster strategy 232-2,
data binding 237-1, 237-2, and 237-3, and scoring strategy
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442-2 may be stored in memory 820, storage 830, and/or
split between memory 820 and storage 830.

[0175] The network 150 may be any wired network,
wireless network, or combination thereof. In addition, the
network 150 may be a personal area network, local area
network, wide area network, cable network, satellite net-
work, cellular telephone network, or combination thereof.
Protocols and components for communicating via the Inter-
net or any of the other aforementioned types of communi-
cation networks are well known to those skilled in the art of
computer communications and thus, need not be described
in more detail herein.

[0176] As described above in reference to FIG. 1, the
server computing system 110 may be in communication with
one or more data sources 160. Communication between the
server computing system 110 and the data sources 160 may
be via the network 150 and/or direct. In an embodiment, an
optional data aggregator/formatter device and/or system
may aggregate various data from multiple data sources
and/or may format the data such that it may be received by
the server computing system 110 in a standardized and/or
readable format. For example, when multiple data sources
contain and/or provide data in various formats, the data
aggregator/formatter may convert all the data into a similar
format. Accordingly, in an embodiment the system may
receive and/or access data from, or via, a device or system
such as the data aggregator/formatter.

[0177] As described above, in various embodiments the
system may be accessible by an analyst (and/or other
operator or user) through a web-based viewer, such as a web
browser. In this embodiment, the user interface may be
generated by the server computing system 110 and trans-
mitted to the web browser of the analyst. Alternatively, data
necessary for generating the user interface may be provided
by the server computing system 110 to the browser, where
the user interface may be generated. The analyst/user may
then interact with the user interface through the web-
browser. In an embodiment, the user interface of the data
analysis system may be accessible through a dedicated
software application. In an embodiment, the client comput-
ing device 130 may be a mobile computing device, and the
user interface of the data analysis system may be accessible
through such a mobile computing device (for example, a
smartphone and/or tablet). In this embodiment, the server
computing system 110 may generate and transmit a user
interface to the mobile computing device. Alternatively, the
mobile computing device may include modules for gener-
ating the user interface, and the server computing system
110 may provide user interaction data to the mobile com-
puting device. In an embodiment, the server computing
system 110 comprises a mobile computing device. Addi-
tionally, in various embodiments any of the components
and/or functionality described above with reference to the
server computing system 110 (including, for example,
memory, storage, CPU, network interface, /O device inter-
face, and the like), and/or similar or corresponding compo-
nents and/or functionality, may be included in the client
computing device 130.

[0178] According to various embodiments, the data analy-
sis system and other methods and techniques described
herein are implemented by one or more special-purpose
computing devices. The special-purpose computing devices
may be hard-wired to perform the techniques, or may
include digital electronic devices such as one or more
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application-specific integrated circuits (ASICs) or field pro-
grammable gate arrays (FPGAs) that are persistently pro-
grammed to perform the techniques, or may include one or
more general purpose hardware processors programmed to
perform the techniques pursuant to program instructions in
firmware, memory, other storage, or a combination. Such
special-purpose computing devices may also combine cus-
tom hard-wired logic, ASICs, or FPGAs with custom pro-
gramming to accomplish the techniques. The special-pur-
pose computing devices may be desktop computer systems,
server computer systems, portable computer systems, hand-
held devices, networking devices or any other device or
combination of devices that incorporate hard-wired and/or
program logic to implement the techniques.

[0179] Computing devices of the data analysis system may
generally be controlled and/or coordinated by operating
system software, such as i0S, Android, Chrome OS, Win-
dows XP, Windows Vista, Windows 7, Windows 8, Win-
dows Server, Windows CE, Unix, Linux, SunOS, Solaris,
108, Blackberry OS, VxWorks, or other compatible operat-
ing systems. In other embodiments, the computing devices
may be controlled by a proprietary operating system. Con-
ventional operating systems control and schedule computer
processes for execution, perform memory management,
provide file system, networking, I/O services, and provide a
user interface functionality, such as a graphical user inter-
face (“GUI”), among other things.

[0180] In general, the word “module,” as used herein,
refers to a collection of software instructions, possibly
having entry and exit points, written in a programming
language, such as, for example, Java, Lua, C or C++. A
software module may be compiled and linked into an
executable program, installed in a dynamic link library, or
may be written in an interpreted programming language
such as, for example, BASIC, Perl, or Python. It will be
appreciated that software modules may be callable from
other modules or from themselves, and/or may be invoked
in response to detected events or interrupts. Software mod-
ules configured for execution on computing devices may be
provided on a computer readable medium, such as a compact
disc, digital video disc, flash drive, magnetic disc, or any
other tangible medium, or as a digital download (and may be
originally stored in a compressed or installable format that
requires installation, decompression or decryption prior to
execution). Such software code may be stored, partially or
fully, on a memory device of the executing computing
device, for execution by the computing device. Software
instructions may be embedded in firmware, such as an
EPROM. It will be further appreciated that hardware devices
(such as processors and CPUs) may be comprised of con-
nected logic units, such as gates and flip-flops, and/or may
be comprised of programmable units, such as programmable
gate arrays or processors. The modules or computing device
functionality described herein are preferably implemented
as software modules, but may be represented in hardware
devices. Generally, the modules described herein refer to
software modules that may be combined with other modules
or divided into sub-modules despite their physical organi-
zation or storage.

[0181] Server computing system 110 may implement vari-
ous of the techniques and methods described herein using
customized hard-wired logic, one or more ASICs or FPGAs,
firmware and/or program logic which, in combination with
various software modules, causes the server computing
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system 110 to be a special-purpose machine. According to
one embodiment, the techniques herein are performed by
server computing system 110 in response to CPU 860
executing one or more sequences of one or more modules
and/or instructions contained in memory 820. Such instruc-
tions may be read into memory 820 from another storage
medium, such as storage 830. Execution of the sequences of
instructions contained in memory 820 may cause CPU 840
to perform the processes and methods described herein. In
alternative embodiments, hard-wired circuitry may be used
in place of or in combination with software instructions.
[0182] The term “non-transitory media,” and similar
terms, as used herein refers to any media that store data
and/or instructions that cause a machine to operate in a
specific fashion. Such non-transitory media may comprise
non-volatile media and/or volatile media. Non-volatile
media includes, for example, optical or magnetic disks, such
as storage 830. Volatile media includes dynamic memory,
such as memory 820. Common forms of non-transitory
media include, for example, a floppy disk, a flexible disk,
hard disk, solid state drive, magnetic tape, or any other
magnetic data storage medium, a CD-ROM, any other
optical data storage medium, any physical medium with
patterns of holes, a RAM, a PROM, and EPROM, a FLASH-
EPROM, NVRAM, any other memory chip or cartridge, and
networked versions of the same.

[0183] Non-transitory media is distinct from but may be
used in conjunction with transmission media. Transmission
media participates in transferring information between non-
transitory media. For example, transmission media includes
coaxial cables, copper wire and fiber optics, including the
wires that comprise bus 840. Transmission media may also
take the form of acoustic or light waves, such as those
generated during radio-wave and infra-red data communi-
cations.

[0184] Various forms of media may be involved in carry-
ing one or more sequences of one or more instructions to
CPU 860 for execution. For example, the instructions may
initially be carried on a magnetic disk or solid state drive of
a remote computer. The remote computer may load the
instructions and/or modules into its dynamic memory and
send the instructions over a telephone or cable line using a
modem. A modem local to server computing system 820
may receive the data on the telephone/cable line and use a
converter device including the appropriate circuitry to place
the data on bus 840. Bus 840 carries the data to memory 820,
from which CPU 860 retrieves and executes the instructions.
The instructions received by memory 820 may optionally be
stored on storage 830 either before or after execution by
CPU 860.

VII. Additional Example Applications

[0185] While financial fraud using credit card accounts is
used as a primary reference example in the discussion above,
the techniques described herein may be adapted for use with
a variety of data sets and in various applications. Such
applications may include, for example, financial fraud detec-
tion, tax fraud detection, beaconing malware detection,
malware user-agent detection, other types of malware detec-
tion, activity trend detection, health insurance fraud detec-
tion, financial account fraud detection, detection of activity
by networks of individuals, criminal activity detection,
network intrusion detection, detection of phishing efforts,
money laundering detection, and/or financial malfeasance
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detection. For example, information from data logs of online
systems may be evaluated as seeds to improve cyber secu-
rity. In such a case, a seed may be a suspicious IP address,
a compromised user account, and the like. From the seeds,
log data, DHCP logs, IP blacklists, packet captures, webapp
logs, and other server and database logs may be used to
create clusters of activity related to the suspicions seeds.
Other examples include data quality analysis used to cluster
transactions processed through a computer system (whether
financial or otherwise). A number of examples of such
applications are described in detail below in reference the
various figures.

VIII. Example Generalized Method of the Data Analysis
System

[0186] FIG. 9 is a flowchart of an example generalized
method of the data analysis system, according to an embodi-
ment of the present disclosure. In various embodiments,
fewer blocks or additional blocks may be included in the
process of FIG. 9, or various blocks may be performed in an
order different from that shown in the figure. Further, one or
more blocks in the figure may be performed by various
components of the data analysis system, for example, server
computing system 110 (described above in reference to FIG.
8).

[0187] As described above, and as shown in the embodi-
ment of FIG. 9, the data analysis system may generate a seed
or multiple seeds (block 910), may generate clusters based
on those seed(s) (block 920), may generate a score or
multiple scores for each generated cluster (block 930), may
generate a metascore for each generated cluster (block 940),
and may optionally rank the generated clusters based on the
generated metascores (block 950). In various embodiments,
the data analysis system may or may not generate multiple
scores for each cluster, may or may not generate metascores
for each cluster, and/or may or may not rank the clusters. In
an embodiment, the system may rank clusters based on one
or more scores that are not metascores.

[0188] Further, as described above, the seeds may include
one or multiple data items, and may be generated based on
seed generation strategies and/or rules. Similarly, the clus-
ters may include one or multiple data items related to a seed,
including the seed, and may be generated based on cluster
generation strategies and/or rules (including data bindings
and/or searching and filtering are performed through, for
example, a generic interface to various data sources). Scores
and metascores may be determined based on attributes,
characteristics, and/or properties associated with data items
that make up a given cluster.

[0189] Example applications of the data analysis system,
including methods and systems for identifying data items,
generating data clusters, and analyzing/scoring clusters, are
disclosed in the various related applications listed above and
previously incorporated by reference herein.

IX. Cluster Analysis and Example Analysis User Interfaces

[0190] FIGS. 10A-10C and 11-22, described below, illus-
trate methods and user interfaces of the data analysis system,
according to various embodiments, in which data clusters
are automatically generated, analyzed, and presented to an
analyst such that the analyst may quickly and efficiently
evaluate the clusters. In particular, as described below the
data analysis system may apply one or more analysis criteria
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or rules to the data clusters so as to generate human-readable
“conclusions” (as described above, also referred to herein as
“summaries”). The conclusions may be displayed in an
analysis user interface through which the analyst may evalu-
ate the clusters and/or access more detailed data related to
the cluster. In an embodiment, a cluster type may be asso-
ciated with each cluster, and may be determined according
to the cluster strategy that generated the cluster. Further, the
system may generate “alert scores” for the clusters which
may be used to prioritize clusters displayed to the analyst.

[0191] The various methods and user interfaces described
below in reference to FIGS. 10A-10C and 11-22 may be
implemented by various aspects of the data analysis system
(for example, the server computing system 110 and/or
another suitable computing system) as described above. For
example, clustering may be accomplished according to seed
generation and clustering strategies and rules as imple-
mented by, for example, the cluster/rules engine 120; cluster
analysis may be accomplished according to analysis rules/
criteria 880 as implemented by, for example, the cluster/
rules engine 120; cluster scoring (for example, generation of
alert scores) may be accomplished according to scoring
strategies as implemented by, for example, the cluster/rules
engine 120; and user interface may be generated and/or
presented to the analyst by, for example, the user interface
engine 126; among other aspects.

[0192] Additionally, in the methods described in reference
to the flowcharts of FIGS. 10A-10B and 21 below, in various
embodiments, fewer blocks or additional blocks may be
included in the example methods depicted, or various blocks
may be performed in an order different from that shown in
the figures. Further, in various embodiments, one or more
blocks in the figures may be performed by various compo-
nents of the data analysis system, for example, server
computing system 110 (described above in reference to FIG.
8) and/or another suitable computing system.

[0193] a. Example Method of Cluster Analysis

[0194] FIG. 10A is a flowchart for an example method of
data cluster analysis, according to an embodiment of the
present disclosure. In FIG. 10A, blocks 910 and 920 of the
flowchart proceed generally as described in reference to the
flowchart of FIG. 9. For example, at block 910 seeds are
generated according to one or more seed generation strate-
gies. Examples of seed generation strategies are described in
the various related applications listed above and previously
incorporated by reference herein. Examples include identi-
fying tax returns that are potentially fraudulent, identifying
communications that are potentially associated with beacon-
ing malware, and/or identifying emails potentially associ-
ated with phishing campaigns, among others. Further, at
block 920 clusters are generated based on the one or more
generated seeds and according to the one or more cluster
generation strategies. Examples of cluster generation strat-
egies (as mentioned above, also referred to herein as “cluster
strategies,” “clustering strategies,” and/or “cluster genera-
tion rules™) are described in the various related applications
listed above and previously incorporated by reference
herein. Examples include strategies for financial fraud detec-
tion, tax fraud detection, beaconing malware detection,
malware user-agent detection, other types of malware detec-
tion, activity trend detection, health insurance fraud detec-
tion, financial account fraud detection, detection of activity
by networks of individuals, criminal activity detection,
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network intrusion detection, detection of phishing efforts,
money laundering detection, and/or financial malfeasance
detection, among others.

[0195] A cluster of data items generated according to a
given clustering strategy (and its associated seed generation
strategy or strategies) may be understood as having a
“cluster type” (also referred to as a “data cluster type”)
corresponding to that clustering strategy. For example, a
particular clustering strategy may be referred to as “Tax
Fraud,” because the clustering strategy relates to identifying
clusters of data items related to potential tax fraud. A cluster
of data items generated according to that clustering strategy
may therefore have a “cluster type” of “Tax Fraud.” In
another example, a cluster generated by an “Internal Phish-
ing” clustering strategy (and its associated seed generation
strategy or strategies) has a cluster type of “Internal Phish-
ing.”

[0196] At block 1002 of, the system generates “alerts” for
each of the clusters. An “alert” includes various types of
information related to the cluster that may be useful to an
analyst in evaluating the importance or criticality of the
cluster in the context of a particular investigation. Generat-
ing an alert may include applying various cluster analysis
rules or criteria to analyze the cluster and so as to generate
human-readable cluster conclusions, as mentioned above.
Generating an alert may further include generating an alert
score for the cluster. Details regarding generation of alerts
are described below in reference to FIG. 10B.

[0197] At block 1004 of FIG. 10A, a cluster analysis user
interface is provided to the user (for example, an analyst).
FIGS. 11-20 and 22, described below, include examples of
cluster analysis user interfaces of the data analysis system.
As described below, a user interface may include a listing of
alerts, each alert corresponding to a particular generated and
analyzed cluster. The alerts may be organized and grouped
according to cluster types. Further, the analyst may view a
user interface including detailed information related to each
alert, including the human-readable conclusions, the alert
scores, and various detailed data related to the clusters. For
example, in a given alert the analyst may be provided with
a name of the cluster, a cluster strategy by which the cluster
was generated (also referred to as the cluster type), a list of
generated conclusions, and/or one or more lists and/or tables
of data related to the cluster. The one or more lists and/or
tables of data related to the cluster may be drawn from the
data items of the cluster, and may be filtered by the analyst
according to time and/or type of data.

[0198] At block 1006, the system regenerates previously
generated clusters. In various implementations the data
items from which seeds are selected/generated and from
which clusters are generated may change after a cluster is
generated. In the example of tax fraud detection, additional
tax return data items may be received, or additional phone
number data items may be received that relate to a person in
a previously generated cluster. Such information may have
been included in a cluster if it had been available at the time
the cluster was created. Accordingly, the system may regen-
erate clusters so as to include the data items and/or other
information that has become available since the last time the
cluster was generated. After, or in response to, a cluster
being regenerated, the system reanalyzes the cluster and
may, in an embodiment, generate an alert for the regenerated
and reanalyzed cluster (as indicated by the arrow back to
block 1002). In another embodiment, as described below in
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reference FIG. 21, when a given cluster is regenerated, a
previously generated alert for that cluster may be updated or,
alternatively, a new alert may be generated including a link
to the previously generated alert.

[0199] In an embodiment, as shown at block 1006a,
clusters may be regenerated on a schedule. For example, the
system may be configured to regenerate clusters after a
particular number of seconds, minutes, hours, or days, or at
particular times every hour or day. In another embodiment,
as shown at block 10065, clusters may be regenerated as
needed, such as in response to the system detecting one or
more changes in data items and automatically executing a
cluster regeneration process. For example, the system may
be configured to automatically regenerate clusters when it
detects that new data items (and/or other information) are
received by the system, new data items (and/or other infor-
mation) related to a cluster (and/or potentially related to a
cluster) are received by the system, new data items (and/or
other information) connected to a cluster or a data item in a
cluster is received by the system, an analyst logs into the
system, and/or an analyst views a cluster. In another embodi-
ment, as shown at block 1006¢, clusters may be regenerated
on demand. For example, clusters may be regenerated when
requested by an analyst (via, for example, a user interface of
the system).

[0200] Inany of'the embodiments of blocks 10064, 10065,
and 1006¢, all clusters may be regenerated or portions of
clusters may be regenerated, in any combination. For
example, clusters associated with a particular clustering
strategy may be generated on a particular schedule, while
clusters associated with a different clustering strategy may
be generated on a different schedule (and/or as needed
and/or on demand). In another example, individual clusters
may be regenerated, or other relationships among clusters
may be used to determine which clusters are to be regener-
ated at a given time.

[0201] At optional block 1008, clusters are merged as
described above. For example, if a regenerated cluster
includes a data item also included in a different cluster, the
regenerated cluster and the different cluster may optionally
be merged. In the embodiment of FIG. 10A, only clusters
generated according to the same clustering strategy (for
example, having the same cluster type) may be merged. In
this embodiment, alerts generated for clusters having dif-
ferent cluster types may be linked even if the clusters are not
merged, as described below in reference to FIGS. 21 and 22.
In alternative embodiments, clusters generated according to
different clustering strategies (for example, having different
cluster types) may be merged.

[0202] b. Example Method of Alert Generation

[0203] FIG. 10B is a flowchart of an example method of
alert generation for a particular data cluster, according to an
embodiment of the present disclosure. At block 1022, the
system accesses data, including data items and related
metadata and other information, of the data cluster. As
described below, this accessed cluster data is analyzed to
generate the human-readable conclusions, the alert scores,
and may be included and organized in the user interface of
the alert. At block 1024, the system determines the cluster
type of the data cluster. As mentioned above, a data cluster
generated according to a given clustering strategy (and its
associated seed generation strategy or strategies) may be
understood as having a “cluster type” (also referred to as a
“data cluster type”) corresponding to that clustering strategy.
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[0204] At block 1026, having determined the cluster type
of the data cluster, the system accesses one or more cluster
analysis rules or criteria associated with that cluster type. As
various data clusters may be generated according to different
clustering strategies, and each of the clustering strategies
may be associated with differing types of investigations, the
analysis rules or criteria used to analyze the clusters vary
according to the cluster types and their respective associated
types of investigations.

[0205] Atblock 1028, the system analyzes the data cluster
based on the accessed analysis rules/criteria. The cluster data
is then evaluated by the system (for example, by the cluster/
rules engine 120) according to the analysis rules/criteria.
Many examples of cluster analysis according to various
clustering strategies are described in the various related
applications listed above and previously incorporated by
reference herein. In the various examples, analysis of clus-
ters may be described in the context of cluster scoring (for
example, generating of clusters scores and/or metascores).
For example, in U.S. patent application Ser. No. 14/139,628,
cluster data is scored and/or analyzed in various contexts
including, among others:

[0206] Tax Fraud Detection, in which clusters are ana-
lyzed to determine a number of known fraudulent
returns in a cluster, a number of first-time filers in the
cluster, and/or a mismatch between reported incomes in
the cluster, among others.

[0207] Beaconing Malware Detection, in which clusters
are analyzed to determine a number of known bad
domains in a cluster, an average request size in the
cluster, and/or a number of requests blocked by a proxy
in the cluster, among others.

[0208] Additional examples are described in U.S. patent
application Ser. No. 14/473,920, filed Aug. 29, 2014, and
titled “External Malware Data Item Clustering And Analy-
sis,” in which cluster data is scored and/or analyzed in
various contexts including:

[0209] Internal and External Phishing, in which clusters
are analyzed to determine a most common email sub-
ject of emails in the cluster, numbers of emails in the
cluster sent within particular time periods, and/or num-
ber of recipients of emails in the cluster, among others.

[0210] Internal and External Threat Intel, in which
clusters are analyzed to determine a number of URLs in
the cluster referenced by an analyzed malware data
item, a percentage of traffic in the cluster categorized as
likely malicious, and/or a highest organizationally hier-
archical position of a person in the cluster associated
with a malicious connection, among others.

[0211] IDS (Intrusion Detection System), in which clus-
ters are analyzed to determine a time spanned by alert
notices in the cluster and/or a number of alert notices
associated with particular IP addresses, among others.

[0212] Yet another example is described in in U.S. patent
application Ser. No. 14/278,963, filed Apr. 5, 2014, and titled
“Clustering Data Based On Indications Of Financial Mal-
feasance,” in which cluster data is scored and/or analyzed to
detect bad activity by traders (generally referred to herein as
“trader oversight”).

[0213] 1. “Conclusions”

[0214] At block 1030 of FIG. 10B, the system generates
one or more conclusions for the analyzed data cluster based
on the cluster analysis. As described above, the generated
conclusions (also referred to herein as summaries) comprise
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compact, human-readable phrases or sentences that provide
highly relevant, and easily evaluated (by a human analyst),
information regarding the data in the cluster (for example,
data items and metadata). The conclusions may be useful to
an analyst in evaluating the importance or criticality of the
cluster in the context of a particular investigation. As with
the analysis rules/criteria described above, each cluster type
may be related to a set of conclusions appropriate to the type
of investigation associated with the cluster type. FIG. 10C
illustrates various example templates for conclusions (also
referred to herein as “conclusion templates™) associated with
various types of data clusters, according to an embodiment.
For example, five cluster types (which are each associated
with various seed generation, clustering, and scoring strat-
egies) are included in the example embodiment of FIG. 10C:
Internal Phishing, External Phishing, Internal Threat Intel,
External Threat Intel, and IDS (short for Intrusion Detection
System). Each of the example cluster types is associated
with one or more conclusion templates, as shown in the right
column of the table of FIG. 10C. The conclusion templates
include fields (indicated by the symbols < and >) into which
cluster information, obtained as a result of the cluster
analysis, is inserted when the conclusion is generated.

[0215] For example, in reference to the embodiment of
FIG. 10C, for the cluster type “External Phishing,” a con-
clusion template is “This campaign consists of <m> emails
submitted to external Abuse,” where <m> indicates a field to
be filled in by the system based on the cluster analysis, and
“external Abuse” may refer to an email address or box. In
generating this conclusion, the system accesses the relevant
set of conclusions (for example, conclusions associated with
the type of the cluster analyzed) and inserts relevant cluster
analysis data into each of the conclusions (for example,
“This campaign consists of 25 emails submitted to external
Abuse”). In another example, for the cluster type “External
Threat Intel,” a conclusion template is “<k>% of proxy
traffic was blocked, and <I>% was marked as malicious by
Proxy,” where <k> and <I> indicate fields to be filled in by
the system based on the cluster analysis. In generating this
conclusion, the system accesses the relevant set of conclu-
sions (for example, conclusions associated with the type of
the cluster analyzed) and inserts relevant cluster analysis
data into each of the conclusion templates (for example,
“10% of proxy traffic was blocked, and 7% was marked as
malicious by Proxy”).

[0216] In an embodiment, conclusion templates, such as
those listed in the table of FIG. 10C, may be manually
generated by humans based on a determination of informa-
tion likely to be helpful to an analyst in evaluating alerts/
clusters. The manually generated conclusion templates asso-
ciated with respective cluster types may then be
automatically accessed by the system (e.g., after automati-
cally determining which conclusion templates are appli-
cable), relevant data may be inserted into any indicated
fields, and conclusions may then be automatically generated
based on the selected conclusion template(s) and presented
on a user interface (as described below). In another embodi-
ment, the system may automatically use heuristics to gen-
erate conclusion templates that may then be presented by the
system. In this example, the system may determine, over
time, information most useful to analysts, and thereby
generate conclusion templates and conclusions based on that
useful information.
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[0217] In an embodiment, a predefined group of conclu-
sions may be associated with each cluster type. In this
embodiment, all conclusions in the relevant group may be
generated and presented in the user interface for each
respective alert. In another embodiment, various conclu-
sions may be associated with each cluster type, and the
system may determine particular conclusions, based on the
cluster analysis, to generate and present in the user interface.
In this embodiment, the system may select particular con-
clusions based on a likelihood that the particular conclusions
will be helpful to the analyst in evaluating the cluster. For
example, when a cluster does not have any data items
(and/or other information) of a particular type that are
enumerated (and/or otherwise evaluated) in a particular
conclusion, that particular conclusion may not be displayed
to the analyst. Alternatively, the system may indicate to the
analyst that the particular conclusion is not applicable to the
cluster.

[0218] In an embodiment, conclusions may be unique to
each cluster type. In another embodiment, conclusions may
be applicable to multiple cluster types.

[0219] In an embodiment, a conclusion may not express
an opinion, but may only provide factual information. For
example, “Less than 1 MB of data was exchanged with the
following URL: http://example.com.” In another embodi-
ment, a conclusion may express an opinion if a judgment
threshold is provided (for example, some factual basis for
the opinion), but not otherwise. For example, an appropriate
conclusion may be “Only a small amount of data, 0.7 MB,
was exchanged with the following URL: http://example.
com,” while an inappropriate conclusion may be “Only a
small amount of data was exchanged with the following
URL: http://example.com.” In various embodiments, con-
clusions generated by the system provide factual and/or
opinion information to the analyst in the context of a
particular investigation and/or cluster/alert type.

[0220] In an embodiment, each conclusion is limited to a
particular number of words, for example, 10, 15, or some
other number. In an embodiment, each user interface asso-
ciated with an alert (as described below) displays between
one and some other number of conclusions, for example, 2,
3, 4, 5, among others.

[0221] ii. “Alert Score”

[0222] Turning again to the embodiment shown in FIG.
10B, at block 1032, the system generates an alert score for
the analyzed data cluster based on the cluster analysis. As
described above, the alert score may be the same as, similar
to, and/or based on any of the scores, metascores, and/or
conclusions described herein. An alert score may provide an
initial indication to an analyst of a likelihood that a cluster/
alert is important or critical in the context of a particular
investigation (for example, a degree of correlation between
characteristics of the cluster/alert and the analysis rules/
criteria). As described below, the alert score is represented in
the analysis user interface by an indicator, icon, color, and/or
the like. An analyst may sort alerts/clusters based on the alert
scores so as to enable an efficient investigation of more
important alerts/clusters first.

[0223] In an embodiment, the alert score may be a metas-
core, and may be one of multiple values. For example, the
alert score may be one of three values corresponding to, for
example, a high alert, a medium alert, or a low alert. In other
embodiments, the alert score may be partitioned into more
or fewer values. Examples of various scores and metascores
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associated with various cluster strategies are described in the
various related applications listed above and previously
incorporated by reference herein. For example, in U.S.
patent application Ser. No. 14/139,628, example cluster
metascores are described in the contexts of tax fraud detec-
tion, beaconing malware detection, malware user-agent
detection, and activity trend detection.

[0224] As mentioned above, in an embodiment, the alert
score may be binned into one of three bins corresponding to
a high alert, a medium alert, or a low alert. Each alert level
may be associated with an indicator, icon, color, and/or the
like. For example, a high alert may be associated with red
(and/or another color), a medium alert may be associated
with orange (and/or another color), and a low alert may be
associated grey (and/or another color).

[0225] In an embodiment, the cluster alert score is deter-
mined based on and conveys both a determined importance/
criticality (for example, a metascore comprising scores
showing a high number of data items may indicate likely
fraud) and a confidence level in the determined importance/
criticality. For example:

[0226] A high alert may be indicated when:

[0227] an importance metascore is above a particular
threshold (for example, greater than 60%, or some
other percent or number), AND a confidence level is
above a particular threshold (for example, greater
than 70%, or some other percent or number).

[0228] A medium alert may be indicated when:

[0229] an importance metascore is below a particular
threshold (for example, less than 60%, or some other
percent or number), AND a confidence level is above
a particular threshold (for example, greater than
70%, or some other percent or number), OR

[0230] an importance metascore is above a particular
threshold (for example, greater than 60%, or some
other percent or number), AND a confidence level is
below a particular threshold (for example, less than
30%, or some other percent or number).

[0231] A low alert may be indicated when:

[0232] either an importance metascore is below a
particular threshold (for example, less than 60%, or
some other percent or number), OR a confidence
level is below a particular threshold (for example,
less than 30%, or some other percent or number).

[0233] Inother embodiments, other criteria may be used to
determine alert levels to provide to the end user, possibly
based on additional or fewer parameters than discussed
above. In some examples, alerts are associated with ranges
of importance metascores and/or confidence levels, rather
than only a minimum or maximum level of particular scores
as in the examples above.

[0234] In an embodiment, a confidence level may be
determined based on a false positive rate. The false positive
rate may be based on, for example, historical information
indicating how frequently other clusters having similar fraud
indicators (for example, indicators used in the determination
of the importance metascore) have been determined, after
human analysis, to be critical or not consistent with the
importance metascore. The false positive rate may also (or
alternatively) be based on, for example, information pro-
vided from third-parties, such as blacklists that include a
likelihood that any item on the blacklist is a false positive.
[0235] As mentioned above, in an embodiment the alert
score may be based on one or more cluster scores and/or the
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analysis rules/criteria. In this embodiment, a high alert score
may indicate a high degree of correlation between charac-
teristics (for example, data and metadata) of the cluster and
the analysis rules/criteria (that may, for example, indicate a
likelihood of fraud, among other indications). Similarly, a
low alert score may indicate a high degree of correlation
between characteristics of the cluster and the analysis rules/
criteria.

[0236] c. Example Analysis User Interfaces

[0237] FIGS. 11-20 illustrate example data cluster analysis
user interfaces of the data analysis system, according to
embodiments of the present disclosure. In various embodi-
ments, aspects of the user interfaces may be rearranged from
what is shown and described below, and/or particular aspects
may or may not be included. However, the embodiments
described below in reference to FIGS. 11-20 provides
example analysis user interfaces of the system.

[0238] FIG. 11 illustrates a user interface 1102 of the
system in which various indicators of alerts associated with
various types of clusters are displayed, according to an
embodiment. The user interface 1102 includes a panel 1104
including a listing of various cluster types 1106 (which are
each associated with respective clustering strategies). Selec-
tion of one of the cluster types 1106 results in a display of
indications of associated alerts in the panel 1112. In FIG. 11,
selection of “All” 1108 causes display of a combined list of
indicators associated with all types of clusters in the panel
1112. Indicator 1110 shows a number of alerts among all the
cluster types. In the panel 1112, at 1114 it is indicated that
the present view is the “Inbox.” The Inbox includes indica-
tions of alerts that have not yet been “Archived” by the
analyst (as described below). Alternatively, the Inbox may
show indications of alerts that have not yet been viewed by
the analyst.

[0239] At 1116 an indication of an alert is shown. As
discussed above, each listed alert corresponds to a particular
data item cluster that has been generated, analyzed, and
scored. Various details related to the alert are displayed
including an alert title (for example, “!! Activity summary
for Acct#1074911”), an indication of a time 1118 when the
event associated with the alert occurred (for example, “1
hour ago™), and an indication of the cluster type 1120 (for
example, “SYNTHETICS”). The alert title may be a single,
human-readable summary phrase or sentence, and may be
generated similar to the generation of conclusions described
above, and/or may be (or include) one of the conclusions
described above. In the example shown, the alert 1116 is
related to identification of fraudulent bank accounts, and the
alert title indicates the number of the primary bank account
associated with the cluster. Additionally, the “!!” symbol
shown at the beginning of the alert title provides an indica-
tion of the alert score of the alert. In the example shown, a
“I” indicated a medium risk level, a “!!!” indicates a high
risk level, and no symbol indicates a low risk level. In other
embodiments the alert level of an alert may be indicated by
an icon and/or coloring of the alert indicator, among other
indications. The analyst may select any of the listed alert
indicators to view additional detail related to the selected
alert. In an embodiment, the list of alert indicators may
automatically be sorted according to one or more criteria, for
example, the alert score. In an embodiment, the analysis may
choose to sort the list of alert indicators as desired. In an
embodiment, the time 1118 may be a time when the alert was
generated, rather than the time the event associated with the
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alert occurred. In another embodiment, the time 1118 may
include both the time the alert was generated and the time
the event associated with the alert occurred.

[0240] FIG. 12 illustrates a user interface 1202 of the
system in which a particular selected alert is displayed,
according to an embodiment. The upper portion 1203 of the
user interface may be colored to correspond to the alert
score, as described above. At 1204 the alert title is displayed.
A unique icon 1205 associated with the cluster types may be
displayed. At 1206, an indication of the cluster type is given,
as well as a unique identifier of the alert (for example,
“#116,” which may be useful for further investigation, note
taking, and/or sharing by the analyst). At 1208 various
conclusions (generated as described above) associated with
the cluster are displayed. For example, in the cluster repre-
sented by the alert shown, the conclusions indicate that there
have been no money transfers to other accounts, there are 13
transactions, the largest transaction is $9,897.61, and 2
online accounts have been accessed by 29 computers. Such
information may be helpful to an analyst in evaluating
whether or not the alert includes accounts associated with
fraudulent identities (also referred to as synthetic identities).
[0241] Selectable buttons 1210 and 1212 (and/or other
user interface elements) are displayed by which the analyst
may access detailed cluster data. For example, the analyst
may select “Latest Online Account Logins” button 1210 to
view a listing of most recent account login data panel 1214.
Similarly, the analyst may select “Latest Transactions” 1212
to view a listing of transaction data in the panel 1214.
Additional buttons or controls may be included in the
display such that the analyst may view other data related to
the cluster. As shown, the data displayed in the panel 1214
may be organized in a table including columns and rows.
Data displayed may be drawn from various data items and/or
other information included in the cluster. The particular
buttons (such as buttons 1210 and 1212) displayed in the
alert may be defined by the clustering strategy and/or
another set of rules related to the cluster type. FIG. 13 shows
the same alert as shown in FIG. 12, however the latest
transactions button 1212 has been selected by the analyst,
such that the information in panel 1214 is updated to show
a listing of most recent transactions. In an embodiment,
information shown in the panel 1214 may be automatically
sorted chronologically from most recent event. Further the
analyst may select the button 1302 to view further additional
cluster data.

[0242] In other embodiments, the user interface may
include links (for example, via buttons or other user inter-
face elements) to relevant cluster information internal to an
organization using the data analysis system, external to the
organization, and/or other types information.

[0243] FIG. 14 illustrates a user interface 1402 of the
system that is displayed when the show logs button 1302 (of
FIG. 13) is selected, according to an embodiment. The user
interface includes various cluster data and information 1404
organized in a table, a dropdown list of data types or sources
1406, a time filter 1408, and the button 1302 that may be
selected to go back to the alert display of FIG. 12 or 13. The
cluster data and information 1404 may be drawn from
various data items and/or other information included in the
cluster. The table shown is a stacked table, meaning that
multiple differing types of data are displayed in the table,
and the types of data displayed in a given column or row of
the table may change within the given column or row. For
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example, as the dropdown 1406 indicates that all data types
are displayed, the top portion of the table, as indicated by the
left-most column, includes Address data items, the next
portion of the table (below the top portion) includes Trans-
action data items, the next portion of the table includes
Account data items, the next portion of the table includes
Online Account data items, and the bottom portion of the
table includes Customer data items. The analyst or other user
may scroll down the table to view additional table entries,
and/or may scroll horizontally to view additional columns of
the table. In various embodiments the table may or may not
be sorted by default in a chronological order, and the
columns may or may not be arranged such that the first
column for each data type is a timestamp. In an embodiment,
information displayed in the table is raw data drawn from
entries associated with data items of the cluster.

[0244] FIG. 15 illustrates the same user interface as shown
in FIG. 14, but shows various changes made by the analyst,
according to an embodiment. For example, the analyst has
selected the dropdown box 1406 to view the various types of
data that may be selected. Further, the analyst has moved a
starting-time indicator 1502 on the time filter 1408. Moving
the starting-time indicator 1502 causes the data displayed in
the table to be filtered to include only data that was produced
and/or relates to items or events that occurred within a time
span indicated by the starting-time indicator 1502 and an
ending-time indicator 1504.

[0245] FIG. 16 illustrates the same user interface as shown
in FIG. 14, but shows various changes made by the analyst.
For example, the analyst has selected to view only Trans-
action data items via the dropdown box 1406. Further, the
analyst has adjusted the time filter 1408 to filter that data
items for a different particular time span. Accordingly, the
table 1602 only displayed Transaction information related to
the specified time span.

[0246] FIG. 17 illustrates the same user interface as shown
in FIG. 14, but shows that the analyst may further filter the
data displayed in the table by values in any of the columns.
For example, a Type dropdown menu 1702 may be used by
the analyst to specify particular types of transactions that are
to be displayed in the table, such that other types of
transactions are not displayed. The analyst may specify
multiple types by selection and/or text input, and may
selectively remove types that are selected.

[0247] FIG. 18 illustrates a user interface 1802 similar to
the user interface of FIG. 11, according to an embodiment.
In the user interface of FIG. 18, at 1804 the user has selected
to view only indications of alerts of the type “Synthetics.”
Additionally, FIG. 18 illustrates that the analyst may select
multiple indications of alerts, as shown at 1806, such that
multiple alerts may be “archived” simultaneously by selec-
tion of the archive button 1808. Archiving alerts causes the
alerts to be removed from the “Inbox” display. As shown in
user interface 1902 of FIG. 19, the analyst may select to
view “archived” alerts via the dropdown box 1904. Archived
alerts are displayed in a list similar to the list of alerts
provided in the Inbox. In an embodiment, archiving of alerts
enables an analyst to indicate that they have reviewed a
particular alert. The analyst may move the alert from the
archive back to the inbox. Further, in other embodiments,
alerts may be moved to additional categories (default and/or
user defined), for example, a “Starred” category may be
available. Archived alerts may automatically be moved back
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into the inbox when new data items are added to a cluster
associated with an archived alert, such as when the cluster
is regenerated, for example.

[0248] FIG. 20 illustrates a user interface 2002, similar to
the user interface of FIG. 11, in which the left panel 1104 has
been collapsed (as indicated by 2004) to provide a more
streamlined display for the analyst, according to an embodi-
ment.

[0249] In an embodiment, the alert user interface, for
example the user interface of FIG. 12, may include user
interface elements (such as buttons) selectable by the analyst
to cause the system to archive an alert, categorize an alert,
change an alert level, and/or share an alert with other
analysts. In an embodiment, the alert user interface may
include a button to add the cluster data items of a graph, as
described in various related applications listed above and
previously incorporated by reference herein. Further, the
system may enable an analyst viewing a graph of data items
to go to alerts representing clusters in which that data item
is included.

[0250] In an embodiment, the analysis user interface, for
example the user interface of FIG. 11, may include further
details related to each of the indicated alerts. For example,
the user interface of FIG. 11 may include conclusions
associated with each of the listed alert indications. Providing
data to the analyst in this way may enable the analyst to
efficiently evaluate clusters without necessarily viewing the
alert user interface.

[0251] In an embodiment, the analysis user interface, for
example the user interface of FIG. 11, may include, in the list
of indications of alerts, indications of events of interest to
the analyst but generated by other processed. For example,
the list may include indications of notices generated by
third-party software (for example, a virus scanner).

[0252] d. Linking of Related Alerts/Clusters

[0253] FIG. 21 is a flowchart of an example method of
linking related alerts or data clusters, according to an
embodiment of the present disclosure. As described above,
when clusters are regenerated, if two clusters of the same
type have common data items, the two cluster of the same
type may then be merged. However, when two clusters
having different cluster types include common data items,
they are not generally merged. In order to notify the analyst
that two data clusters of different types have common data
items, the example method of FIG. 21 may be executed by
the system. Such a notification may advantageously enable
an analyst, for example, to find additional connections in the
context of an investigation. For example, the analyst may
discover that an item of malware associated with a malware
cluster is hosted at a website that is linked to by phishing
emails in a phishing cluster.

[0254] In the example method of FIG. 21, at block 2102,
the system finds or determines clusters of different cluster
types (for example, that were generated according to differ-
ent clustering strategies) that have common data items
(and/or other information). At optional block 2104, a link
between the related clusters/alerts may be generated. FIG.
22 illustrates an example data cluster analysis user interface
2202 in which related alerts or data clusters are linked to one
another, according to an embodiment of the present disclo-
sure. As shown, at 2404 links from the current alert/cluster
to two other related alerts/clusters is provided. The analyst
may then select one of the links (for example, either “Cluster
ABC” or “Cluster XYZ”) to view the alert pertaining to that
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cluster. In an embodiment, an indication of the common data
items among the clusters is provided in the user interface.
[0255] Turning again to the example method of FIG. 21,
at optional block 2106 the clusters/alerts may be merged.
For example, rather than simply linking among related alerts
(as in FIG. 22), the system may combine the alerts into a
single alert user interface.

[0256] Further, in the example method of FIG. 21, at
optional block 2108, the analyst may be notified when two
clusters/alerts are linked or related. For example, the analyst
may be notified via a popup message displaying in the
analysis user interface, via an email or other message, and/or
via any other appropriate communications method.

[0257] e. Regenerated Clusters/Alerts

[0258] Inan embodiment, when a cluster is regenerated, as
described above with reference to block 1006 of FIG. 10A,
an alert may be updated, the analyst may be notified, and/or
a new alert may be generated. FIG. 23 is a flowchart of an
example method of updating alerts in response to cluster
regeneration, according to an embodiment of the present
disclosure. At block 2302 of the example method shown, a
cluster has been regenerated. At block 2304, the system
determines whether any changes have been made to the
cluster (for example, any new data items added to the
cluster). If not, then at block 2306 the alert corresponding to
the cluster is not updated and the method ends. If so, then at
block 2308 the system determines whether the analyst has
viewed and/or archived the alert corresponding to the clus-
ter. If not, then at block 2310 the alert is updated such that
the cluster analysis is rerun, and the alert data (for example,
the conclusions) is regenerated, on the new cluster including
the new data items. In this block, as the analyst has not
previously interacted with the alert, no notifications regard-
ing changes to the alert/cluster are provided. If the analyst
has viewed and/or archived the alert, then at blocks 2312 and
2314 the alert may be updated, changes to the alert may be
shown in the alert user interface, and/or a new alert may be
generated and links between the new and old alerts may be
generated and provided in the alert user interfaces. For
example, if the analyst was to select an old alert that had
been superseded due to cluster regeneration, the system may
automatically forward the analyst to the new alert and
display a message such as “You have been redirected to the
most recent version of this alert. Return to alert 277.”
Selection of “Return to alert 277” may cause the old alert to
be displayed, where a message may be included such as
“There is a more recent version of this alert,” (which may
link to the new alert).

[0259] In an embodiment, when regenerated clusters of a
same cluster type are merged, alerts corresponding to those
previous two clusters may be merged and updates may be
displayed, and/or a new alert may be generated (and linked
to from the old alerts) as described above.

[0260] In an embodiment, the system may provide a data
feed including timely updates (including analysis informa-
tion) on any changes to any previously generated clusters,
and/or any newly generated clusters.

X. Cluster Tagging and Grouping

[0261] FIGS. 24-34, described below, illustrate methods
and user interfaces of the data analysis system, according to
various embodiments, in which data clusters are automati-
cally tagged, grouped, analyzed, and presented to an analyst
such that the analyst may quickly and efficiently evaluate the
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groups of clusters. In particular, as described below the data
analysis system may apply one or more tagging criteria or
rules to the data clusters so as to tag clusters of data items
and then group the data clusters according to similar tags. A
data cluster may be tagged with multiple tags. Groups of
similarly tagged clusters may be presented analyzed and
displayed in an analysis user interface through which the
analyst may evaluate the groups of clusters and/or access
more detailed data related to the cluster. The analyst may
dynamically view clusters grouped according to different
tags and/or tag types. In an embodiment, the cluster type
associated with each cluster may be used as a factor to
determine cluster tags and/or tag types, and may be deter-
mined according to the cluster strategy by which the cluster
was generated. The analyst may filter the groups of clusters
based on various criteria, and various analysis techniques
may be applied to the groups of clusters and presented in the
analysis user interface. As mentioned above, the term “dos-
sier” is used herein to refer to a group of clusters (for
example, clusters grouped according to similar tags) and/or
the analysis user interface displaying information associated
with a group of clusters.

[0262] The various methods and user interfaces described
below in reference to FIGS. 24-34 may be implemented by
various aspects of the data analysis system (for example, the
server computing system 110 and/or another suitable com-
puting system) as described above. For example, clusters
may be tagged by, for example, the cluster/rules engine 120;
analysis of cluster groups (also referred to herein as dos-
siers) may be accomplished according to analysis rules/
criteria 880 as implemented by, for example, the cluster/
rules engine 120; and user interfaces may be generated
and/or presented to the analyst by, for example, the user
interface engine 126; among other aspects.

[0263] Additionally, in the methods described in reference
to the flowcharts of FIGS. 25-26 and 28 below, in various
embodiments, fewer blocks or additional blocks may be
included in the example methods depicted, or various blocks
may be performed in an order different from that shown in
the figures. Further, in various embodiments, one or more
blocks in the figures may be performed by various compo-
nents of the data analysis system, for example, server
computing system 110 (described above in reference to FIG.
8) and/or another suitable computing system.

[0264] a. Example Method of Cluster Tagging, Analysis,
and Grouping
[0265] FIG. 24 is a flowchart of an example method of

data cluster tagging, analysis, and grouping, according to an
embodiment of the present disclosure. In FIG. 24, block 910,
920, 1002, 1004, 1006, 10062, 10065, 1006¢, and 1008 of
the flowchart proceed generally as described in reference to
the flowchart of FIG. 10A above.

[0266] For example, at block 910 seeds are generated
according to one or more seed generation strategies.
Examples of seed generation strategies are described in the
various related applications listed above and previously
incorporated by reference herein. Examples include identi-
fying emails or chats related to bad behavior by traders,
identifying tax returns that are potentially fraudulent, iden-
tifying communications that are potentially associated with
beaconing malware, and/or identifying emails potentially
associated with phishing campaigns, among others. Further,
at block 920 clusters are generated based on the one or more
generated seeds and according to the one or more cluster
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generation strategies. Examples of cluster generation are
described in the various related applications listed above and
previously incorporated by reference herein. Examples
include strategies for trader oversight, financial fraud detec-
tion, tax fraud detection, beaconing malware detection,
malware user-agent detection, other types of malware detec-
tion, activity trend detection, health insurance fraud detec-
tion, financial account fraud detection, detection of activity
by networks of individuals, criminal activity detection,
network intrusion detection, detection of phishing efforts,
money laundering detection, and/or financial malfeasance
detection, among others.

[0267] At block 1002, the system generates “alerts” for
each of the clusters, as described above in references to
FIGS. 10A and 10B. In particular, each alert includes various
types of information related to the cluster that may be useful
to an analyst in evaluating the importance or criticality of the
cluster in the context of a particular investigation. Generat-
ing an alert may include applying various cluster analysis
rules or criteria to analyze the cluster and so as to generate
human-readable cluster conclusions, as mentioned above.
Generating an alert may further include generating an alert
score for the cluster. In an embodiment, the system may not
generate human-readable cluster conclusion.

[0268] Atblock 2402, clusters are tagged with one or more
tags related to the cluster and/or the clustering strategy.
Tagging a cluster may include determining a type of the
cluster, determining types of tags associated with the type of
cluster, and determining tag values based on an analysis of
the cluster. Details regarding cluster tagging are described
below in reference to FIGS. 25-26.

[0269] At block 2404, clusters are grouped (a process that
is also referred to herein as generating dossiers) according to
similar tags. For example, two clusters both tagged with
“trader 1” may be grouped into a single dossier. Details
regarding cluster grouping are described below in reference
to FIG. 27.

[0270] At block 1004, a dossier analysis user interface is
provided to the user (for example, an analyst). The dossier
analysis user interface is generated similar to the cluster
analysis user interface described above in reference to FIG.
10A. However, the dossier analysis user interfaces provided
in reference to FIG. 25 include information associated with
groups of clusters (dossiers), rather than individual clusters.
In various embodiments the analyst may select criteria upon
which clusters may be grouped and displayed in the user
interface.

[0271] For example, in the context of investigations of
trader oversight, the analyst may select to group clusters
according to trader, book, desk, and/or any other type of tag
associated with the clusters. In another example, in the
context of cyber security (for example, malware and/or
phishing detection) the analyst may select to group clusters
according to person, employee, email address, computer,
and/or the like. In another example, in the context of
pharmaceuticals the analyst may select to group clusters
according to machines (for example, alerts may be generated
when there is an error on a manufacturing machine).

[0272] In an embodiment, clusters may be grouped
according to cluster type and/or alert type. Advantageously,
according to various embodiments, the analyst may dynami-
cally and interactively change cluster groupings to effi-
ciently investigate large quantities of related data items.
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Examples of dossier analysis user interfaces are described in
further detail below in reference to FIGS. 28-34.

[0273] At blocks 1006, 1006a, 10065, and 1006¢, the
system regenerates previously generated clusters as
described above in reference to FIG. 10A. Advantageously,
clusters are automatically tagged, and groups of clusters are
automatically and efficiently generated, as clusters are
regenerated based on new data items received by the system.
[0274] Additionally, at block 1008 clusters are optionally
merged as described above in reference to FIG. 10A. How-
ever, in an embodiment, while clusters may be merged as
described above, clusters may not be merged based on
similar tags. Rather, clusters with similar (or the same) tags
are maintained as separate clusters. Advantageously, not
merging clusters based on tags enable rapid and efficient
re-tagging of clusters as the clusters change, and tagging of
clusters with multiple tags of one or more types of tags.
[0275] b. Example Method of Cluster Tapping

[0276] FIG. 25 is a flowchart of an example method of
cluster tagging, according to an embodiment of the present
disclosure. At block 2502, the system access data, including
data items and related metadata and other information, of the
data cluster. At block 2504, the system determines the
cluster type of the data cluster. As mentioned above, a data
cluster generated according to a given clustering strategy
(and its associated seed generation strategy or strategies)
may be understood as having a “cluster type” (also referred
to as a “data cluster type”) corresponding to that clustering
strategy.

[0277] At block 2506, having determined the cluster type
of the data cluster, the system accesses one or more cluster
tagging rules or criteria associated with that cluster type. As
various data clusters may be generated according to different
clustering strategies, and each of the clustering strategies
may be associated with differing types of investigations, the
tagging rules or criteria used to analyze the clusters vary
according to the cluster types and their respective associated
types of investigations.

[0278] Atblock 2508, the system analyzes the data cluster
based on the accessed tagging rules/criteria. The cluster data
is then evaluated by the system (for example, by the cluster/
rules engine 120) according to the tagging rules/criteria.
Evaluation of the cluster for tagging proceeds similar to the
process of cluster analysis for alert generation as described
above, and may vary according to a context of the investi-
gation. Tags are determined based on data items, and asso-
ciated metadata, in the cluster. Further, clusters may be
tagged based on the cluster type and/or one or more items of
information related to the previously generated alerts. For
example, a cluster may be tagged according to an alert score
associated with the cluster, and/or one or more reasons for
the alert score. In an embodiment, cluster tags include both
a tag type and a tag value, as described below in reference
to FIG. 27. At block 2510, the determined tags are associated
with the cluster.

[0279] FIG. 26 shows examples of cluster tag types. As
shown, various tag types may be associated with one or
more cluster types (or clustering strategies). Additionally, a
value may be associated with each tag type based on the
analysis of the cluster, as described above and below. For
example, in the context of trader oversight, clusters may be
tagged based on trader, book, and/or desk. In the context of
phishing detection, clusters may be tagged based on user,
email address, computer, and/or IP address. In the context of
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tax fraud detection, clusters may be tagged based on com-
puter, IP address, and/or physical address. These tag types
are given as examples, and any other tags and/or tag types
may be applied to clusters in various contexts.

[0280] Values associated with each tag type may be deter-
mined based on the analysis of the cluster, as described
above. For example, in the context of trader oversight, a
given cluster may include data items representing two
identified traders: trader 1 and trader 2. Accordingly, the
cluster would be tagged as follows: “trader: trader 1” and
“trader: trader 2”. Additionally, the cluster may indicate
trades associated with trading book 10, and that the traders
are associated with desk 23. Accordingly, the cluster would
also be tagged as follows: “book: book 10” and “desk: desk
237

[0281] As also shown in FIG. 26 and described above, a
cluster may be tagged according to a cluster type (clustering
strategy), a clustering sub-strategy, an alert type, and alert
score, and/or the like. For example, a cluster may be tagged
according to its type such as “Internal Phishing”, “Trader
Oversight”, “Tax Fraud Detection”, and/or the like. Further,
in various embodiments, various clustering strategies may
be associated with one another, and/or a clustering strategy
may include one or more sub-strategies and/or alert criteria.
Such aspects may also be used as a basis for tagging a
cluster. For example, the clustering strategy “trader over-
sight” may be related to one or more other clustering
strategies and/or sub-strategies that also cluster data items to
detect bad behavior by traders, such as strategies to detect
out-of-hours trades and/or deviations in orders (for example,
deviations in actual traders from client orders). Clusters may
also be tagged according to such sub-strategies. Addition-
ally, clusters may be tagged according to alert types and/or
alert scores.

[0282] In various embodiments, a given tag type may be
applied to a cluster multiple times, or not at all, based on the
cluster analysis.

[0283] In an embodiment, a cluster tag may comprise an
item of metadata associated with the cluster, and stored in a
data store along with the data items and/or the cluster data.

[0284] c. Example Method of Cluster Grouping/Dossier
List Generation

[0285] FIG. 27 is a flowchart of an example method of
dossier list generation, according to an embodiment of the
present disclosure. As described above, the system groups
clusters according to tags associated with the clusters to
generate dossiers. Dossiers are displayed in dossier analysis
user interfaces of the system to enable an analyst to effi-
ciently and rapidly analyze large quantities of related data
items. Clusters may be dynamically grouped and
re-grouped, filtered, and/or otherwise analyzed via the dos-
sier analysis user interfaces.

[0286] At block 2702, the system receives an indication of
a tag type by which to group the clusters. For example, and
as described in references to FIGS. 28-34 below, the analyst
may select to group clusters according to one or more tags
types, such as trader, book, user, computer, IP address, or the
like.

[0287] At optional block 2704, the system receives an
indication of one or more filters to apply to the clusters. For
example, the analyst may select to filter the clusters accord-
ing to one or more other tag types and/or tag values, data
items of the groups of clusters, and/or various other criteria.
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At optional block 2706, the system filters the clusters
according to the indicated filters.

[0288] At blocks 2708 and 2710, the optionally filtered
clusters are grouped according to the indicated tag type.
Clusters having a same value of the tag type are grouped
together. For example, if the clusters are grouped by
“trader”, two clusters both tagged with “trader: trader 1 will
be grouped together. In another example, if the clusters are
grouped by “cluster strategy”, two clusters both tagged with
“cluster strategy: out-of-hours trades” will be grouped
together. In some embodiments, clusters having similar tag
values may be grouped together. For example, the system
may employ a fuzzy matching algorithm to determine tag
values that are sufficiently close to each other that the
respective associated clusters may be grouped together (to
account for, for example, typos and/or other errors in the
tags).

[0289] As described below, the system automatically and
dynamically updates the cluster groupings in response to
user inputs. For example, in response to any changes to the
indicated tag type, or filters to apply to the clusters, the
system may automatically re-filter and/or re-group the clus-
ters and update a user interface.

[0290] d. Example Dossier User Interfaces

[0291] FIGS. 28-34 illustrate example dossier analysis
user interfaces of the data analysis system, according to
embodiments of the present disclosure. In various embodi-
ments, aspects of the user interfaces may be rearranged from
what is shown and described below, and/or particular aspects
may or may not be included. However, the embodiments
described below in reference to FIGS. 28-34 provide
example dossier analysis user interfaces of the system.
[0292] FIG. 28 illustrates a user interface 2802 of the
system in which various dossiers, or groups of clusters, are
interactively displayed to the user. The user interface 2802
includes a display portion 2812 with multiple user-selectable
colored tiles (for example, tiles 2814 and 2816), each tile
representing a dossier (or group of clusters). The user
interface 2802 also includes various user controls for caus-
ing the system to re-group the clusters, filter the clusters,
apply statuses to the dossiers, and/or the like. While the user
interface 2802 is configured for display of dossiers related to
trader oversight, the user interface 2802 may be configured
for any other application, as described above.

[0293] The user interface 2802 includes user-selectable
controls 2804, 2806, and 2808 for grouping the clusters
according to different tag types. For example, the user has
selected 2804, “trader”, as the tag type upon which to group
the clusters. Accordingly, the system has grouped the clus-
ters according to values associated with trader tags on each
of the clusters. Each of the tiles of display portion 2812
therefore represents a dossier associated with each particular
trader. For example, tile 2816 represents a dossier associated
with trader “Helen Fu”. Tile 2814, on the other hand,
represents a dossier associated with trader “Another Trader
4”. Each dossier includes all grouped clusters, and associ-
ated data items and alerts, associated with each trader.
Additionally, each tile shows various information associated
with each respective dossier to enable an analyst to quickly
triage and analyze the dossier. The user may select a tile to
view additional detailed information associated the respec-
tive dossier, as described below in reference to FIG. 32.
[0294] Inan embodiment, selection of control 2806 causes
the clusters to be grouped according to a “counterparty” tag,
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while selection of control 2808 causes the clusters to be
grouped according to a “source” tag (for example, a clus-
tering strategy, clustering sub-strategy, and/or alert type).
[0295] The user interface 2802 additionally includes a user
selectable control 2810, “flag list”, while the user may select
to cause the system to display a list of alerts, as described
below in reference to FIG. 33.

[0296] As mentioned above, each of the tiles of the display
portion 2812 includes various details associated with the
respective dossiers. For example, in reference to tile 2814,
the following items of information are determined and
displayed by the system: a tag value 2818, an information
chart 2820, a number of alerts 2822 associated with the
dossier, and a number of critical alerts 2824 associated with
the dossier. The information chart 2820 of the user interface
2802 is a time-based bar chart showing a number of alerts
(associated with the dossier) over a particular period of time,
however the information chart is configurable and may
display any information associated with the dossier. For
example, the analyst may use the dropdown 2826 to change
the information chart to any desired chart. The indication of
the number of alerts 2822 provides the analyst with infor-
mation about a number of individual alerts, or clusters,
associated with the dossier. Additionally, the indications of
the number of critical alerts 2824 provides the analyst with
information about an importance of the dossier. In an
embodiment, critical alerts include any alerts in the dossier
that are high alerts (according to the alert score, as described
above). In another embodiment, critical alerts include any
alerts in the dossier that are medium alerts (according to the
alert score, as described above). Additionally, each of the
tiles of the user interface 2802 is colored according to a
highest alert score associated with the dossier. For example,
dossier 2814 includes eight critical alerts, and is therefore
colored red, while dossier 2816 includes no critical alerts,
and is therefore colored orange. In an embodiment, any tag
values known by the system, but that do not include any
clusters/alerts satisfying a current filtering criteria (as
described below), may be displayed in the display portion as
tiles. As also show, the tiles are arranged with the most
critical dossiers appearing at the top of the display.

[0297] The example user interface 2802 additionally
includes various user-selectable elements for filtering clus-
ters, as mentioned in reference to FIG. 27 above. For
example, a list of filter criteria 2830 shows various types of
filters that may be applied to the clusters. The types of filters
include “status” (as indicated at 2832), types associated with
times and/or analysts assigned to clusters/alerts (as indicated
at 2834), and types associated with any cluster tags (as
indicated at 2836). The user may select one or more of the
filter types, which causes the system to display a popup with
various specific values by which to filter the clusters. In an
embodiment, the “status™ filter type refers to the cluster
types (or alert types).

[0298] For example, FIG. 29 shows the example user
interface 2802 in which the user has selected the “status”
filter type 2832. A popup 2904 includes the various values
of'statuses (or cluster/alert types) associated with the various
clusters/alerts, each selectable by the analyst. The popup
2904 also includes, for each of the filter values, an indica-
tion, in parentheses, of a number of associated clusters/
alerts. As shown the analyst has selected the “Intradate CnC
with IC” status value by which to filter the clusters. Accord-
ingly, the system dynamically applies the filter criteria to the
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clusters, filtering out any clusters that do not meet the
criteria, and updates the display of dossiers in the display
portion 2812. For example, as shown in the display portion
2812, the number of alerts associated with most of the
dossiers has changed in response to the filtering. Tile 2816,
for example, now shows 55 associated alerts, rather than 110
as shown in FIG. 28. Tile 2914 shows zero alerts, however
(as mentioned above) in an embodiment the tile is still
displayed in the display area 2812. Each tile also includes an
indication of a total number of alerts in the respective
dossiers without any filters applied. For example, tile 2816
indicates “55 of 110 alerts. As also shown in the example
user interface of FIG. 29, above the tiles an indication is
given of each filter currently applied to the clusters. Accord-
ingly, as shown at indicator 2906, the “Intraday CnC with
1C” cluster type filter is applied. Additionally a “state” filter
2912 (“open”) is applied to the clusters (cluster states are
described in further detail below in reference to FIG. 31).
The analyst may select the “clear” button 2908 to clear all
filters applied to the clusters.

[0299] Turning to the example user interface of FIG. 30,
another method of applying filtering criteria to the clusters
is shown. In particular, search box 3004 may be used to
apply filters to the clusters. The user may type all or part of
any applicable filter criteria into the search box 3004, which
causes the system to automatically generate a list 2006 of
any matching filter criteria. The user may then select to
apply the filter to the clusters similar to the application of
filters described above.

[0300] Returning to FIG. 28, dropdown box 2882 may be
used to apply a preselected, or saved, set of filters. As shown,
the analyst has selected the “Open Flags™ filter set, which
includes a filter to any clusters/alerts with the current state
of “open”. In various embodiments, a saved filter may
include multiple filter criteria. In an embodiment, after
applying a set of filters to the clusters, the analyst may save
the particular set of filters so as to enable efficient applica-
tion of the set of filters in the future by a single selection
from dropdown 2828. In an embodiment, an analyst may
specify a default filter set to be applied each time the analyst
logs in to the system. For example, a particular analyst may
be responsible for overseeing activities of four traders.
Accordingly, the analyst may create and save (and optionally
set as default) a set of filters to only display clusters/alerts
associated with those four traders.

[0301] In an embodiment, filters are disjunctively applied
(for example, logical OR) across same filter types, and
conjunctively applied (for example, logical AND) across
different filter types. Thus, for example, if the analyst selects
to filter the cluster/alerts to “trader: trader 17, “trader: trader
27, and “severity: high”, the filter criteria is applied to the
clusters as “trader:(trader 1 OR trader 2) AND severity:
high”.

[0302] Multiple types of filters may be saved together, and
the system may include multiple preset sets of filters that are
especially and frequently useful to the analyst in a particular
investigation. An example preset filter may be titled “Criti-
cal Open Flags to Triage”, which may include the following
filters: state: Open AND alert score: Medium OR Ceritical).
[0303] FIG. 31 shows the example user interface of FIG.
28 in which the analyst is applying “states” to the dossiers
(and thereby the clusters associated with the dossiers).
Advantageously, in various embodiments, the system
enables the analyst to apply any “state” to a group of
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clusters, or multiple groups of clusters, efficiently and simul-
taneously. States may comprise another tag type that may be
applied to clusters, and by which clusters may be filtered.
Assigning states to clusters is similar to the process of
marking alerts as archived (as described above in reference
to FIGS. 18 and 19) but is more flexible and customizable,
and may be used by the analyst to assign groups of clusters
to particular analysts, mark certain groups of clusters as
important or not, watch groups of clusters, and/or the like.

[0304] FIG. 31 shows selection of a “Take Action” button
3104. Selection of button 3104 allows the analyst to apply
any number of states of one or more selected dossiers (and
thereby the clusters associated with the dossiers). For
example, the user has selected tile 2814, the “Another Trader
4” dossier, which comprises a group of 94 clusters (as
currently filtered). Multiple dossiers may be selected by the
analyst, and only those clusters that satisty any given search
criteria and associated with selected dossiers are selected for
applying the states. A number of clusters to which the state
is being applied is shown at indicator 3108. Examples of
states that may be applied include “Sign Off”, “Escalate”,
“Ignore”, “Overlook™, “Neglect”, “Reassign to”, “Watch
all”, and “Unwatch all”. The states “Sign Off”, “Escalate”,
“Ignore”, “Overlook”, and “Neglect” may be used to des-
ignate clusters for further review, or to mark clusters as
unimportant, according to the various states. In some
embodiments, clusters marked as “Sign Off”, “Ignore”,
“Overlook”, or “Neglect” may be removed from the user
interface, while clusters marked as “Escalate” may be indi-
cated by highlighting in the user interface. The states “Reas-
sign to” may cause the system to provide a popup by which
the analyst may assign and/or reassign the clusters to a
particular analyst (or multiple analysts) for review. Addi-
tionally, upon assigning the clusters, the analyst may include
a note that may be provided to the assigned analyst(s) when
they are notified of the assignment. The states “Watch all”
and “Unwatch all” may be used by the analyst to receive (or
stop receiving) notifications of changes to particular dos-
siers/clusters. Notifications regarding assignments and/or
watching are described below in reference to FIG. 34.
Advantageously, according to various embodiments, the
analyst may easily and efficiently apply states to multiple
clusters via the dossier analysis user interface. For example,
a particular dossier (including multiple clusters) may be
determined to be unimportant (or otherwise not representing
risky activity) and may thereby by quickly dismissed by the
analyst. In some embodiments, the above-described states
“Reassign to”, “Watch all”, and “Unwatch all” may not be
considered states, but rather may be stored and tracked
separately from the states and in conjunction with the
notifications workflows described below in reference to FIG.
34.

[0305] In an embodiment, the tiles of FIG. 28 advanta-
geously each show a similar time-based chart (or other type
of chart) having common axes and/or common scales on the
axes, enabling efficient comparison of the dossiers by the
analyst.

[0306] FIG. 32 illustrates an example dossier analysis user
interface of the data analysis system that may be displayed
when a particular dossier is selected by the analyst. For
example, the analyst may view the user interface of FIG. 32
after selection of the “Another Trader 9” tile of the user
interface of FIG. 28. As shown in FIG. 32, and indicated by
title 3202, the information provided relates to the “Another
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Trader 9” dossier. In an embodiment, any filters applied to
the clusters in the user interface of FIG. 28 are automatically
propagated to the user interface of FIG. 32, as indicated at
filters 3210. The filters may be applied to any one or more
of charts, alerts, and/or other data shown in the user interface
of FIG. 32. In some embodiments different filters may be
applied to the different aspects of the user interface of FIG.
32. Additionally, the user may apply and/or remove any
filters, and/or apply states, in the user interface of FIG. 32
similar to the user interface of FIG. 28.

[0307] The example user interface of FIG. 32 includes
various tabs 3204, 3206, and 3208 for viewing information
related to the dossier. Currently the “flags™ tab 3204 is
selected, which displays information associated with the
various clusters/alerts of the dossier. For example, a list of
alerts 3214 is shown, which are similar to the list of alerts
of FIG. 11. The alerts may be sorted in various ways by
selection of a sorting element 3216. In an embodiment, the
analyst may select one or more of the alerts to apply a state
and/or view details via a user interface similar to that of FIG.
12. Additionally, a time-based chart 3212 is shown which is
similar or the same as the chart shown in the tiles of the user
interface of FIG. 28. In the user interface of FIG. 32, the
analyst may select any data to view in the chart 3212 via, for
example, the dropdown 3218 and the list of previous charts
3220. In various embodiments, any type of data may be
plotted in the chart 3212. For example, in one embodiment
a risk score associated with the trader may be plotted over
time. The risk score may be determined based on all or some
of the data in the dossier. Alternatively, the risk score may
be determined based on other data accessed from other data
sources. The risk score may be determined based on a risk
model. The system may be customized to display any charts
of any type, and including any data, that are useful for the
analyst in analyzing the dossier.

[0308] Tabs 3206 and 3208 may be selected by the analyst
to view other information related to the dossier in the user
interface. For example, “timeline” may display a more
detailed chart, and/or may display a chart with data drawn
from another data source outside of the clusters of the
dossier. “Related” may display other dossiers and/or clus-
ters/alerts associated with the current dossier, and may
provide a direct link to those dossiers/clusters (similar to the
links described in reference to FIGS. 21 and 22). For
example, if two traders are associated with a cluster (for
example, by a tag and/or data item associated with the
cluster), and the user is viewing the dossier of one of the
traders, the other trader (along with a like to that trader’s
dossier) may be displayed in the related tab.

[0309] In other embodiments, the user interface of FIG. 32
may include more or fewer tabs, each of which may be
customized and specific to the type of investigation being
performed by the analyst and/or the cluster types associated
with the dossier.

[0310] FIG. 33 illustrates an example user interface in
which the user has selected the “flags list” button of FIG. 28.
In this user interface a sortable list of alerts 3304 is shown,
not grouped by cluster tags. The user interface of FIG. 33 is
similar to that of FIG. 11 described above.

[0311] FIG. 34 illustrates an example user interface simi-
lar to that of FIG. 28, but in which the user has selected a
notifications button 3402. Selection of the notifications
button 3402 causes a notifications bar 3404 to be displayed.
While no notifications are shown in the user interface of

Aug. 24,2017

FIG. 34, various notifications may be provided to the analyst
via the notifications bar 3404, as described above. For
example, any changes to watched dossiers and/or cluster
may cause notifications to be displayed in the notifications
bar 3404. Similarly, when the analyst is assigned a dossier
(and/or one or more clusters/alerts) the analyst may be
notified via the notifications bar 3404. For example, a
notification regarding a watched dossier may include “You
have a new critical alert #234234 related to Trader 1. (Just
now)”. In another example, a notification related to an
assignment/escalation may include “Analyst 2 has escalated
alert #58967 to you. (15 seconds ago)”.

[0312] Notifications may also provide information to the
analyst that is not directly related to any particular dossier or
cluster. For example, a notification may be provided regard-
ing unavailability of a data source, such as “Data source 1
will be down for maintenance on Sep. 12, 2014 from
0300-0500PST. (10 minutes ago)”.

[0313] Advantageously, in various embodiments, the noti-
fications bar 3404 helps the analyst avoid having to triage
many alerts and/or dossiers that may not be of particular
importance. Rather, the notifications bring particular alerts
and/or dossiers to the attention of the analyst that are of
particular importance. In some embodiments, any changes
and/or comments on watched alerts/dossier may be provided
in the notifications bar. Additionally, the analyst may check
off alerts to remove them from the notification bar, and/or
may click links included in the alerts to go directly to user
interfaces displaying, for example, the relevant dossier,
alert, and/or other information related to the notification.
[0314] Referring again to FIG. 28, in an embodiment,
hovering a mouse cursor (or other selection indicator) over
one of the tiles may cause a popup to be displayed with
information associated with the particular dossier (for
example, various items of information shown in the user
interface of FIG. 32 and/or related human-readable conclu-
sions).

[0315] In an embodiment, tags associated with alerts (in,
for example, the alert display of FIG. 33 and/or the alert list
3214 of FIG. 32) may be shown in the user interface.
Selection of such tags may cause the dossier associated with
that tag to be automatically shown in the user interface.
[0316] In an embodiment, the system may enable export
of all information related to an alert and/or a dossier to a
format (such as a CSV) and/or to a displayable interactive
graph comprising node and edges (for example, a graph
display similar to the graph of FIG. 3C described above).
The interactive graph representation may allow the analyst
to review the attributes of the related data items and/or
perform queries for additional related data items.

[0317] In an embodiment, the dossier analysis user inter-
faces (for example, the user interface of FIG. 28) may
include a button to access a dashboard displaying various
items of information related to the analyst. For example, the
dashboard may include a display of a number of alerts the
analyst has reviewed over time.

[0318] e. Permissions

[0319] In various embodiments permissions (also referred
to as Access Control Lists) may be applied to various aspects
of the system to control access of data. In particular, some
data in the system may be permissions so as to not be visible
or accessible, in whole or in part, to particular persons and/or
groups of persons. For example, the system may apply
permissions to particular data item attributes, individual data
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items, data item clusters, groups of clusters, particular user
interfaces, types of data, and/or the like. Permissions may
further be dependent on an identity of the analyst, a group
to which the analyst belongs, a type of investigation, and/or
the like.

[0320] In operation, the system may implement permis-
sions by analysis of data prior to filtering and tagging and
grouping of clusters. For example, when an analyst is not
allowed to view data related to a particular data cluster, that
data cluster may be removed from the set of data that is
filtered, grouped, and presented to the user in the user
interfaces of the system.

[0321] f. Additional Aspects

[0322] In various embodiments, a single master instance
of each data item is stored by the system. The master
instance of each data item includes all metadata and other
information associated with the data item, as well as a
unique data item identifier. When generating clusters and
groups of clusters, in some embodiments, the master
instances of the data items are referenced by their data item
identifiers rather than making copies of the data items in
each cluster. This advantageously enables memory savings
and the data items do not have to be copied multiple times.
Additionally, any updates to a master data item may be
rapidly propagated to all references of the data item in each
cluster, thus reducing processing requirements.

[0323] In various embodiments, the system and dossier
analysis user interface described above are extensible. Thus,
for example, additional types of tags may be added to the
system based on new types of investigations, new groupings
may be added to the user interface based on the new tags,
each user interface may be customized based on the type of
investigation, other types of related information may be
brought into the dossier information user interfaces, other
tabs may be added to the dossier information user interfaces,
other states may be added based on changes and updates to
workflows, and/or the like. Accordingly, the system need not
be redeveloped for each not applications, but may be easily
extended and adapted.

[0324] Additionally, the system is developed such that
data items may be accessed from any type of data base or
data store similarly via software code that adapts to particu-
lar database formats. Thus new data may be brought into the
system quickly and efficiently without redevelopment.

ADDITIONAL EMBODIMENTS

[0325] Embodiments of the present disclosure have been
described that relate to automatic generation of memory-
efficient clustered data structures and, more specifically, to
automatic selection of an initial data item of interest, adding
of'the initial data item to the memory-efficient clustered data
structure, determining and adding one or more related data
items to the cluster, analyzing the cluster based on one or
more rules or criteria, automatically tagging and grouping
those clustered data structures, and providing an interactive
user interface to an analyst. As described above, in various
embodiments, a generated cluster or group of clusters may
include far fewer data items as compared to a huge collec-
tion of data items that may or may not be related to one
another. This may be because, for example, data items
included in a cluster may only include those data items that
are related to one another and which may be relevant to a
particular investigation. Further, data items in a cluster may
comprise simple references to a master instance of the data
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item, further saving memory requirements. Accordingly, in
various embodiments, processing of generated clusters may
be highly efficient because, for example, a given fraud
investigation by an analyst may only require storage in
memory of a single group of cluster data structures. Further,
a number of data items in a cluster may be several orders of
magnitude smaller than in the huge collection of data items
that may or may not be related to one another because only
data items related to each other are included in the clusters.

[0326] Additionally, the automated analysis, tagging,
grouping, and scoring of groups of clusters (as mentioned
above) may enable highly efficient evaluation of the various
data clusters by a human analyst. For example, the interac-
tive user interface us generated so as to enable an analyst to
quickly view critical groups of data clusters, and then in
response to analyst inputs, view and interact with the gen-
erated information (including, for example, re-grouping
and/or filtering) associated with the clusters. In response to
user inputs the user interface may be updated to display raw
data associated with each of the generated groups of clusters
if the analyst desires to dive deeper into data associated with
a given cluster.

[0327] While the foregoing is directed to various embodi-
ments, other and further embodiments may be devised
without departing from the basic scope thereof. For
example, aspects of the present disclosure may be imple-
mented in hardware or software or in a combination of
hardware and software. An embodiment of the disclosure
may be implemented as a program product for use with a
computer system. The program(s) of the program product
define functions of the embodiments (including the methods
described herein) and may be contained on a variety of
computer-readable storage media. Illustrative computer-
readable storage media include, but are not limited to: (i)
non-writable storage media (e.g., read-only memory devices
within a computer such as CD-ROM disks readable by a
CD-ROM drive, flash memory, ROM chips or any type of
solid-state non-volatile semiconductor memory) on which
information is permanently stored; and (ii) writable storage
media (e.g., hard-disk drive or any type of solid-state
random-access semiconductor memory) on which alterable
information is stored. Each of the processes, methods, and
algorithms described in the preceding sections may be
embodied in, and fully or partially automated by, code
modules executed by one or more computer systems or
computer processors comprising computer hardware. The
processes and algorithms may alternatively be implemented
partially or wholly in application-specific circuitry.

[0328] The various features and processes described
above may be used independently of one another, or may be
combined in various ways. All possible combinations and
subcombinations are intended to fall within the scope of this
disclosure. In addition, certain method or process blocks
may be omitted in some implementations. The methods and
processes described herein are also not limited to any
particular sequence, and the blocks or states relating thereto
can be performed in other sequences that are appropriate.
For example, described blocks or states may be performed
in an order other than that specifically disclosed, or multiple
blocks or states may be combined in a single block or state.
The example blocks or states may be performed in serial, in
parallel, or in some other manner. Blocks or states may be
added to or removed from the disclosed example embodi-
ments. The example systems and components described
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herein may be configured differently than described. For
example, elements may be added to, removed from, or
rearranged compared to the disclosed example embodi-
ments.

[0329] Conditional language, such as, among others,
“can,” “could,” “might,” or “may,” unless specifically stated
otherwise, or otherwise understood within the context as
used, is generally intended to convey that certain embodi-
ments include, while other embodiments do not include,
certain features, elements and/or steps. Thus, such condi-
tional language is not generally intended to imply that
features, elements and/or steps are in any way required for
one or more embodiments or that one or more embodiments
necessarily include logic for deciding, with or without user
input or prompting, whether these features, elements and/or
steps are included or are to be performed in any particular
embodiment.

[0330] The term “comprising” as used herein should be
given an inclusive rather than exclusive interpretation. For
example, a general purpose computer comprising one or
more processors should not be interpreted as excluding other
computer components, and may possibly include such com-
ponents as memory, input/output devices, and/or network
interfaces, among others.

[0331] The term “continuous™ as used herein, is a broad
term encompassing its plain an ordinary meaning and, as
used in reference to various types of activity (for example,
scanning, monitoring, logging, and the like), includes with-
out limitation substantially continuous activity and/or activ-
ity that may include periodic or intermittent pauses or
breaks, but which accomplish the intended purposes
described (for example, continuous scanning may include
buffering and/or storage of data that is thereafter processed,
for example, in batch and/or the like).

[0332] Any process descriptions, elements, or blocks in
the flow diagrams described herein and/or depicted in the
attached figures should be understood as potentially repre-
senting modules, segments, or portions of code which
include one or more executable instructions for implement-
ing specific logical functions or steps in the process. Alter-
nate implementations are included within the scope of the
embodiments described herein in which elements or func-
tions may be deleted, executed out of order from that shown
or discussed, including substantially concurrently or in
reverse order, depending on the functionality involved, as
would be understood by those skilled in the art.

[0333] It should be emphasized that many variations and
modifications may be made to the above-described embodi-
ments, the elements of which are among other acceptable
examples. All such modifications and variations are intended
to be included herein within the scope of this disclosure. The
foregoing description details certain embodiments of the
invention. It will be appreciated, however, that no matter
how detailed the foregoing appears in text, the invention
may be practiced in many ways. As is also stated above, it
should be noted that the use of particular terminology when
describing certain features or aspects of the invention should
not be taken to imply that the terminology is being re-
defined herein to be restricted to including any specific
characteristics of the features or aspects of the invention
with which that terminology is associated. The scope of the
invention should therefore be construed in accordance with
the appended claims and any equivalents thereof.
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1. (canceled)

2. A computer system configured to provide a dynamic
user interface relating to visualization of alerts of malicious
network activity, the computer system comprising:

one or more electronic data structures configured to store

a plurality of clusters of data items, wherein each
cluster of data items represents a group of related
malicious network activities; and

one or more hardware computer processors configured to

execute software code to cause the computer system to:
access the plurality of clusters of data items from the
one or more electronic data structures;
analyze the plurality of clusters of data items to deter-
mine, for each cluster of the plurality of clusters,
respective types of malicious network activity asso-
ciated with the clusters of data items;
group, into a plurality of groups of clusters, the plu-
rality of clusters of data items such that each group
of clusters of the plurality of groups of clusters
comprises clusters of data items associated with
respective same types of malicious network activity;
and
provide a dynamic graphical user interface including a
plurality of tiles each representing a different one of
the plurality of groups of clusters, wherein each of
the respective tiles includes at least:
respective indications of the types of malicious net-
work activity associated with the respective tiles;
and
respective numbers of data clusters included in the
groups of clusters associated with the respective
tiles representing the types of malicious network
activity.

3. The computer system of claim 2, wherein the one or
more hardware computer processors are further configured
to execute software code to cause the computer system to:

further analyze the plurality of clusters of data items to

determine respective numbers of clusters of the plural-
ity of clusters having each of a plurality of types of
malicious network activity.

4. The computer system of claim 2, wherein each of the
respective tiles further includes:

respective time-based graphs showing events associated

with data clusters of the respective groups of clusters
associated with the respective tiles.

5. The computer system of claim 4, wherein the one or
more hardware computer processors are further configured
to execute software code to cause the computer system to:

in response to selection of a tile of the plurality of tiles,

update the graphical user interface such that the time-
based graph associated with the selected tile is resized
to be larger and comprise a greater portion of the
graphical user interface.

6. The computer system of claim 4, wherein each of the
respective tiles further includes:

respective indications of numbers of critical malicious

network activities associated with the respective tiles.

7. The computer system of claim 6, wherein the plurality
of'tiles are spatially organized in the graphical user interface
according to the numbers of critical malicious network
activities associated with the respective tiles.

8. The computer system of claim 6, wherein the plurality
of tiles are each colored to indicate the respective numbers
of critical malicious network activities associated with the
respective tiles.
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9. The computer system of claim 2, wherein the one or
more hardware computer processors are further configured
to execute software code to cause the computer system to:

determine a change to a data item of a cluster of the

plurality of clusters; and

at least one of:

re-analyze the plurality of clusters to determine respec-
tive types of malicious network activity associated
with the clusters of data items, or

re-group the plurality of clusters of data items into a
plurality of groups of clusters.

10. A computer system configured to provide a dynamic
user interface relating to visualization of alerts of malicious
activity, the computer system comprising:

one or more electronic data structures configured to store

a plurality of clusters of data items, wherein each
cluster of data items represents a group of related
malicious activities; and

one or more hardware computer processors configured to

execute software code to cause the computer system to:
access the plurality of clusters of data items from the
one or more electronic data structures;
analyze the plurality of clusters of data items to deter-
mine, for each of the clusters, respective one or more
attribute values associated with the respective clus-
ters of data items;
provide a dynamic user interface configured to include
at least indications of a plurality of types of attri-
butes; and
in response to a user input selecting a first type of
attribute, update the dynamic user interface to
include at least:
indications of a first one or more attribute values
associated with the first type of attribute, wherein
each of the first one or more attribute values is
indicated along with a corresponding graphical
tile in the dynamic user interface; and
for each of the first one or more attribute values, and
overlaid on the respective graphical tiles, respec-
tive numbers of data clusters associated with the
respective one or more attribute values.

11. The computer system of claim 10, wherein the one or
more hardware computer processors are further configured
to execute software code to cause the computer system to:

in response to a user input selecting a second type of

attribute, update the dynamic user interface to include

at least:

indications of a second one or more attribute values
associated with the second type of attribute, wherein
each of the second one or more attribute values is
indicated along with a corresponding graphical tile in
the dynamic user interface; and

for each of the second one or more attribute values, and
overlaid on the respective graphical tiles, respective
numbers of data clusters associated with the respec-
tive one or more attribute values.

12. The computer system of claim 10, wherein each of the
respective graphical tiles is further overlaid with:

respective time-based graphs showing events associated

with data clusters associated with the respective one or
more attribute values represented by the respective
graphical tiles.
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13. The computer system of claim 12, wherein the one or
more hardware computer processors are further configured
to execute software code to cause the computer system to:

in response to selection of a graphical tile of the plurality

of tiles, update the dynamic user interface such that the
time-based graph associated with the selected graphical
tile is resized to be larger and comprise a greater
portion of the dynamic user interface.

14. The computer system of claim 12, wherein each of the
respective graphical tiles is further overlaid with:

respective indications of numbers of critical malicious

activities associated with data clusters associated the
respective tiles.

15. A computer system configured to provide a dynamic
user interface relating to visualization of alerts of malicious
network activity, the computer system comprising:

one or more electronic data structures configured to store

a plurality of clusters of data items, wherein each
cluster of data items represents a group of related
malicious network activities; and

one or more hardware computer processors configured to

execute software code to cause the computer system to:
access the plurality of clusters of data items from the
one or more electronic data structures;
analyze the plurality of clusters of data items to deter-
mine, for each cluster of the plurality of clusters:
respective types of malicious network activity asso-
ciated with the clusters of data items, and
respective criticalities of the malicious network
activity represented by the respective clusters of
data items; and
provide a dynamic user interface configured to include
at least:
for each cluster of the plurality of clusters, a respec-
tive graphical tile representing an alert corre-
sponding to the cluster, wherein the graphical tile
visually indicates at least the criticality of the
malicious network activity represented by the
cluster and a type of the malicious network activ-
ity represented by the cluster.

16. The computer system of claim 15, wherein the one or
more hardware computer processors are further configured
to execute software code to cause the computer system to:

in response to a user input selecting a first tile representing

a first alert, update the dynamic user interface to display

at least:

detailed information associated with the cluster asso-
ciated with the first alert.

17. The computer system of claim 16, wherein:

each respective graphical tile further visually indicates a

time-based graph including events associated with data
items of the respective clusters represented by the
respective graphical tiles, and

the detailed information includes an enlarged time-based

graph.

18. The computer system of claim 15, wherein the graphi-
cal tile visually indicates that criticality of the malicious
network activity represented by the cluster by at least one or
an icon or a color.

19. The computer system of claim 15, wherein the
dynamic user interface is further configured to include at
least:

a first visualization indicating, for each type of malicious

network activity of the plurality of types of malicious
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network activity, respective portions of the plurality of
clusters having the type of malicious network activity;

and
a second visualization comprising a chart indicating, over

a period of time, numbers of malicious network activi-

ties.



