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(57) Abstract: Combinatorial shape regression is described as a technique for face alignment and facial landmark detection in im -
ages. As described stages of regression may be built for multiple ferns for a facial landmark detection system. In one example a re-
gression is performed on a training set of images using face shapes, using facial component groups, and using individual face point

O pairs to learn shape increments for each respective image in the set of images. A fern is built based on this regression. Additional re-

W

gressions are performed for building additional ferns. The ferns are then combined to build the facial landmark detection system.
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COMBINATORIAL SHAPE REGRESSION FOR FACE ALIGNMENT IN IMAGES

FIELD
The present description relates to determining face alignment for a still or video image

and, in particular, using a regression based on training.

BACKGROUND

With the proliferation of digital cameras in portable, raggedized, and desktop devices,
there 1s a related desire to use these cameras in new ways.  Some of these ways work with faces
that are within the camera's field of view. By recognizing and interpreting faces, many new
functions are provided, such as identifying a known user, interpreting a user's expressions as
commands or as other input, mapping a user's expressions (o an avatar for a chat session,
determining whether a user is paying attention to something in the user’s field of view, and more.
By recognizing a face, a computing system raay be able to apply digital makeup, hairdos, hats,
clothing, and other fashion looks. Two and three-dimensional face mesh generation may be
performed as well as many other augmented imaging functions. These functions are useful in
portable and wearable devices, such as smart phones, action cameras, and headsets and are also
useful in notebook, desktop, gaming, and entertainment systems.

In many techuiques, in order to recognize and interpret faces, first a face region is
identified. This may be done for a single image or for a sequence of images in a vides. The
images may be two or three-dimensional.  Once a system determines that a particular region
may have a face, then the alignment of the face is determined. FPace alignment is a technique to
locate the positions of a set of semantical facial landmark points, such as ears, eyes, nose, mouth,
chin and cheeks. These facial landmark points may then be used to determine the direction
toward which the head is facing, to track eye movements, {0 recognize or distinguish two
ditferent faces and more. Face alignment 1s used in many computer vision systems inchiding
face recognition, facial feature tracking, and animation.

Face alignment is made difficalt because of the differences between faces of different
people and becaunse of the differences caused when a single person changes expressions.
Another difficulty comes when a person turns the head or when a head is partially blocked or
occluded or blocked by another person or an object.  Face alignment is also made difficult by

variations in backgrounds behind a face and illumination around the face.
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BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments are tlustrated by way of example, and not by way of limitation, in the
figures of the accompanying drawings in which like reference numerals refer to similar elements.

Figure 1 is a block diagram of a multiple stage regression system according (o an
embodiment.

Figure 2 is a diagram of an example image containing a face with an initial face shape
indicated according to an embodiment.

Figure 3 15 a diagram of av example image confaming the same face with facial
component groups indicated according to an embodiment.

Figure 4 is a diagram of an example image containing the sarse face with some point pars
indicated according to an embodiment,

Figure 5 1s a diagram of an example image containing a face with a face region and
point-pair indexed image features indicated according to an embodiment.

Figure 6 is a diagram of an example image containing another face with a face region and
point-pair indexed image features indicated according to an embodiment.

Figure 7 is a process flow diagram of an image {raining process according to an
embodiment.

Figure & is a binary decision tree in the form of a fern according to an embodiment.

Figure 9 is a process flow diagram of using a set of ferns for detecting facial landmarks
according to an embodiment.

Figure 10 15 a block diagram of a computing device incorporating interactive video

presentation according 0 an embaodiment.

DETAILED DESCRIPTION

A facial landmark model is generated by training and then new images may be fitted to
the model by applying a fero regression through the trained features. A multiple stage
regression may have a fern at each regression stage.  Through the training the system learns
cascaded ferns capturing variations in the appearance of and geometric relationship of facial
landmarks. Once the facial landmarks are quickly and reliably identified, a variety of ditferent
operations may be performed such as face recognition, facial feature tracking, gaze cstimation,
expression or mood determination, etc.

A face alignment technique is described herein with an efficient regression for quick
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convergence and also with a fine grained discrimination of features,  To this end, CSR
{Combinatorial Shape Regression), as described herein, s used as a coarse-to-fine regression
method.  The described CSR approach flexibly combines holistic face shape driven global
regression, facial component driven group regression and individual point-pair driven local
regression indo a onified ramework. In addition to the CSR, PPHF (Point-Pair Indexed Image
Features) are used by considering geometric relationships among landmark point-pairs.  The
PPIIF¢ introduce geometric-invariant constraints in a process of progressively learning shape
mcrements. By integrating PPHFs into a framework of CSR, a completely new face alignment
technology is presented.

As described herein, an accurate and fast shape alignment is obtained using a
Combinatorial Shape Regression (TSR} together with Point-Pair Indexed Image Features
(PPIIFs).  This technique does not rely on a direct global or local regression.  The techniques
described may be considered in terms of three aspects: (1) CSR, a regression composition, which
combines holistic face shape driven global regression, facial component driven group regression
and individual point-pair driven local regression into a unified framework, this provide a coarse
to fine face alignment process; (2) progressively learning shape increments by using
geometric-invariant constrainis in a procedure for considering geometric relationships among
landmark point-pairs, PPIFs, this provides a better capability for handling complex variations in
face pose, facial expression, partial occlusion, ete.; (3) integrating PPIIFs into CSR to greatly
reduce cascaded stages for convergence in tfraining.  In many implementations, only hundreds
of cascaded stages are used while other techniques may need thousands of cascaded stages.

A basic shape regression method may be angmented with an addivive cascade consisting
of K stages. A feature mapping function F, and a linear weighting function W, may be
lcarned by applying iterations to training data.  After cstablishing these two functions, then,
given a face image [ and an initial face shape Sy consisting of a set of P semantic facial
tandmark points {(x7, vy, (%2, v2), ..., Gip, vp) |, the target face shape S can be directly
calculated as follows:

Sest = So + Tioq A8 (Sx-1, 1), (Bg. 1)
where AS,{Si.1, 1) 1is the face shape increment at stage & and it is calculated according to
Equation 2 as follows:

AS (S, 1) = Wi Fi(Sp—, ). (Eq.2)

From this definition, it is clear that the performance of such a method directly depends on
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the progressively learned feature mapping function Fy and linear weighting function W, To
learn them, two objectives may be: (1) designing an efficient regression method for quick
convergence; and (2) designing a kind of discriminative feature for a fine-grained partition of the
featare space of the training data.  These objectives, among others, are satisfied as described
below.

1. Combinaterial Shape Regression

Figure 1 is a simplified block diagram of a cascaded architecture {or combinatorial shape
regression as described herein.  An initial face shape 120 is applied as an input.  There are
then three kinds of regression strategies HFSDGR (a Holistic Face Shape Driven Global
Regressiony 122, FCDGR {a Pacial Component Driven Group Regression) 124, and IPPDLR {an
Individual Point-Pair Driven Local Regression) 126, The IPPLDR 1s fed back into a second
HFESDGR 128 to produce an estimated face shape 130 as an output.  As shown, the three types
of regression stages roay be taken in stages in which the first stage [ 1, K1] is the HFSDGR, the
second stage [Ki+1, K2} is the FCDGR, the third stage [K2+1, K3} is the IPPLDR, and the
fourth and final stage [K3+1, K] is the second HFSDGR.

The three semantic grouping methods and their application to three respective regression
strategics arc shown in Figures 2-4.  Figure 2 15 a diagram of an example image containing g
face. An initial face shape 120 has already been provided.  In some embodiments, a mean
shape over all of the manually annotated training face shape images is used as an initial starting
face shape.  Aliernatively, any face shape from the training images or any randomly sarapled
linear combination of the face shapes from the training images may be used as the initial face
shape. Using HFSDGR 122, a holistic shape driven grouping compares this image to the initial
tmage and takes the whole face shape 202 as a single group 204, A learning procedure may be
applied that is similar to that of ESR (Explicit Shape Regression).

Figure 3 is a diagram of the same example image countaining the face 202. FCDGR 124
s used as a facial component driven grouping.  The regression divides landmarks into a set of
semantic groups according to facial components.  Each component 1s separately identified, such
as the left evebrow 220, right evebrow 228, left eye 222, left cheek 224, lower lip 226, etc.
Learning may be done over each seratic group separately.  This advances the whole face shape
of HESDGR for more detail and specificity.

Figure 4 is a diagram of the same example image containing the face 202. IPPDLR 126

is applied by using individual point-pair driven groupings. Each landmark-pair is considered as

4
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a group and the learning is done over cach automatically selected landmark pair.  In this
example, there is a first pair from nose to cheek and a second pair from the right corner of the
mouth to the chin 234, These are provided as examples.  Many more pairs may be used.

In the implementation, the cascaded structure of the CSR has the four parts shown in
Figure 1. HESDGR 122 15 used o quickly obtain a coarse and sufficient face shape in the [irst
#, stages. Then, FCDGR 124 is applied to refine the face shape in the subsequent K, — K
stages.  Further, IPPDLR 126 1s used to fine-tune the face shape i the subsequent K3 — K
stages. Finally, a second HFSDGR 128 with different parameters is used to avoid possible
over-fitting in the last K — K, stages to produce the final estimated face shape. Therefore, this
SR is a very coarse-to-fine face alignment technology.  The technology starts coarse with a
general shape and progresses through the stages to fine with individual point pairs. By going
from coarse to fine in multiple stages, only a few hundred cascaded stages are used in some
embodiments to achieve convergence in training.  This reduces the size of the final model for
the CSR.

2, Point-Pair Indexed Image Features

While the CSR provides a coarse-to-fine face shape regression framework, the PPHFs
described herein provide a fine-grained partition of the feature space of the training data to learn
the decision tree and the respective shape increments contained in each regression stage of the
SR, Let (x;, yy) and (x;., y;) be the positions of the landmark i and j in the face shape §, PPIIF
ray be defined as an arbitrary point on a line traversing the positions of the two landmarks ¢ and
J at positions (x;, y) and (x;, y;), respectively.

P[):’I}?(xi!;,yi}-) = alx;v;) + {1 — a)(xj, y;:}, where a € R. {(Eq.3)

Figure 3 is an exarnple image containing a face 502 to show an example application of
the PPIIFs. There are two individual point pairs, the first pair uses the right eye 504 as one
tandmark and the left corner of the mouth 506 as the other landmark. A line 508 is drawn
between these and the index 510 is determined on the line 508. A second pair of landmarks is
the right chin 512 and left cheek 516, A line 1s drawn between thesce two landmarks and an
index mark 518 is determined provided by Eq. 3 above.

Figure 6 1s an cxample of a very different face 602 of a different person in a different
position in the image. The same two landmark pairs are used f{or ilfustration purposes.  The
first pair of points is again the right cye 604 as one landmark and the Ieft corner of the mouth

606 as the other landmark. A line 608 is drawn between these and the index 610 is determined.

5
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The second pair of landmarks is again the right chin 612 and left cheek 616. A line is drawn
between these two landmarks and an index mark 618 is determined.

Figures 5 and 6 further show a rectangle 520, 620 surrounding the major features of the
face. As shown, the rectangles provide a general size for the identified face. The rectangles
may then be used to normalize the faces to a standavd size that corresponds (o the size of the
faces in the training data.  In the Hustrated example, the faces are about the same size.  In
other examples, the faces may differ due to distance from the camera or due to different people
having different sized faces.

The images and respective face shapes shown in Figures 5 and 6 are normalized samples,
i.e., they have the same face shape size (as measured by width and height) for the padded image
regions to left/right/up/down. The face shapes in actual image may differ in size due to distance
from the camera or due to different people having different sized faces or different face poses,
etc. In order to more easily recognize facial landmark position, the image data may be
normalized.  In other words, the face size may be normalized before any further operations.

In embodiments, the training sonrce face images are different in size and the respective
annotated face shapes are also different in width and height. First a minimal frontal
ctreumscribed rectangle 520, 620 surrounding the landmark points is computed for alf of the
annotated face shapes. In embodiments, the rectangle is the minimal frontal circurnscribed
rectangle for each annotated face shape.  The rectangle’s top left corner is compuoted as the
minimums of horizontal and vertical coordinates of the landmark points, and its bottom right
corner is computed as the maximums of horizontal and vertical coordinates of the landmark
points.

After determining minimal rectangle. each rectangle may be enlarged in size by padding
with some additional size that preserves the aspect ratio.  As an example, the height and width
may be multiplied by some factor such as 0.5. This maintains the same ratio of height and
width while compensating lor possible errors in the Jandmark points.  Finally, the images may
be cropped to leave only the enlarged face regions.  These cropped images may then be
normalized to a standard size.  In one embodiment, this size may be 256x256.  However, the
desired size may be sclected to suit the desired accuracy and computational resources of a system.
With the training data normalized, comparisons are more readily made and the forns more casily
built.

As shown by comparing the examples of Figures 5 and 6, the same PPHFs 510, 518, 610,
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518 arc obtained in both images despite the obviously different face poses and facial expressions
when the landmarks are selected to be at the same positons.  The two images also show the
same values for g. This is in part because the PPIIFs harness geometric relationships among
landmark-pairs. Consequently, PPHFs may be used to introduce geometric-invariant
constraints in the learning procedure and thus achieve a fine-grained partition of the leature
space of training data.

Figure 7 is a process flow diagram of an image training process using some of the
principles discussed above including a multiple stage regression. At 702 a first regression is
performed on a set of training images using face shapes.  This first regression may include
learning variations in the appearance of facial landmarks and learning variations in the
relationship of facial landmarks. In some embodiments, the regression using face shapes may
include calculating shape differences for each image of the set of images as a difference between
a normalized ground truth face shape and each face shape of each image. In some
embodiments all of the face shape sizes are normalized to a selected standard before any
regressions are performed.

At 704 3 first regression is performed using facial component groups in images.  This
may be done in any of a variety of different ways.  In some embodiments, facial landmarks are
divided into sets of semantic groups according to facial components, where each component is
separately identified.  Learning is done over each semantic groaps separately from each othe
semantic group.

At 706 a first regression is performed using individual face point pairs in the images of
the set of training images.  This regression considers gesmetric relationships among landmark
point-pairs.  In some embodiments this may be done by using geomelric-invariant constraints
while progressively learning shape increments.  The face point pairs are individuoal in that the
learning may be done over each pair of face points separately from each other pair of face points.
As shown in Figures § and 6, a line roay be drawn between two face points of a pair and an index
mark on the drawn line may be determined. These parts of the regression may be performed in
the described order in which the results complement each other and run from coarse to fine.

After this first regression ferns may be built at 708. At 710 additional regressions are
performed and at 712 additional ferns are built.  When the regressions are completed at 714, the
ferns are combined o build the finished facial landmark detection sysiem.

As in ESR (Explicit Shape Regression), a fern may be used to perform data partition.
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Each fern is a binary decision tree stracture with a set of binary tests.  Hach irage is passed
down all of the ferns as it traverses through cach stage of the regression. The fernis a
compesition of some number (V) of features and thresholds (V) that divide the features from all
of the training samples into some number of bins, such as 2%, Each bin corresponds to a
regression output that best matches the new image that 1s to be identified. However, unlike
ESR instead of an original featore, 3 PPHF is wsed.  The fern is a binary decision tree which has
a composition of N PPIIF pairs. Each PPIF pair is shared to all of the internal nodes at s
respective layer. The data reaching to any mnternal node are {urther split into two paris by
comparing the gray-level values of a PPIF-pair.

Accordingly, with a fern containing N PPLIF-pairs, the whole training dataset is divided
into 2Vbins.  This is shown in the example of Figure 8 with five possible pairs and therefore
five stages. The shape increment (AS,(n)) concerning the #™ bin can be calculated as in
Equation 4 below:

e (55
AS,(n) = E’”E’-"i;”g i ), (Eq.4)
n

where A4, denotes the training shape samples falling in the #" bin, 8, and S, denote the
ground truth face shape of the o training sample in 4, and the estimated face shape in the
proevious step, respectively.  Eachn of the AS, values provide a leaf node.

Figure & is a binary decision tree in the form of a fern for applying the point pair indexed
image featurcs to selecting a face shape.  The root node 802 at layer 4, starts with two
landmarks or points, indicated as PPHF, and PPHF,. The intensity of these two points is
compared and a partition is performed accordingly. At the next layer 804 designated as 7,
points 3 and 4 are compared. A partition 13 made and the next layer 808 another comparison is
made. The system chooses branches from the tree to layers at nodes 812, 814, until reaching
the leaf node 816 after layer #5 by making intensity comparisons or gray-level comparisons
through the fern. This leaf node 816 corresponds to a particular bin,

There are many other nodes such as 806, 810, 818, 820, 822 shown in Figure 8 that are
not selected.  The nodes may all be pre-sorted using some samples placed into each node to
calculate W, and S,

3. Learning Shape Increments Using CSR and PPHEs
The overall process as described above may be summarized as having multiple stages as

described below.  First there 15 a training stage.  For the training stage a training set 7 of face
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irmage samples [, are used to set the parameters.  The feature mapping function Fp and linear
weighting function Wy, are determined, PPIFs are selected, and the binary decision tree is
determined using the training data.  The training set 7" may be defined as follows:
T = {(5:000, 41, 50 s (1O, 1,5, (SLCON 1L SL) |0 1= 120, (Bq. 5)
Here, 5,(0) denotes the initial face shape, and §; denotes the normalized ground truth face
shape in face image sample ..
For the training there are four different stage ranges based on three different threshold
values for &, where & designates stages of the process.  The first stageisfork=1to K
Hi1<k<K
For this case HFSDGR 122 is used as described above.  Accordingly, current shape
differences arc calculated for all training samples using a difference between the normalized
ground truth face shape and each new (&) face shape. This can be expressed as a set of (4)

differences as:

Using all of the differences a set of @ candidate PPIFs may be determined and then a
fern may be formulated by choosing the N PPIIFs having the top-N correlations, 1e., the N
closest correlations, to the current shape difference set.

Next the shape increments are calculated for all of the bins of the formulated ferns.

Finally the current shapes are updated for all training samples by adding the new shape
increments.

The second stage is for the case of £ being in the range from & to X,

R <kEsK

For this case FCDGR 124 is used so that the determinations are made with respect to
cach facial component-driven landmark group separately from cach other landmark group.

The operations are otherwise similar to those described above in which current shape
differences are {irst calculated, then candidate PPIIFs are determined to formulate more of the
fern using the top correlations to the current shape difference set.  The shape increments are
calculated and the current shapes are updated.

The third stage is for the case of & being in the range from K> to K.

WK, <k <K

In this case IPPDLR 126 is used so that the determinations are made with respect to each
fandmark point-pair. The operations are otherwise similar to thosce described above for

9
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HESDGR.  The current shape differences are first calculated, then candidate PPHFSs are
determined to fornmlate a fern using the top correlations to the current shape difference set.
The shape mcrements are calculated and the current shapes are updated.

The fourth stage is for the case of k being in the range above K;.  This stage is a second

HFSDGR 128,
Ky <k

The operations for the first HESDGR are repeated but now using the more accurate
parameters from stages two and three.  The result from these four stages is then selected PPIIFs,
refated forns and shape increments at all stages

Once the training is completed a new image may be analyzed based on the training set
using the fern decision tree as described in the context of Figore 8.

Figuore 9 is a process flow diagram for using a fern decision tree for a facial landmark
detection systern as described herein. At 902 an initial image is received with an initial face
region and face shape. If no face region is found, then the process ends. At 804 afern
regression is applied to the received face shape within the face region through multiple stages of
multiple trained features. The face size may be normalized as described above before this is
done. The regression may comprise all of the stages described above with respect to Figure 1,
include face shape, facial component group, and individual face point pairs.  With each stage of
the fern regression, the positions in the image are incremented to new positions to provide a new
face shape after cach stage. A final face shape driven regression may then be apphied. At 906
the facial landmark positions are identified based on the regression

A new face alignment method is described herein.  The method provides high accuracy,
high speed, and low memory use when compared with deformable model-based methods and
shape regression-based methods.  This methed also helps to provide a software stack for
vision-based face analytics applications including face recognition, digital face makeup, 2D/3D
face maesh generation, facial feature tracking and animation for gaming or avatar video chat, ctc.
This method also provides a software/hardware stack that complements some advanced camera
imaging modules in camera phone platforms. It may also be used in many other applications
including. smart phones, tablets, laptops, traditional PCs, and all-in-one and two-in-one devices.

As described herein a regression-based face alignment approach is used in which shape
increments are not divectly learned from a local or a global regression method.  Additive shape

incrernents are instead learned jointly from using holistic face shape-driven global regression

10
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{referred to herein as HFSDGR), facial component driven group regression (referred to herein as
FCDGR), and individual point-pair driven local regression {referred to herein as IPPLDR), or in
any a variety of different related combinations. The geometric relationships among landmark
point-pairs are used as the discriminative features and as the geometric-invariant consiraints to
train the final model.  In addition, a cascaded regression approach is used which allows far less
memory to be used without requiring any kind of compression.

As mentioned above, direct global or local regression is not required.  Instead a
coarse-to-fine face alignment method is used which flexibly combines holistic face shape driven
global regression, facial component driven group regression and individual point-pair driven
local regression into a unified framework. The PPHFSs as described consider geometric
relationships among landmark point-pairs.  As a result geometric-invariant constraints may be
introduced into the procedure of progressively learning shape increments from training data.
This provides much higher performance.

Shape regression based face alignment methods iteratively learn a feature mapping
function and a linear weighting matrix from the training dataset by using linear regression.  In
use the system should be able to quickly converge on a particular face and to discriminate fine
featores using the feature space of the training data.  However, a full global or local regression
tends to be slow.  As an example, if all of the landmark increments regarding a face shape are
collectively learned at each step of the regression, then the regression becomes very long.

There is additional difficelty caused by different face poses, facial expressions, partial occlusions
and similar effects i any particular face nmage.  As a result, a homan face is a non-rigid object
and the relative dimensions and proportions may change even for the same face.

Figure 10 is a block diagram of a single computing device 100 in accordance with one
implementation. The computing device 100 houses a system board 2. The board 2 may
include a number of components, including but not limited to a processor 4 and at least one
communication package 6. The communication package is coupled to one or more antennas
16.  The processor 4 is physically and electrically coupled to the board 2.

Depending on its applications, computing device 100 may include other components that
may or may not be physically and electrically counpled to the board 2. These other components
include, but are not Hmited to, volatile memory (¢.g., DRAM) 8, non-volatile memory (¢.g.,
ROM) 9, flash memory (not showny}, a graphics processor 12, a digital signal processor {not

shown), a crypio processor (not showny, a chipset 14, an antenna 16, a display 18 sach as a

11
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touchscreen display, a touchscreen controller 20, a battery 22, an audio codec {not shown), a
video codec (not shown), a power amplifier 24, a global positioning system (GPS) device 26, a
compass 28, an accelerometer (oot shown), a gyroscope (not shown), a speaker 30, a camera 32,
a microphone array 34, and a mass storage device (such as hard disk drive) 10, compact disk
(C1) (not shown), digital versatile disk (DVD) (not shown}, and so forth). These components
may be connected to the system board 2, mounted to the system board, or combined with any of
the other components.

The communication package 6 enables wireless and/or wired communications for the
transfer of data to and from the computing device 100.  The term “wireless” and its derivatives
may be used to describe circuits, devices, systems, methods, technigues, communications
channels, ctc., that may conumnunicate data through the nse of modulated electromagnetic
radiation through a non-solid medivm.  The term does not imply that the associated devices do
not contain any wires, although in some embodiments they might not. The communication
package 6 may implement any of a number of wireless or wired standards or protocols, including
but not limited to Wi-Fi (JEEE 802.11 family), WiMAX (IEEE 802.16 family), IEEE 802.20,
long term evolution (LTE}, Ev-DO, HSPA+, HSDPA+, HSUPA+ EDGE, GSM, GPRS, CDMA,
TDMA, DECT, Bluetooth, Hthernet derivatives thereof, as well as any other wireless and wired
protocols that are designated as 3G, 4G, 50, and beyond. The computing device 100 may
inclade a plorality of comunnication packages 6. For instance, a first cormmunication package
6 may be dedicated to shorter range wircless communications such as Wi-Fi and Bluetooth and a
second communication package 6 may be dedicated to longer range wircless communications
such as GPS, EDGE, GPRS, CDMA, WiMAX, LTE, Ev-BO, and others.

The cameras 32 are coupled to an image processing chip 36 to perform format conversion,
coding and decoding, noise reduction and 31 mapping as described herein.  The processor 4 is
coupled to the image processing chip to drive the processes, set parameters, etc.

To various implementations, the computing device 100 may be eyewear, a laptop, a
nethook, a notebook, an ultrabook, a smartphone, a tablet, a personal digital assistant (PDA), an
nitra mobile PC, a mobile phone, a deskiop computer, a server, a set-top box, an entertainment
contro] unit, a digital camera, a portable music player, or a digital video recorder.  The
computing device may be fixed, portable, or wearable.  In further implementations, the
computing device 100 may be any other electronic device that processes data.

Embodiments may be implemented as a part of one or more mernory chips, controllers,
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CPUs (Central Processing Unit), microchips or integrated circuits interconuected using a
motherboard, an application specific integrated circuit (ASIC), and/or a field programmable gate
array {FPGA).

References 1o “one embodiment”, “an embodiment”, “example embodiment”, “varions
embodiments”, etc., mdicate that the embodiment(s) so described may include particular features,
structures, or characteristics, but not every embodiment necessarily includes the particular
features, structures, or characteristics. Further, some embodiments may have some, all, or none
of the features described for other embodiments.

In the following description and claims, the term “coupled” along with its derivatives,
may be used. “Coupled” is used to indicate that two or more elements co-operate or interact with
cach other, but they may or may not have intervening physical or electrical components between
them.

As used in the claims, unless otherwise specified, the use of the ordinal adjectives “first”,
“second”, “third”, etc., to describe a commmon element, merely indicate that different instances of
like elements are being referred to, and are not intended to imply that the elements so described
must be in a given sequence, either temporally, spatially, in ranking, or in any other manner.

The drawings and the forgoing description give examples of embodiments. Those
skilled in the art will appreciate that one or more of the described elements may well be
combined into a single functional element.  Alternatively, certain elements may be split into
multiple functional elements. Elements from one embodiment may be added to another
cmbodiment.  For example, orders of processes described herein may be changed and are not
limited 1o the manner described herein. Moreover, the actions of any flow diagram need not be
implemented in the order shown; nor do all of the acts necessarily need to be performed.  Also,
those acts that are not dependent on other acts may be performed in parallel with the other acts.
The scope of embodiments is by no means limited by these specific examples. Numerous
variations, whether explicitly given in the specification or not, such as differences i structure,
dimension, and use of material, are possible. The scope of embodiments is at least as broad as
given by the following claims.

The following examples pertain to further embodiments. The various features of the
different cmbodiments may be variously combined with some features included and others
exciuded o suit a variety of different applications. Some embodiments pertain to a method of

building stages of regression for multiple ferns for a facial landmark detection system that
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includes performing a first regression on a training set of itnages using face shapes n the images,
performing a first regression on a training set of images using facial component groups in the
images, performing a first regression on a training set of images using individual face point pairs
in the images to learn shape increments for each respective image in the set of images, building a
ern based on the first regression, performing additional regressions on the {raining set of images
using face shapes in the images, using facial component groups; and using individoal face point
pairs, building additional ferns based on the additional regressions, and combining the ferns to
build the facial landmark deteciion system.

In some embodiments performing a first regression comprises learning variations in the
appearance of facial landmarks.

In some embodiments performing a first regression comprises learning variations in the
relationship of facial landmarks.

I some embodiments performing a first regression using face shapes in the images
comprises calculating shape differences for each image of the set of images as a difference
between a normalized ground eruth face shape and each face shape of each image, determining a
set of candidate point pair indexed image features having the closest correlation to the ground
truth face shape, and using the determined top candidate set to build ferns.

In some embodiments performing a first regression comprises first performing a
regression nsing face shapes, then after performing a regression using face shapes, performing a
regression using facial component groups, then after performing a regression using facial
component groups, performing a regression using individual {ace point pairs.

In some embodiments using facial component groups comprises dividing facial
fandmarks into sets of semantic groups according te facial components, wherein each component
is separately identified.

In some embodimenis using facial component groups comprises learning over each
semantic groups separately from each other semantic group.

In some embodiments performing a regression using individual face point pairs
comprises considering geometric relationships among landmark point-pairs.

In some embodiments performing a regression using individual face point pairs
comprises introducing geometric-invariant constraints while progressively lcarning shape
tncrements.

In some embodiments using individual face point pairs comprises learning over each pair
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of face points separately from each other pair of face points.

In some embodiments using individual face point pairs comprises drawing a line between
two face points of a pair and determining an index mark on the drawn linc.

Further embodiments include normalizing face shape sizes in the images of the set of
images.

Some embodiments pertain to a method of locating facial landmark positions in an image
that includes receiving an initial image having an initial face shape, applying a fern regression
through multiple stages of multiple tramed features, the first feature being a face shape, the
second feature being facial component groups, and the third feature being individual face point
pairs, and identifying facial landmark positions based on the applied fern regressions.

In some embodiments for each stage of the fern regression the positions in the image are
incremented fo new positions to provide a new face shape after each siage.

I some embodiments applying a fern regression includes applying a first plurality of
regression-based ferns to update a face shape in the image, applying a second plurality of
regression-based ferns to update groups of facial components in the previous face shape,
applying a third plurality of regression-based ferns to update individual face point pairs in the
previous face shape, and applying a fourth plorality of regression-based ferns to update fine
features of the identified face shape in the previous face shape.

Some embodiments relaie to a computing system that includes a memory to store a set of
training images. an image sensor to receive an image containing a face, and an imaging
processor to receive the sct of training images and to build stages of regression for multiple forns
for a facial landmark detection system by performing a first regression on a training set of
images using face shapes in the images, performing a first regression on a training set of images
using facial component groups in the images, performing a first regression on a training set of
images using individual face point pairs in the images to learn shape increments for cach
respective image i the set of images, building a fern based on the first regression, performing
additional regressions on the training set of images using face shapes in the images, using facial
component groups; and using individoal face point pairs, building additional ferns based on the
additional regressions, and combining the ferns to build the facial landmark detection system, the
imaging processor to store the ferns in a memory accessible to the facial landmark detection
system for use on images capture by the image sensor.

In some embodiments performing a first regression using face shapes in the images
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inciudes calculating shape differences for each image of the set of images as a difference
between a normalized ground truth face shape and each face shape of each image, determining a
set of candidate point pair indexed image features having the closest correlation to the ground
truth face shape, and using the determined top candidate set to build ferns.

In some embodiments performing a first regression comprises first performing a
regression using face shapes, then after performing a regression using face shapes, performing a
regression using facial component groups, then after performing a regression using facial
component groups, performing a regression using individual face point paws.

In some embodiments performing a regression using individual face point pairs
comprises iniroducing geometric-invariant constraints while progressively learning shape
increments.

In some cinbodiments using individual face point pairs comprises learning over cach pair
of face points separately from each other pair of face points, drawing a line between two face

points of a pair, and determining an index mark on the drawn line.

16



(¥4

30

WO 2016/206114 PCT/CN2015/082543

CLAIMS:

1. A method of building stages of regression for multiple ferns for a facial landmark
detection system, the method comprising:

performing a first regression on a training set of irmages using face shapes 1n the images;

performing a first regression on a fraining set of images using facial component groups ia
the images;

performing a first regression on a training set of mages using individual face point pairs
in the images to learn shape increments for each respective image in the set of images;

building a fern based on the first regression;

performing additional regressions on the training set of images using face shapes in the
images, using facial component groups; and wsing individual face point pairs;

building additional ferns based on the additional regressions; and

combining the ferns to build the facial landmark detection system.

2. The method of Claim 1, wherein performing a first regression comprises learning
variations in the appearance of facial landmarks.

3. The method of Claim 1 or 2, wherein performing a first regression comprises
learning variations in the relationship of facial landmarks.

4. The method of any one or more of claims 1-3, wherein performing a first
regression using face shapes in the images comprises:

cakulating shape differences for cach image of the set of images as a difference between
a normalized ground truth face shape and each face shape of each image;

determining a set of candidate point pair indexed image features having the closest
correlation to the ground truth face shape; and

using the determined top candidate set to build ferns.

5. The method ofany one or more of claims 1-4, wherein performing a first
regression comprises first performing a regression using face shapes, then after performing a
regression nsing face shapes, performing a regression using facial component groups, then after
performing a regression using facial component groups, performing a regression using individual
face point pairs.

6. The method of any one or more of claims 1-5, wherein using facial component

groups cornprises dividing facial landmarks into sets of semantic groups according to {acial
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components, wherein each component is separately identified.

7. The method of Claim 6, wherein using facial component groups cormpriscs
Iearning over each semantic groups separately from cach other semantic group.

8. The method of Claim 5, wherein performing a regression using individual face
point pairs comprises considering geometric relationships among landmark point-pairs.

9. The method of Claim 5, wherein performing a regression using individual face
point pairs comprises introducing geometric-invariant constraints while progressively learning
shape increments.

1. The method of any one or more of claims 1-9, wherein using individual face point
pairs comuprises learning over each pair of face points separately from each other pair of face
points.

il The method of Claim 10, wherein using individual face point pairs coruprises
drawing a line between two face points of a pair and determining an index mark on the drawn
line.

12, The method of any one or more of claims 1-11, further comprising normalizing
face shape sizes in the images of the set of images.

13. A imethod of locating facial landmark posifions in an unage comprising:

receiving an initial image having an initial face shape;

applying a fern regression through muoltiple stages of multiple trained features, the first
feature being a face shape, the second feature being facial component groups, and the third
feature being individual face point pairs; and

identifying facial landmark positions based on the applied fern regressions.

14. The method of Claim 13, wherein for cach stage of the fern regression the
positions in the image are incremented to new positions to provide a new face shape after each
stage.

15. The method of Claim 13 or 14, wherein applying a fern regression comprises:

applying a first plurality of regression-based ferns to update a face shape in the image;

applying a second plurality of regression-based ferns to apdate groups of facial
components in the previous face shape;

applying a third plarality of regression-based forns to update individual face point parrs in
the previous face shape; and

applying a fourth plurality of regression-based ferns to update {ine features of the
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identified face shape in the previons face shape.

16. A computing system comprising:

a memory to store a set of fraining images;

an image sensor to receive an image containing a face; and

an imaging processor (o receive the set of training images and to build stages of
regression for multiple ferns for a facial landmark detection system by performing a first
regression on a training set of images using face shapes in the images, performing a first
regression on a {raming set of images using facial component groups in the images, performing a
first regression on a {raining set of images using individual face point pairs in the images to learn
shape increments for cach respective image in the set of images, building a fern based on the first
regression, performing additional regressions on the training set of images using face shapes in
the images, using facial component groups; and using individual face point pairs, building
additional ferns based on the additional regressions, and combining the ferns to build the facial
landmark detection system,

the imaging processor (o store the ferns in a memory accessibie o the facial landmark
detection system for use on images capture by the image sensor.

17. The method of Claim 16, wherein performing a first regression using face shapes
in the images comprises:

calculating shape differences for cach image of the set of images as a difference between
a normalized ground truth face shape and each face shape of each image;

determining a set of candidate point pair indexed image [eatures having the closest
corvelation to the ground truth face shape; and

using the determined top candidate set to build ferns.

18 The method of Claim 16 or 17, , wherein performing a first regression comprises
first performing a regression using face shapes, then after performing a regression using face
shapes, performing a regression using facial component groups, theo after performing a
regression using facial component groups, performing a regression using individual face point
pairs.

19. The method of Claim 18, wherein performing a regression using individuoal face
point pairs comprises introducing geometric-invariant constraints while progressively learning
shape increments.

20 The method of any one or more of claims 16-19, wherein using individual face
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point patrs comprises learning over cach pair of face points separately from cach other pair of
face points, drawing a line between two face points of a pair, and determining an index mark on

the drawn line.
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