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(57)  Anelectronic device and a method for controlling
the device are provided. The electronic device includes
a display; a memory storing at least one instruction; and
a processor configured to execute the at least one in-
struction to: extract a plurality of texts displayed on a chat
window of a message application and collect the plurality
of texts, input the collected plurality of texts into a trained
first neural network model and align the plurality of texts
in order, input the plurality of texts aligned in order into
a trained second neural network model and identify
whether additional information for acquiring event infor-
mation from the plurality of texts is necessary, and ac-
quire event information from the plurality of texts based
on the identification result.
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Description
[Technical Field]

[0001] The disclosure relates to an electronic device,
and more particularly, to an electronic device that ex-
tracts eventinformation based on texts included in ames-
sage application and provides a service corresponding
to the event information to a user, and a method for con-
trolling the electronic device.

[Background Art]

[0002] An electronic device such as a smartphone may
extract event information from texts (including images
and emoticons) input through a message application (or,
amessenger application, a chatting application), and pro-
vide a service corresponding to the extracted event in-
formation (e.g., a schedule management service, a res-
ervation service, a shopping service, etc.).

[0003] However, in the case of a message application
(e.g., KakaoTalk™, Line™, Whats App™, etc.) provided
by a third party, information stored in the application can-
not be accessed at a platform (e.g., an operating system
(OS)) end, and thus information on texts displayed on a
chat window screen of the message application needs
to be extracted and managed.

[0004] Here, in the case of moving the chat window
screen or moving to a new chat window screen by a user
interaction, a problem occurs that the order of texts ex-
tracted from the platform is messed up. For example, as
illustrated in FIG. 1, while a display is displaying a first
screen 10, texts may be extracted according to the order
included in the first screen 10. That is, while the first
screen 10 is being displayed, the platform may extract
the texts in the order of a text 1 to a text 5, as illustrated
inthe leftlowerend 20in FIG. 1. However, if an interaction
of scrolling the chat window screen to the lower direction
is input by the user, the display may display a second
screen 11 wherein a text -2 to a text 0 which are the
previous texts of the text 1 to the text 5 displayed on the
first screen 10 are newly included. While the display is
displaying the second screen 11, the platform may newly
extract the text O to the text -2. That is, while the second
screen 11 is displayed, the platform may extract the texts
in the order of the text 4, the text 5, the text 0, the text
-1, and the text -2, as illustrated in the middle part 21 of
the lower end in FIG. 1. Also, if an interaction of scrolling
the chat window screen to the upper direction is input by
the user, the display may display a third screen 12 where-
in a text 3 and a text 4 which are the subsequent texts
of the text -2 to the text 2 displayed on the second screen
11 are newly included. While the display is displaying the
third screen 12, the platform may newly extract the text
3 and the text 4. That is, while the third screen 12 is
displayed, the platform may extract the texts in the order
of the text 0, the text -1, the text -2, the text 3, and the
text 4, as illustrated in the right lower end 22 in FIG. 1.
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As illustrated in FIG. 1, in case the order of extracted
texts is changed according to a user interaction, a prob-
lem that meaningful event information cannot be extract-
ed, orincorrect eventinformation is extracted may occur.
[0005] In addition, in case texts on the currently dis-
played chat window screen, which were extracted by the
platform, are a part of a dialogue, it is difficult to extract
meaningful event information, and thus there is a limita-
tion that a smooth service cannot be provided.

[Disclosure]
[Technical Problem]

[0006] The disclosure was devised for resolving the
aforementioned problems, and the purpose of the disclo-
sure is in providing an electronic device that aligns the
order of a plurality of texts extracted from a chat window
screen of a message application, identifies whether ad-
ditional information for generating event information from
the plurality of aligned texts is necessary, and acquires
event information based on the identification result, and
a method for controlling thereof.

[Technical Solution]

[0007] According to an aspect of the disclosure, an
electronic device includes: a display; a memory storing
at least one instruction; and a processor configured to
execute the at least one instruction to: extract a plurality
of texts displayed on a chat window of a message appli-
cation and collect the plurality of texts, input the collected
plurality of texts into a trained first neural network model
and align the plurality of texts in order, input the plurality
of texts aligned in order into a trained second neural net-
work model and identify whether additional information
for acquiring event information from the plurality of texts
is necessary, and acquire event information from the plu-
rality of texts based on the identification result.

[0008] The processor may be further configured to ex-
ecute the at least one instruction to: based on identifying
that additional information for acquiring event information
from the plurality of texts is not necessary, acquire the
event information by using only the plurality of acquired
texts.

[0009] The processor may be further configured to ex-
ecute the at least one instruction to: based on identifying
that additional information for acquiring event information
from the plurality of texts is necessary, input the plurality
of texts into a trained third neural network model and
acquire a plurality of candidate texts for acquiring the
additional information, select at least one of the plurality
of candidate texts, and acquire the event information by
using the plurality of texts and the selected at least one
candidate text.

[0010] The processor may be further configured to ex-
ecute the at least one instruction to: based on identifying
that additional information for acquiring event information
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from the plurality of texts is necessary, identify a direction
wherein additional information exists before or after the
plurality of texts, and control the display to provide a Ul
for scrolling to the identified direction.

[0011] The processor may be further configured to ex-
ecute the at least one instruction to: based on detecting
a scroll interaction based on the Ul, scroll a chat window
screen according to the scroll interaction, and acquire
the event information by using the plurality of texts and
texts displayed on the scrolled screen.

[0012] The processor may be further configured to ex-
ecute the at least one instruction to: based on identifying
that additional information for acquiring eventinformation
from the plurality of texts is necessary, generate a query
text for acquiring the additional information, acquire a
response text for the query text, and acquire the event
information by using the plurality of texts and the re-
sponse text.

[0013] The first neural network model may include at
least one of a sentence sequence prediction model that
inputs two texts among the plurality of texts and deter-
mines the sequence relation between the two texts or a
sentence order prediction model that inputs the plurality
of texts and determines the order among the plurality of
texts.

[0014] The processor may be further configured to ex-
ecute the at least one instruction to: capture the chat
window of the message application, and perform optical
character recognition (OCR) for the captured chat win-
dow image and extract a plurality of texts displayed on
the chat window.

[0015] The processor may be further configured to ex-
ecute the at least one instruction to: acquire a summary
sentence corresponding to the event information from
the plurality of texts, and control the display to provide a
notification message including the acquired summary
sentence.

[0016] According to an aspect of the disclosure, A
method for controlling an electronic device, the method
includes; extracting a plurality of texts displayed on a chat
window of a message application and collecting the plu-
rality of texts; inputting the collected plurality of texts into
a trained first neural network model and aligning the plu-
rality of texts in order; inputting the plurality of texts
aligned in order into a trained second neural network
model and identifying whether additional information for
acquiring event information from the plurality of texts is
necessary; and acquiring event information from the plu-
rality of texts based on the identification result.

[0017] The acquiring the event information may in-
clude: based on identifying that additional information for
acquiring event information from the plurality of texts is
not necessary, acquiring the event information by using
only the plurality of acquired texts.

[0018] The acquiring the event information may in-
clude: based on identifying that additional information for
acquiring event information from the plurality of texts is
necessary, inputting the plurality of texts into a trained
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third neural network model and acquiring a plurality of
candidate texts for acquiring the additional information;
selecting at least one of the plurality of candidate texts;
and acquiring the event information by using the plurality
of texts and the selected at least one candidate text.
[0019] The acquiring the event information may in-
clude: based on identifying that additional information for
acquiring event information from the plurality of texts is
necessary, identifying a direction wherein additional in-
formation exists before or after the plurality of texts; and
providing a Ul for scrolling to the identified direction.
[0020] The acquiring the event information may in-
clude: based on detecting a scroll interaction based on
the Ul, scrolling a chat window screen according to the
scroll interaction; and acquiring the event information by
using the plurality of texts and texts displayed on the
scrolled screen.

[0021] The acquiring the event information may in-
clude: based on identifying that additional information for
acquiring event information from the plurality of texts is
necessary, generating a query text for acquiring the ad-
ditional information; acquiring aresponse textfor the que-
ry text; and acquiring the event information by using the
plurality of texts and the response text.

[0022] The first neural network model may include: at
least one of a sentence sequence prediction model that
inputs two texts among the plurality of texts and deter-
mines the sequence relation between the two texts or a
sentence order prediction model that inputs the plurality
of texts and determines the order among the plurality of
texts.

[0023] The extracting the plurality of texts may include:
capturing the chat window of the message application;
and performing optical character recognition (OCR) for
the captured chat window image and extracting a plurality
of texts displayed on the chat window.

[0024] The method may further include: acquiring a
summary sentence corresponding to the event informa-
tion from the plurality of texts; and providing a notification
message including the acquired summary sentence.

[Advantageous Effects]

[0025] According to an embodiment of the disclosure
as described above, an electronic device can provide
meaningful event information by using a plurality of texts
included in a chat window screen of a message applica-
tion.

[Description of Drawings]
[0026]

FIG. 1 is a diagram for illustrating an order by which
a platform extracts texts in the prior art;

FIG. 2 is a block diagram illustrating a configuration
of an electronic device according to an embodiment
of the disclosure;
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FIG. 3 is a block diagram illustrating a feature of pro-
viding event information based on a plurality of texts
displayed on a message application screen accord-
ing to an embodiment of the disclosure;

FIGS. 4A and 4B are diagrams for illustrating a sen-
tence sequence prediction model according to an
embodiment of the disclosure;

FIGS. 5A and 5B are diagrams for illustrating a sen-
tence completion prediction model according to an
embodiment of the disclosure;

FIG. 6 is a flow chart for illustrating a method for
acquiring a completed dialogue based on a plurality
of candidate texts according to an embodiment of
the disclosure;

FIG. 7A is a flow chart for illustrating a method for
acquiring a completed dialogue by using a scroll Ul
according to another embodiment of the disclosure;
FIG. 7B is a diagram for illustrating a scroll Ul ac-
cording to another embodiment of the disclosure;
FIG. 8A is a flow chart for illustrating a method for
acquiring a completed dialogue based onaresponse
text for a query text according to another embodi-
ment of the disclosure;

FIG. 8B is a diagram for illustrating a Ul including a
query text according to another embodiment of the
disclosure;

FIG. 9 is a block diagram illustrating a feature of ac-
quiring event information according to an embodi-
ment of the disclosure;

FIG. 10 is a diagram illustrating a Ul including event
information according to an embodiment of the dis-
closure; and

FIG. 11 is a flow chart for illustrating a method for
controlling an electronic device according to an em-
bodiment of the disclosure.

[Mode for Invention]

[0027] Various modifications may be made to the em-
bodiments of the disclosure, and there may be various
types of embodiments. Accordingly, specific embodi-
ments will be illustrated in drawings, and the embodi-
ments will be described in detail in the detailed descrip-
tion. However, it should be noted that the various em-
bodiments are not for limiting the scope of the disclosure
to a specific embodiment, but they should be interpreted
to include various modifications, equivalents, and/or al-
ternatives of the embodiments of the disclosure. Also,
with respect to the detailed description of the drawings,
similar components may be designated by similar refer-
ence numerals.

[0028] Further, in describing the disclosure, in case it
is determined that detailed explanation of related known
functions or features may unnecessarily confuse the gist
of the disclosure, the detailed explanation will be omitted.
[0029] In addition, the embodiments described below
may be modified in various different forms, and the scope
of the technical idea of the disclosure is not limited to the
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embodiments below. Rather, these embodiments are
provided to make the disclosure more sufficient and com-
plete, and to fully convey the technical idea of the disclo-
sure to those skilled in the art.

[0030] Also, the terms used in the disclosure are used
only to explain specific embodiments, and are notintend-
ed to limit the scope of the disclosure. Further, singular
expressions include plural expressions, unless defined
obviously differently in the context.

[0031] In addition, in the disclosure, expressions such
as "have," "may have," "include," and "may include" de-
note the existence of such characteristics (e.g.: elements
such as numbers, functions, operations, and compo-
nents), and do not exclude the existence of additional
characteristics.

[0032] Further, in the disclosure, the expressions "A
or B," "at least one of A and/or B," or "one or more of A
and/or B" and the like may include all possible combina-
tions of the listed items. For example, "A or B," "at least
one of A and B," or "at least one of A or B" may refer to
all of the following cases: (1) including at least one A, (2)
including at least one B, or (3) including at least one A
and at least one B.

[0033] Also, the expressions "first," "second," and the
like usedin the disclosure may describe various elements
regardless of any order and/or degree of importance. Al-
s0, such expressions are used only to distinguish one
element from another element, and are not intended to
limit the elements.

[0034] Meanwhile, the description in the disclosure
that one element (e.g.: a first element) is "(operatively or
communicatively) coupled with/to" or "connected to" an-
other element (e.g.: a second element) should be inter-
preted to include both the case where the one element
is directly coupled to the another element, and the case
where the one element is coupled to the another element
through still another element (e.g.: a third element).
[0035] In contrast, the description that one element
(e.g.: afirst element) is "directly coupled" or "directly con-
nected" to another element (e.g.: a second element) can
be interpreted to mean that still another element (e.g.: a
third element) does not exist between the one element
and the another element.

[0036] Also, the expression "configured to" used in the
disclosure may be interchangeably used with other ex-
pressions such as "suitable for," "having the capacity to,"
"designed to," "adapted to," "made to," and "capable of,"
depending on cases. Meanwhile, the term "configured
to" does not necessarily mean that a device is "specifi-
cally designed to" in terms of hardware.

[0037] Instead, under some circumstances, the ex-
pression "a device configured to" may mean that the de-
vice "is capable of" performing an operation together with
another device or component. For example, the phrase
"a processor configured (or set) to perform A, B, and C"
may mean a dedicated processor (e.g.: an embedded
processor) for performing the corresponding operations,
or a generic-purpose processor (e.g.: a CPU or an ap-
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plication processor) that can perform the corresponding
operations by executing one or more software programs
stored in a memory device.

[0038] Further, in the embodiments of the disclosure,
‘a module’ or ‘a part’ may perform at least one function
or operation, and may be implemented as hardware or
software, or as a combination of hardware and software.
Also, a plurality of ’'modules’ or ‘parts’ may be integrated
into at least one module and implemented as at leastone
processor, excluding ‘a module’ or ‘a part’ that needs to
be implemented as specific hardware.

[0039] Meanwhile, various elements and areas in the
drawings were illustrated schematically. Accordingly, the
technical idea of the disclosure is not limited by the rel-
ative sizes or intervals illustrated in the accompanying
drawings.

[0040] Hereinafter, the embodiments of the disclosure
will be described in detail with reference to the accom-
panying drawings, such that those having ordinary skill
in the art to which the disclosure belongs can easily carry
out the disclosure.

[0041] FIG. 2 is a block diagram illustrating a configu-
ration of an electronic device according to an embodi-
ment of the disclosure. As illustrated in FIG. 2, the elec-
tronic device 100 may include a display 110, a speaker
120, a communication interface 130, a memory 140, an
input interface 150, a sensor 160, and a processor 170.
Here, the electronic device 100 may be implemented as
a smartphone. Meanwhile, the electronic device 100 ac-
cording to the disclosure is not limited to a device of a
specific type, but it may be implemented as electronic
devices 100 in various types such as a tablet PC and a
digital camera, etc.

[0042] The display 110 may display images provided
from various sources. In particular, the display 110 may
display a chat window screen of a message application.
Also, the display 110 may display a Ul for guiding scrolling
on a chat window screen, a Ul including event informa-
tion, etc.

[0043] Meanwhile, the display 110 may be implement-
ed as a liquid crystal display (LCD) panel, organic light
emitting diodes (OLED), etc. Also, the display 110 may
be implemented as a flexible display, a transparent dis-
play, etc. depending on cases. However, the display 110
according to the disclosure is not limited to a specific type.
[0044] The speaker 120 may output a voice message.
In particular, in case a message was received from an
external terminal, the speaker 120 may provide the mes-
sage in a form of a voice message, for guiding receipt of
a message. Here, the speaker 120 may be included in-
side the electronic device 100, but this is merely an ex-
ample, and the speaker 120 may be electronically con-
nected with the electronic device 100, and may be located
outside.

[0045] The communication interface 130 may include
a circuit, and perform communication with an external
device. Specifically, the processor 170 may receive var-
ious kinds of data or information from an external device
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connected through the communicationinterface 130, and
may also transmit various kinds of data or information to
an external device.

[0046] The communication interface 130 may include
at least one of a Wi-Fi module, a Bluetooth module, a
wireless communication module, or an NFC module.
Specifically, a Wi-Fi module and a Bluetooth module may
perform communication by using a Wi-Fi method and a
Bluetooth method, respectively. In the case of using a
Wi-Fi module or a Bluetooth module, various types of
connection information such as an SSID is transmitted
and received first, and connection of communication is
performed by using the information, and various types of
information can be transmitted and received thereafter.
[0047] Also, a wireless communication module may
perform communication according to various communi-
cation standards such as IEEE, Zigbee, 3rd Generation
(3G), 31 Generation Partnership Project (3GPP), Long
Term Evolution (LTE), and 5th Generation (5G). Further,
an NFC module may perform communication by a near
field communication (NFC) method using a 13.56MHz
band among various RF-ID frequency bands such as

135kHz, 13.56MHz, 433MHz, 860-960MHz, and
2.45GHz.
[0048] In particular, in various embodiments according

to the disclosure, the communication interface 130 may
receive various types of information such as data related
to various neural network models, etc. from an external
device. Also, the communication interface 130 may re-
ceive a message from an external device, and transmit
a message to an external device.

[0049] The memory 140 may store atleastone instruc-
tion for controlling the electronic device 100. In particular,
the memory 140 may store data that is necessary for a
module for aligning the order of extracted texts, and ac-
quiring event information by using the aligned texts to
perform various kinds of operations. A module for align-
ing the order of extracted texts, and acquiring event in-
formation by using the aligned texts may include a data
collection module 315, a dialogue constitution module
325, a sentence sequence prediction module 330, a sen-
tence order prediction module 340, a dialogue comple-
tion prediction module 350, a dialogue completion mod-
ule 360, an event information acquisition module 370, an
information extraction module 910, a recommendation
determination module 920, etc. Also, the memory 140
may store neural network models which are a plurality of
language models for aligning the order of extracted texts,
and acquiring event information by using the aligned
texts.

[0050] Meanwhile, the memory 140 may include a non-
volatile memory that can maintain stored information
even if power supply is stopped, and a volatile memory
that needs constant power supply for maintaining stored
information. Data for aligning the order of extracted texts,
and acquiring eventinformation by using the aligned texts
may be stored in a non-volatile memory. Also, a plurality
of neural network models for aligning the order of extract-
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ed texts, and acquiring event information by using the
aligned texts may be stored in a non-volatile memory.
[0051] Other than the above, the memory 140 may in-
clude a data collection DB 320 that stores information on
texts extracted from the data collection module 315, and
a dialogue DB 365 that stores a completed dialogue ac-
quired from the dialogue constitution module 325.
[0052] The input interface 150 may include a circuit,
and the processor 170 may receive input of a user in-
struction for controlling the operations of the electronic
device 100 through the input interface 150. Specifically,
the input interface 150 may be implemented in a form of
being included in the display 110 as a touch screen, but
this is merely an example, and the input interface 150
may be constituted as a component such as a button, a
microphone, and a remote control signal receiver (not
shown), etc.

[0053] In particular, in the various embodiments ac-
cording to the disclosure, the input interface 150 may
receive input of various user instructions such as a user
instruction for inputting a message on a chat window
screen, a user instruction for scrolling a chat window
screen, a user instruction for inputting a response text,
and a user instruction for registering event information,
etc.

[0054] The sensor 160 may acquire various kinds of
information related to the electronic device 100. In par-
ticular, the sensor 160 may include a GPS that can ac-
quire location information of the electronic device 100,
and may also include various sensors such as a biosen-
sor (e.g., a heart rate sensor, a PPG sensor, etc.) for
acquiring bio information of a user using the electronic
device 100, a movement sensor for detecting a move-
ment of the electronic device 100, etc. Also, the sensor
160 may include animage sensor for acquiring animage,
an infrared sensor, etc.

[0055] The processor 170 may be electronically con-
nected with the memory 140, and control the overall func-
tions and operations of the electronic device 100.
[0056] If a user instruction for executing a message
application (or a user instruction for acquiring event in-
formation, etc.) is input, the processor 170 may load the
data for the module for aligning the order of extracted
texts stored in the non-volatile memory, and acquiring
event information by using the aligned texts to perform
various kinds of operations on the volatile memory. Also,
the processor 170 may load the plurality of neural network
models for aligning the order of extracted texts, and ac-
quiring event information by using the aligned texts on
the volatile memory. The processor 170 may perform var-
ious kinds of operations through various kinds of modules
and neural network models based on the data loaded on
the volatile memory. Here, loading means an operation
of calling the data stored in the non-volatile memory so
thatthe processor 170 can access in the volatile memory,
and storing the data.

[0057] In particular, the processor 170 may extract a
plurality of texts output on a chat window of a message
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application and collect the texts, input the plurality of col-
lected texts into a trained first neural network model and
align the plurality of texts in order, input the plurality of
texts alignedin orderinto atrained second neural network
model and identify whether additional information for ac-
quiring event information from the plurality of texts is nec-
essary, and acquire event information from the plurality
of texts based on the identification result.

[0058] Specifically, the processor 170 may be provided
with a plurality of texts displayed on a chat window from
a message application, or extract a plurality of texts in-
cludedinachatwindow of amessage application through
OCRrecognition. Here, the texts may include sentences,
words, phrases, syllables, etc.

[0059] The processor 170 may input the plurality of col-
lected texts into the trained first neural network model
and align the plurality of texts in order. Here, the first
neural network model may include at least one of a sen-
tence sequence prediction model that inputs two texts
among the plurality of texts and determines the sequence
relation between the two texts or a sentence order pre-
diction model that inputs the plurality of texts and deter-
mines the order among the plurality of texts.

[0060] The processor 170 may input the plurality of
texts aligned in order into the trained second neural net-
work model (e.g., a dialogue completion prediction mod-
el), and identify whether additional information for acquir-
ing event information from the plurality of texts is neces-
sary. Here, the processor 170 may identify whether ad-
ditional information is necessary before or after the plu-
rality of texts through the second neural network model.
[0061] If it is identified that additional information for
acquiring event information from the plurality of texts is
not necessary, the processor 170 may acquire the event
information by using only the plurality of acquired texts.
Here, the event information is information for performing
services provided in a platform, an application, or a third
part inside the electronic device 100, and it may be in-
formation related to a schedule management service, a
shopping service, a reservation service, etc.

[0062] If it is identified that additional information for
acquiring event information from the plurality of texts is
necessary, the processor 170 may acquire additional in-
formation for acquiring the event information by complet-
ing the dialogue.

[0063] As an example, the processor 170 may input
the plurality of texts into a trained third neural network
model (e.g., a candidate text generation model) and ac-
quire a plurality of candidate texts for acquiring the ad-
ditional information. Then, the processor 170 may select
at least one of the plurality of candidate texts. Here, the
processor 170 may select a candidate text having the
highest probability among the plurality of candidate texts,
but this is merely an example, and the processor 170
may select one candidate text among the plurality of can-
didate texts by a user selection. The processor 170 may
acquire the event information by using the plurality of
texts and the selected at least one candidate text.
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[0064] As another example, the processor 170 may
identify a direction wherein additional information exists
before or after the plurality of texts based on information
output by the dialogue completion prediction model, and
control the display 110 to provide a Ul for scrolling to the
identified direction. Then, if a scroll interaction based on
the Ul is detected, the processor 170 may control the
display 110 to scroll a chat window screen according to
the scroll interaction, and acquire the event information
by using the plurality of texts and texts displayed on the
scrolled screen.

[0065] Asstillanotherexample, the processor 170 may
input the plurality of texts into a fourth neural network
model (e.g., a query textgeneration model) and generate
a query text for acquiring additional information, acquire
a response text for the query text, and acquire the event
information by using the plurality of texts and the re-
sponse text.

[0066] Then, the processor 170 may provide various
services based on the acquired event information. For
example, the processor 170 may register a schedule in
a calendar application, perform shopping in a shopping
application, and perform reservation in a reservation ap-
plication based on the event information.

[0067] Also, the processor 170 may acquire a summa-
ry sentence corresponding to the event information from
the plurality of texts, and control the display 110 to provide
a notification message including the acquired summary
sentence.

[0068] Hereinafter, a method for extracting texts, align-
ing the order of the extracted texts, and acquiring event
information by using the aligned texts by using various
modules included in the processor 170 will be described
with reference to FIG. 3.

[0069] A message application 305 may store data re-
lated to a dialogue received from an external device or
input by a user. Here, the message application 305 may
provide data related to a dialogue to be displayed on the
display 110 according to a user input. The data related
to the dialogue may include not only texts, but also emoti-
cons, images, etc.

[0070] A platform 310 may extract data related to a
dialogue inside a chat window screen of the message
application 305 displayed on the display 110. As an ex-
ample, while the data related to the dialogue is displayed
onthe display 110, the platform 310 may acquire the data
related to the dialogue displayed on the display 110
through the message application 305. As another exam-
ple, the platform 310 may capture the chat window screen
of the message application including the data related to
the dialogue, perform optical character recognition
(OCR) for the captured chat window screen, and extract
a plurality of texts displayed on the chat window.

[0071] A data collection module 315 may acquire the
data related to the dialogue extracted from the platform
310. Here, the data collection module 315 may store the
plurality of texts in the acquired data related to the dia-
logue in a data collection DB 320. Then, the data collec-

10

15

20

25

30

35

40

45

50

55

tion module 315 may provide the acquired texts to a di-
alogue constitution module 325.

[0072] The dialogue constitution module 325 may align
the plurality of texts in order, determine whether a dia-
logue was completed for determining whether additional
information is necessary, and generate the completed
dialogue.

[0073] Specifically, the dialogue constitution module
325 may align the plurality of texts in order by using a
sentence sequence prediction module 330 and a sen-
tence order prediction module 340.

[0074] Thedialogue constitution module 325 may input
two texts into the sentence sequence prediction module
330. The sentence sequence prediction module 330 may
input the two texts into a sentence sequence prediction
model 335, and determine the sequence of the two texts.
Here, the sentence sequence prediction module 330 may
input the two texts while changing their order into the
sentence sequence prediction model 335. For example,
the sentence sequence prediction module 330 may ac-
quire two texts ("I completed high school", "Then, ljoined
undergrade from the dialogue constitution module 325.
The sentence sequence prediction module 330 may input
the two texts 410 in the order of "I completed high
school", "Then, | joined undergrad" into the sentence se-
quence prediction model 335, and acquire a first proba-
bility 420 that the order of the two sentences would be
correct, as illustrated in FIG. 4A. Also, the sentence se-
quence prediction module 330 may change the order of
the two texts and input the two texts 430 in the order
of "Then, | joined undergrade "I completed high school"
into the sentence sequence prediction model 335, and
acquire a second probability 440 that the order of the two
sentences would be correct, as illustrated in FIG. 4B.
Then, the sentence sequence prediction module 330
may compare the first probability 420 and the second
probability 440 and determine the order of the two sen-
tences. For example, if the first probability 420 is higher
than the second probability 440, the sentence sequence
prediction module 330 may determine that the order of
the two texts is "I completed high school", "Then, | joined
undergrad".

[0075] Further, the dialogue constitution module 325
may input three or more texts into a sentence order pre-
diction module 340. The sentence order prediction mod-
ule 340 may input the three or more texts into a sentence
order prediction model 345 and predict the order of the
three or more texts. Here, the sentence order prediction
model 345 may be a neural network model trained to
predict a relation among a plurality of texts, determine
the order of the plurality of texts, and align the plurality
of texts.

[0076] Meanwhile,inan embodimentof the disclosure,
it was described that the dialogue constitution module
325 uses both of the sentence sequence prediction mod-
ule 330 and the sentence order prediction module 340
for improving the accuracy of determining the order of
texts. However, this is merely an example, and only one
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of the sentence sequence prediction module 330 or the
sentence order prediction module 340 may be used for
improving the processing speed. In the case of using only
the sentence sequence prediction module 330, the dia-
logue constitution module 325 may pair a plurality of texts
by two each, and input the texts into the sentence se-
quence prediction module 330 and determine the se-
quence of the paired two texts, and align the plurality of
texts in order based on the sequence of the plurality of
paired texts.

[0077] The dialogue constitution module 325 may de-
termine whether the plurality of texts aligned in order are
a completed dialogue by using a dialogue completion
prediction module 350. Here, a completed dialogue is a
dialogue from which event information can be acquired,
and for an uncompleted dialogue, additional information
for acquiring event information may be necessary.
[0078] Thedialogue constitution module 325 may input
the plurality of aligned texts into the dialogue completion
prediction module 350. The dialogue completion predic-
tion module 350 may determine whether additional infor-
mation exists before or after the plurality of aligned texts
by using a dialogue completion prediction model 355.
Here, the dialogue completion prediction module 350
may input the plurality of texts and animaginary previous
text into the dialogue completion prediction model 355
and determine whether additional information exists be-
fore the plurality of texts, and input the plurality of texts
and an imaginary subsequent text into the dialogue com-
pletion prediction model 355 and determine whether ad-
ditional information exists after the plurality of texts. Here,
the imaginary previous text or the imaginary subsequent
text may be a blank sentence.

[0079] For example, as illustrated in FIG. 5A, the dia-
logue completion prediction module 350 may input a first
dialogue 510 consisting of the plurality of texts and an
imaginary previous textinto the dialogue completion pre-
diction model 355 and acquire a third probability 520 that
there would be additional information before the plurality
of texts. Also, as illustrated in FIG. 5B, the dialogue com-
pletion prediction module 350 may input a second dia-
logue 530 consisting of the plurality of texts and an im-
aginary subsequenttextinto the dialogue completion pre-
diction model 355 and acquire a fourth probability 540
that there would be additional information after the plu-
rality of texts.

[0080] The dialogue completion prediction module 350
may acquire information on whether the dialogue was
completed based on the third probability 520 and the
fourth probability 540 (i.e., whether additional information
is necessary) and information on the location wherein
the additional information exists. Specifically, the dia-
logue completion prediction module 350 may determine
whether the third probability 520 and the fourth probability
540 exceed a threshold value. For example, in case the
third probability 520 and the fourth probability 540 are
smaller than or equal to the threshold value, the dialogue
completion prediction module 350 may determine the
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plurality of texts as a completed dialogue. However, in
case at least one of the third probability 520 or the fourth
probability 540 exceeds the threshold value, the dialogue
completion prediction module 350 may determine the
plurality of texts as an uncompleted dialogue. Here, in
case the third probability 520 exceeds the threshold val-
ue, the dialogue completion prediction module 350 may
determine that additional information exists before the
plurality of texts, and in case the fourth probability 540
exceeds the threshold value, the dialogue completion
prediction module 350 may determine that additional in-
formation exists after the plurality of texts. In particular,
in the case of the embodiments in FIG. 5A and FIG. 5B,
if the third probability 520 is smaller than or equal to the
threshold value and the fourth probability 540 exceeds
the threshold value, the dialogue completion prediction
module 350 may determine that additional information
exists after the plurality of texts.

[0081] Ifit is determined that the plurality of texts are
a completed dialogue by the dialogue completion predic-
tion module 350, additional information for acquiring the
eventinformation is not necessary, and thus the dialogue
constitution module 325 may output the completed dia-
logue to a dialogue DB 365 and an event information
acquisition module 370.

[0082] If it is determined that the plurality of texts are
an uncompleted dialogue by the dialogue completion pre-
diction module 350, the dialogue constitution module 325
may input the plurality of aligned texts into a dialogue
completion module 360 for acquiring additional informa-
tion for acquiring the event information.

[0083] The dialogue completion module 360 may ac-
quire additional information for acquiring the event infor-
mation, and acquire a completed dialogue. A method for
the dialogue completion module 360 to acquire additional
information and acquire a completed dialogue will be de-
scribed with reference to FIG. 6 to FIG. 8B.

[0084] FIG. 6 is a flow chart for illustrating a method
for acquiring a completed dialogue based on a plurality
of candidate texts according to an embodiment of the
disclosure.

[0085] The dialogue completion module 360 may ac-
quire a plurality of texts from the dialogue constitution
module 325 and input the plurality of texts into a candi-
date text generation model in operation S610. Here, the
candidate text generation model may be a neural network
model trained to predict a text before or after a plurality
of texts, and generate a plurality of candidate texts.
[0086] The dialogue completion module 360 may gen-
erate a plurality of candidate texts through the candidate
text generation model in operation S620. For example,
the dialogue completion module 360 may input the plu-
rality of texts as illustrated in FIG. 5B into the candidate
text generation model, and generate candidate texts
such as "How about meeting at Gangnam Station?", "I
will go to your office", "anywhere", etc. Here, the candi-
date text generation model may have been trained to
generate candidate texts based on a user history.
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[0087] The dialogue completion module 360 may se-
lect at least one of the plurality of candidate texts in op-
eration S630. As an example, the dialogue completion
module 360 may input the plurality of candidate texts into
a selection model, and select a text having the highest
probability among the plurality of candidate texts. As an-
other example, the dialogue completion module 360 may
display the plurality of candidate texts on the display 110,
and select atleast one candidate text according to a user
inputamong the plurality of candidate texts. Forexample,
the dialogue completion module 360 may select "How
about meeting at Gangnam Station?" which has the high-
est probability or was selected by the user.

[0088] The dialogue completion module 360 may ac-
quire a completed dialogue by using the plurality of texts
and the selected at least one candidate text in operation
S640. The dialogue completion module 360 may output
the completed dialogue to the dialogue composition mod-
ule 325.

[0089] FIG. 7Ais a flow chart for illustrating a method
for acquiring a completed dialogue by using a scroll Ul
according to another embodiment of the disclosure.
[0090] The dialogue completion module 360 may ac-
quire a plurality of texts from the dialogue composition
module 325 in operation S710. Here, the dialogue com-
pletion module 360 may acquire not only the plurality of
texts, but also information on whether additional informa-
tion exists before or after the plurality of texts.

[0091] The dialogue completion module 360 may iden-
tify a direction wherein additional information is included
based on the information on whether additional informa-
tion exists before or after the plurality of texts in operation
S720.

[0092] The dialogue completion module 360 may pro-
vide a Ul for scrolling to the identified direction in opera-
tion S730. Specifically, if it is identified that additional
information is included in the previous direction of the
plurality of texts, the dialogue completion module 360
may provide a Ul for scrolling to the upper direction on
the chat window screen, and if it is identified that addi-
tional information is included in the subsequent direction
of the plurality of texts, the dialogue completion module
360 may provide a Ul for scrolling to the lower direction
on the chat window screen. For example, if it is deter-
mined that additional information is included in the sub-
sequent direction of the plurality of texts, the dialogue
completion module 360 may control the display 110 to
provide a Ul 760 including an indicator indicating scrolling
to the lower direction on the chat window screen and a
guide message, as illustrated in FIG. 7B.

[0093] The processor 170 may scroll the chat window
screen according to a scroll interaction in operation S740.
Here, when the screen is scrolled, the dialogue constitu-
tion module 325 may extract an additional text inside the
scrolled chat window screen, as described above, and
align the plurality of texts and the additional text in order
through the sentence sequence prediction module 330
and the sentence order prediction module 340, and de-
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termine whether the plurality of texts and the additional
text are a completed dialogue through the dialogue com-
pletion prediction module 350.

[0094] The dialogue completion module 360 may ac-
quire a completed dialogue by using the plurality of texts
and texts displayed on the scrolled screen in operation
S750. Here, the dialogue completion module 360 may
output the completed dialogue to the dialogue constitu-
tion module 325.

[0095] FIG. 8A is a flow chart for illustrating a method
for acquiring a completed dialogue based on a response
text for a query text according to another embodiment of
the disclosure.

[0096] The dialogue completion module 360 may ac-
quire a plurality of texts from the dialogue constitution
module 325 and input the plurality of texts into a query
text generation model in operation S810. Here, the query
text generation model may be a neural network model
trained to generate a query for acquiring additional infor-
mation before or after the plurality of texts.

[0097] The dialogue completion module 360 may gen-
erate a query text through the query text generation mod-
el in operation S820. For example, the dialogue comple-
tion module 360 may input a plurality of texts as illustrated
in FIG. 5B into the query text generation model and gen-
erate a query text such as "Where will | meet Jane on
this Thursday?".

[0098] The dialogue completion module 360 may ac-
quire aresponse text for the query text in operation S830.
Specifically, the dialogue completion module 360 may
control the display 110 to provide a Ul 850 including a
query text as illustrated in FIG. 8B, and acquire a re-
sponse text for the query text. Here, the response text
may be acquired by a user’s touch input, but this is merely
an example, and the response text may be acquired by
a voice input. Also, the query text may be provided in a
form of a voice message but not the Ul 850. For example,
the dialogue completion module 360 may acquire a re-
sponse text which is "Gangnam Station" through a touch
input or a voice input.

[0099] The dialogue completion module 360 may ac-
quire a completed dialogue by using the plurality of texts
and the response text in operation S840. The dialogue
completion module 360 may output the completed dia-
logue to the dialogue constitution module 325.

[0100] The dialogue completion module 360 may out-
put the completed dialogue acquired by using the method
asinFIG.6to FIG. 8B to a dialogue DB 365 and an event
information acquisition module 370.

[0101] The completed dialogue stored in the dialogue
DB 365 may be used in training of various neural network
models or in acquiring user history information after-
wards.

[0102] The event information acquisition module 370
may acquire the completed dialogue from the dialogue
constitution module 325. Here, the event information ac-
quisition module 370 may acquire event information for
providing various kinds of services from the completed
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dialogue.

[0103] A method for the event information acquisition
module 370 to acquire event information, and provide
services will be described with reference to FIG. 9. First,
the event information acquisition module 370 may output
the completed dialogue to an information extraction mod-
ule 910. The information extraction module 910 may input
the completed dialogue into an information extraction
model 915 and extract event information. For example,
the information extraction module 910 may input the com-
pleted dialogue into the information extract model 915,
and acquire event information for performing a schedule
management service including time information, location
information, schedule content information, etc. Also, the
information extraction module 910 may input the com-
pleted dialogue into the information extraction model 915
and acquire a summary sentence of the completed dia-
logue. Here, the acquired summary sentence may be
included in a notification message for performing a serv-
ice and provided to a user.

[0104] A recommendation determination module 920
may determine whether to recommend a service corre-
sponding to the acquired event information to the user.
Specifically, the recommendation determination module
920 may input the acquired event information into a rec-
ommendation model 925 and acquire a probability value
regarding whether to recommend the service corre-
sponding to the event information to the user, and deter-
mine whether to recommend the service corresponding
to the acquired event information to the user according
to whether the probability value exceeded a threshold
value.

[0105] The event information acquisition module 370
may request the service corresponding to the event in-
formation to the platform 310 or another application
based on the determination result of the recommendation
determination module 920. As an example, the platform
310 may control the display 110 to provide a notification
message inquiring the user about whether to perform the
service corresponding to the event information acquired
from the completed dialogue. For example, as illustrated
in FIG. 10, the platform 310 may control the display 110
to display a notification message 1010 for performing a
schedule management service which is a service ac-
quired from the event information on the chat window
screen. As another example, a calendar application may
register a schedule acquired from the event information
in a calendar.

[0106] Meanwhile, in the aforementioned embodi-
ment, itwas described that the notification message 1010
is displayed on the chat window screen, but this is merely
an example, and the message may be provided to the
user by a different method (e.g., a notification Ul screen
providing a plurality of notification messages, a notifica-
tion window in the upper part of the screen, etc.).
[0107] However,the schedule management service as
described in FIG. 10 is merely an example, and various
services such as a shopping service, a reservation serv-
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ice, etc. may be provided through the event information.
[0108] FIG. 11 is a flow chart for illustrating a method
for controlling an electronic device according to an em-
bodiment of the disclosure.

[0109] The electronic device 100 extracts a plurality of
texts displayed on a chat window of a message applica-
tion and collects the texts in operation S1 110. Here, the
electronic device 100 may extract a plurality of texts on
an application end, but this is merely an example, and
the electronic device 100 may capture a chat window
screen, and perform OCR for the captured image, and
extract a plurality of texts.

[0110] The electronic device 100 inputs the plurality of
collected texts into a trained first neural network model
and aligns the plurality of texts in order in operation
S1120. Here, the first neural network model may include
at least one of a sentence sequence prediction model
that inputs two texts among the plurality of texts and de-
termines the sequence relation between the two texts or
asentence order prediction model thatinputs the plurality
of texts and determines the order among the plurality of
texts.

[0111] The electronic device 100 inputs the plurality of
texts alignedin orderinto atrained second neural network
model and identifies whether additional information for
acquiring event information from the plurality of texts is
necessary in operation S1130.

[0112] The electronic device 100 acquires event infor-
mation from the plurality of texts based on the identifica-
tion result in operation S1 140. Specifically, if it is identi-
fied that additional information for acquiring event infor-
mation from the plurality of texts is not necessary, the
electronic device 100 may determine the plurality of ac-
quired texts as a completed dialogue, and acquire the
eventinformation by using only the plurality of texts. How-
ever, if it is identified that additional information for ac-
quiring event information from the plurality of texts is nec-
essary, the electronic device 100 may acquire additional
information by various methods and acquire a completed
dialogue. As an example, the electronic device 100 may
input the plurality of texts into a trained third neural net-
work model and acquire a plurality of candidate texts for
acquiring the additional information, select at least one
of the plurality of candidate texts, and acquire the event
information by using the plurality of texts and the selected
atleast one candidate text. As another example, the elec-
tronic device 100 may identify a direction wherein addi-
tional information exists before or after the plurality of
texts, provide a Ul for scrolling to the identified direction,
scroll a chat window screen according to a scroll inter-
action based on the Ul, and acquire the event information
by using the plurality of texts and texts displayed on the
scrolled screen. As still another example, the electronic
device 100 may generate a query text for acquiring the
additional information, acquire a response text for the
query text, and acquire the event information by using
the plurality of texts and the response text.

[0113] Then, the electronic device 100 may provide



19 EP 4 336 401 A1 20

various services by using the event information. For ex-
ample, the electronic device 100 may provide a schedule
management service, a shopping service, a reservation
service, etc. through the eventinformation. Also, the elec-
tronic device 100 may acquire a summary sentence cor-
responding to the event information from the plurality of
texts, and provide a notification message for performing
a service corresponding to the event information. Here,
the notification message may include the summary sen-
tence.

[0114] Meanwhile, the functions related to neural net-
work models as described above may be performed
through a memory and a processor. The processor may
consist of one or a plurality of processors. Here, the one
or plurality of processors may be generic-purpose proc-
essors such as a CPU, an AP, etc., graphic-dedicated
processors such as a GPU, a VPU, etc., or artificial in-
telligence-dedicated processors such as an NPU. The
one or plurality of processors perform control to process
input data according to a predefined operation rule or an
artificial intelligence model stored in a non-volatile mem-
ory or a volatile memory. The predefined operation rule
or the artificial intelligence model is characterized in that
it is made through learning.

[0115] Here, being made through learning means that
a learning algorithm is applied to a plurality of learning
data, and a predefined operation rule or an artificial in-
telligence model having a desired characteristic is made.
Suchlearningmay be performed in a device itselfwherein
artificial intelligence is performed according to the disclo-
sure, or performed through a separate server/system.
[0116] An artificial intelligence model may consist of a
plurality of neural network layers. Each layer has a plu-
rality of weight values, and performs an operation of a
layer through an operation between the operation result
of the previous layer and the plurality of weight values.
As examples of a neural network, there are a convolu-
tional neural network (CNN), a deep neural network
(DNN), a recurrent neural network (RNN), a restricted
Boltzmann Machine (RBM), adeep belief network (DBN),
a bidirectional recurrent deep neural network (BRDNN),
generative adversarial networks (GAN), and deep Q-net-
works, etc., but the neural network in the disclosure is
not limited to the aforementioned examples excluding
specified cases.

[0117] A learning algorithm is a method of training a
specific subject device (e.g., a robot) by using a plurality
of learning data and thereby making the specific subject
device make a decision or make prediction by itself. As
examples of learning algorithms, there are supervised
learning, unsupervised learning, semi-supervised learn-
ing, or reinforcement learning, but learning algorithms in
the disclosure are not limited to the aforementioned ex-
amples excluding specified cases.

[0118] Meanwhile, a storage medium that is readable
by machines may be provided in the form of a non-tran-
sitory storage medium. Here, the term ‘non-transitory’
only means that the device is a tangible device, and does
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not include a signal (e.g.: an electronic wave), and the
term does not distinguish a case wherein data is stored
semi-permanently in a storage medium and a case
wherein data is stored temporarily. For example, ‘a non-
transitory storage medium’ may include a buffer wherein
data is temporarily stored.

[0119] According to an embodiment, the method ac-
cording to the various embodiments described in the dis-
closure may be provided while being included in a com-
puter program product. A computer program product re-
fers to a product, and it can be traded between a seller
and a buyer. A computer program product can be distrib-
uted in the form of a storage medium that is readable by
machines (e.g.: a compact disc read only memory (CD-
ROM)), or may be distributed directly between two user
devices (e.g.: smartphones), and distributed on-line
(e.g.: download or upload) through an application store
(e.g.: Play Store™). In the case of on-line distribution, at
least a portion of a computer program product (e.g.: a
downloadable app) may be stored in a machine-readable
storage medium such as the server of the manufacturer,
the server of the application store, and the memory of
the relay server atleast temporarily, or may be generated
temporarily.

[0120] Also, each of the components (e.g.: a module
or a program) according to the aforementioned various
embodiments of the disclosure may consist of a single
entity or a plurality of entities, and some sub-components
among the aforementioned sub-components may be
omitted, or different sub-components may be further in-
cluded in the various embodiments. Alternatively or ad-
ditionally, some components (e.g.: a module or a pro-
gram) may be integrated into one entity to perform the
same or similar functions performed by each component
prior to integration.

[0121] In addition, operations performed by a module,
a program, or another component, in accordance with
the various embodiments, may be performed sequential-
ly, in parallel, repetitively, or in a heuristic manner, or at
least some operations may be performed in a different
order, omitted, or a different operation may be added.
[0122] Meanwhile, the term "part” or "module" used in
the disclosure may include a unit consisting of hardware,
software, or firmware, and may be interchangeably used
with, for example, terms such as a logic, a logical block,
a component, or a circuit. In addition, "a part" or "a mod-
ule" may be a component constituted as an integrated
body or a minimum unit or a part thereof performing one
or more functions. For example, a module may consist
of an application-specific integrated circuit (ASIC).
[0123] Also, the various embodiments of the disclosure
may be implemented as software including instructions
stored in machine-readable storage media, which can be
read by machines (e.g.: computers). The machines refer
to devices that call instructions stored in a storage me-
dium, and can operate according to the called instruc-
tions, and the devices may include an electronic device
according to the aforementioned embodiments (e.g.: an
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electronic device 100).

[0124] In case an instruction is executed by a proces-
sor, the processor may perform a function corresponding
to the instruction by itself, or by using other components
under its control. An instruction may include a code that
is generated or executed by a compiler or an interpreter.
[0125] Also, while preferred embodiments of the dis-
closure have been shown and described, the disclosure
is not limited to the aforementioned specific embodi-
ments, and it is apparent that various modifications may
be made by those having ordinary skill in the technical
field to which the disclosure belongs, without departing
from the gist of the disclosure as claimed by the append-
ed claims. Further, it is intended that such modifications
are not to be interpreted independently from the technical
idea or prospect of the disclosure.

Claims
1. An electronic device comprising:

a display;

a memory storing at least one instruction; and
a processor configured to execute the at least
one instruction to:

extract a plurality of texts displayed on a
chat window of a message application and
collect the plurality of texts,

input the collected plurality of texts into a
trained first neural network model and align
the plurality of texts in order,

input the plurality of texts aligned in order
into a trained second neural network model
and identify whether additional information
for acquiring eventinformation from the plu-
rality of texts is necessary, and

acquire event information from the plurality
of texts based on the identification result.

2. The electronic device of claim 1,
wherein the processor is further configured to exe-
cute the at least one instruction to:
based on identifying that additional information for
acquiring event information from the plurality of texts
is not necessary, acquire the event information by
using only the plurality of acquired texts.

3. The electronic device of claim 1,
wherein the processor is further configured to exe-
cute the at least one instruction to:

based on identifying that additional information
for acquiring event information from the plurality
of texts is necessary, input the plurality of texts
into a trained third neural network model and
acquire a plurality of candidate texts for acquir-
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ing the additional information,

select at least one of the plurality of candidate
texts, and

acquire the event information by using the plu-
rality of texts and the selected at least one can-
didate text.

4. The electronic device of claim 1,
wherein the processor is further configured to exe-
cute the at least one instruction to:

based on identifying that additional information
for acquiring event information from the plurality
oftexts is necessary, identify a direction wherein
additional information exists before or after the
plurality of texts, and

control the display to provide a Ul for scrolling
to the identified direction.

5. The electronic device of claim 4,
wherein the processor is further configured to exe-
cute the at least one instruction to:

based on detecting a scroll interaction based on
the Ul, scroll a chat window screen according to
the scroll interaction, and

acquire the event information by using the plu-
rality of texts and texts displayed on the scrolled
screen.

6. The electronic device of claim 1,
wherein the processor is further configured to exe-
cute the at least one instruction to:

based on identifying that additional information
for acquiring event information from the plurality
of texts is necessary, generate a query text for
acquiring the additional information,

acquire a response text for the query text, and
acquire the event information by using the plu-
rality of texts and the response text.

7. The electronic device of claim 1,

wherein the first neural network model comprises:
at least one of a sentence sequence prediction mod-
el that inputs two texts among the plurality of texts
and determines the sequence relation between the
two texts or a sentence order prediction model that
inputs the plurality of texts and determines the order
among the plurality of texts.

8. The electronic device of claim 1,
wherein the processor is further configured to exe-
cute the at least one instruction to:

capture the chat window of the message appli-
cation, and
perform optical character recognition (OCR) for
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the captured chat window image and extract a
plurality of texts displayed on the chat window.

The electronic device of claim 1,
wherein the processor is further configured to exe-
cute the at least one instruction to:

acquire a summary sentence corresponding to
the event information from the plurality of texts,
and

control the display to provide a notification mes-
sage including the acquired summary sentence.

A method for controlling an electronic device, the
method comprising:

extracting a plurality of texts displayed on a chat
window of a message application and collecting
the plurality of texts;

inputting the collected plurality of texts into a
trained first neural network model and aligning
the plurality of texts in order;

inputting the plurality of texts aligned in order
into a trained second neural network model and
identifying whether additional information for ac-
quiring event information from the plurality of
texts is necessary; and

acquiring event information from the plurality of
texts based on the identification result.

The method of claim 10, wherein the acquiring com-
prises:

based on identifying that additional information for
acquiring event information from the plurality of texts
is not necessary, acquiring the event information by
using only the plurality of acquired texts.

The method of claim 10, wherein the acquiring com-
prises:

based on identifying that additional information
for acquiring event information from the plurality
of texts is necessary, inputting the plurality of
texts into a trained third neural network model
and acquiring a plurality of candidate texts for
acquiring the additional information;

selecting at least one of the plurality of candidate
texts; and

acquiring the eventinformation by using the plu-
rality of texts and the selected at least one can-
didate text.

The method of claim 10, wherein the acquiring com-
prises:

based on identifying that additional information
for acquiring event information from the plurality
of texts is necessary, identifying a direction
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wherein additional information exists before or
after the plurality of texts; and

providing a Ul for scrolling to the identified di-
rection.

14. The method of claim 13, wherein the acquiring com-

prises:

based on detecting a scroll interaction based on
the UI, scrolling a chat window screen according
to the scroll interaction; and

acquiring the eventinformation by using the plu-
rality of texts and texts displayed on the scrolled
screen.

15. The method of claim 10, wherein the acquiring com-

prises:

based on identifying that additional information
for acquiring event information from the plurality
of texts is necessary, generating a query text for
acquiring the additional information;

acquiring a response text for the query text; and
acquiring the eventinformation by using the plu-
rality of texts and the response text.
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