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(57) ABSTRACT

Techniques for forecasting for an advertisement campaign
are described. A personalized communication system can
receive a request for an advertisement campaign on a social
network. The request can have a member attribute and a time
frame. The personalized communication system can access
member data and behavior data from the social network.
Additionally, the personalized communication system can
determine a target group based on the member data and the
member attribute. Furthermore, the personalized communi-
cation system can calculate a number of unique visitors to the
social network from the target group based on the member
attribute, the time frame, and a frequency cap. Subsequently,
the personalized communication system can forecast a num-
ber of messages for the first advertisement campaign based on
the calculated number of unique visitors, the behavior data,

27, 2015. and the time frame.
{, 100

DS -
! NETWORK-BASED SYSTEM !
| !
! !
! i
i 1
! 1
! i
D110 :
! - i
; SERVER | 19 |
! MACHINE DATABASE :

5 i
| !
! ; |
: i

150« ,
152 ? DEVICE
kY




Patent Application Publication Sep. 1,2016 Sheet1of 11 US 2016/0253709 A1

y/?@ﬂ

rnmmfﬁﬁﬁ_mmm__nm__nm__nm__:
| NETWORK-BASED SYSTEM |
i !
? |
! s
’ {
; {
110 i
! i
i

| SERVER | 2 |
| MACHINE DATABASE ?
| 2
! s
: !
N Y !

190 ~ NETWORK
N30
& NEVICE

?32\\%

150

?52\% DEVICE

FIG. 1



Patent Application Publication

USER INTERFACE (s.q., WEB SERVER)
MODULE

202

PERSONALIZED
COMMUNICATION
SYSTEM

APPLICATION
SERVER
MODULE

Sep. 1,2016 Sheet 2 of 11

US 2016/0253709 Al

OFFLINE
DATA
PROCESSING

204 206

SOCIAL NETWORK SYSTEM 210

MODULE

220

PROFILE
DATA (e.g., SOCIAL
MEMBER, A
MEMBER, GRAPH DATA
SCHOOL) 014
212

MEMBER DATA 218

BEHAVIOR
DATA

216

FiG. 2



Patent Application Publication Sep. 1,2016 Sheet3of 11 US 2016/0253709 A1

300

-

310
RECEIVE AREQUEST FOR A FIRST ADVERTISEMENT CAMPAIGN
ON A SOCIAL NETWORK, THE REQUEST HAVING A MEMBER
ATTRIBUTE AND A TIME FRAME

320 ~ 3

ACCESS MEMBER DATA FROM THE SOCIAL NETWORK

330 ~ ¥

DETERMINE A TARGET GROUP IN THE SOCIAL NETWORK
BASED ON THE MEMBER DATA AND THE MEMBER ATTRIBUTE

340 ~ y

ACCESS BEHAVIOR DATA FOR THE TARGET GROUP, THE
BEHAVIOR DATA INCLUDING A LAST LOGON DATE TO THE
SOCIAL NETWORK FOR A MEMBER

350 3

CALCULATE A NUMBER OF UNIQUE VISITORS FROM THE
TARGET GROUP BASED ON THE MEMBER ATTRIBUTE, THE
TIME FRAME, AND A FREQUENCY CAP

360 ~ y

FORECAST, USING A PROCESSOR, A NUMBER OF MESSAGES
FOR THE FIRST ADVERTISEMENT CAMPAIGN BASED ON THE
CALCULATED NUMBER OF UNIQUE VISITORS, THE BEHAVIOR
DATA, AND THE TIME FRAME

FIG. 3



/.

US 2016/0253709 Al

BB BRI A ?m

&5
L

&

DSRS0 VBB dIR0ueipnY ¢

E%ai: Pl ARAYOS IS
RGNS Ay o=

ity (0N eS0T )

s M Favaly
mm wm %E ma é&?ﬁ Osege w

i o' el - amiin ok Bous o sun A

057 00T TR UPuAY
S5 1T S gapeting | ST HLL W

(S auoswns ueum Aed 0 Bupia 91004 JIDDWE JRU 0 B ARG

Sep. 1,2016 Sheet4 of 11

OBduioT g

SIBWEH VPR ODE L8y Wi} 34 mgﬂm &%@
(s o 9v) 1500 - SIR00N SNGA U 40 SUORLICS LEIM ABd @
S ;
i3} SIuBIpnY subeduns s 10 Aed o1 9y wmm DITOM BOH
0Ly
EYavLE

SUCHSSANTL 1) DRIRIST &

asnoueLisl - 00108y

sluss 1ebprg apssog e

882
GBI #

ZHOTF

07 =~ 8e @N:
SUCSSEIILY B HBAIST o

Bupseosiug | 4

3
e
2
&
]
paieg
o3
b

VI

sonidin’

1R B AR S :
A% 104

51 oA "seeptn g

£ B SO DU Subiasate 23 180

ubmdums & o paeg
funseniog

0oy

Patent Application Publication




Patent Application Publication

¥ 500

Sep. 1, 2016

Sheet 5 of 11

510

;

{

i

!

]

g

f

T A T R SR R e
‘“JMMNWMM,,. ot

' m«nmw«nwmmw«
BT oot AR e ‘ :

G WA

R e e o SRR
5 .ﬂvﬂ*“"" B N
i teet

IV AR K A MRS AARA v

' s A RRRTRIN

| e N RO 0

H o ANRR SN O AR N
mwmmmwww
' wwvﬁ-"{"“‘“‘“’g R

o :
2oRRA v 3000 nae e s wmn

by

N DAy R

; A X Y AR WO n x

o

.~“'"“""""°‘“ :

:"‘Wmmwmmw
; o R
Q’w«nmo‘” N
200 e s e

‘,,,.....,.m,;wowm"““
R : H
T
s s SR S0 A TR RN oK
%, .
Sen .
~:hmm---"’.:.°&§.w-§m
A an s §
e ¢ oy gm0
om0

&

NAL e WTH Frap

e ane 0o 0
B THRRAR

. NN VWA R WA N
e o s e
o oo o e e 08 O
N e, 00 Sk s gz
o e R
A e v e o
.
ot wp wan P SO 1
D )

&

R R

"""vammmw i
- e
Q:‘i'&muwwww .

; TR
i oo an. e e WA 08 :
e

2 A 00 WA it s oonn

- \n P SRR N Mm

S
A s Ny
: -

: A e
. L it b

H &

$

3

£ e ande e o~ rorgui.

<3 :

;
o 2 o2 o o e
=] = = 2 2
b Lo -~ o -
&3 &5 a3 &2 =
&5 &8 25 =5 &2
5 =5 X &5 5
5 &5 B 5 &
&3 £ ety =

<x
h
by
£

T2
peees)

US 2016/0253709 Al

FIG. 5



Patent Application Publication Sep. 1,2016 Sheet 6 of 11 US 2016/0253709 A1

330

810

DETERMINE A NUMBER OF
MEMBERS LIVING IN THE
GEOGRAPHIC LOCATION BASED ON
THE ASSESSED MEMBER DATA

620 - y

CALCULATE A RATIO OF MEMBERS
IN THE SOCIAL NETWORK HAVING
THE MEMBER ATTRIBUTE BASED ON
THE ACCESSED MEMBER DATA

830 ~

¥
MULTIPLY THE NUMBER OF
MEMBERS LIVING IN THE
GEQGRAPHIC LOCATION BY THE
CALCULATED RATIO OF MEMBERS IN
THE SOCIAL NETWORK HAVING THE
MEMBER ATTRIBUTE

FIG. 6



US 2016/0253709 Al

Sep. 1,2016 Sheet 7 of 11

Patent Application Publication

L DIA

<
s

e s - den YN LON
B0 Hv95H0 0t SHOLSIA ZNONN ATRE T\

e IO ONOHROD e L
(SZINOSHd ; j |

90z 7

vl Y
SHOLSH 3N0IND ATHG

e ¥
! / TIHION
"3
H
¢
§

0 LIV SINVLS NORAYD INEHHEND TANSSY
07] -~k 0LL A



Patent Application Publication Sep. 1,2016 Sheet8of 11 US 2016/0253709 A1

810 ~

CALCULATE THE NUMBER OF s 350
UNIQUE VISITORS TO THE SOCIAL
NETWORK BASED ON THE
FREQUENCY CAP

820 ~, ¥

ACCESS A SIMILAR MEMBER
ATTRIBUTE FROM A SECOND
ADVERTISEMENT CAMPAIGN

830 ¥

IDENTIFYING A DEGREE OF
SIMILARITY BETWEEN THE SIMILAR
MEMBER ATTRIBUTE AND THE
RECEIVED MEMBER ATTRIBUTE

840 ~ ¥

IN RESPONGE TO THE
IDENTIFICATION, REDUCE THE
NUMBER IN THE TARGET GROUP
BASED ON THE FIRST START DATE,
THE SECOND START DATE

850 ~ ¥

UPDATE THE CALCULATED NUMBER
OF UNIQUE VISITORS BASED ON THE
REDUCED NUMBER IN THE TARGET
GROUP

FiIG. 8



Patent Application Publication Sep. 1,2016 Sheet9of11 US 2016/0253709 A1

p~ 900

FiG. 9




Patent Application Publication Sep. 1,2016 Sheet 10 of 11 US 2016/0253709 A1

¥~ 360

1010+,

CALCULATE A DISCOUNTING
FACTOR BASED ON THE START
DATE, THE END DATE, THE
ACCESSED BEHAVIOR DATA, AND
THE FREQUENCY CAP

1@20\ X

CALCULATE THE NUMBER OF
POTENTIAL MEMBERS BASED ON
THE DISCOUNTING FACTOR AND
THE NUMBER OF DAILY UNIQUE

VISITORS

FIG. 10



Patent Application Publication Sep. 1,2016 Sheet 11 of 11 US 2016/0253709 A1

1100
?(/”‘
PROCESSOR A
102 e le—s| GRAPHICS DISPLAY [1110
11241 INSTRUCTIONS
AN
si0a-]  MAINMEMORY 1L | ALPHANUMERIC INPUT |-1112
X DEVICE
11244  INSTRUCTIONS
1108~
1106~  STATIC MEMORY  l—s| | CURSOR CONTROL L1114
« DEVICE
[£2]
=
[EA]
NETWORK INTERFACE ﬁ
1120 DEVICE < STORAGEUNIT =116
MACHINE-READABLE ||y 1
T MEDIUM
190 ’{\NETW \F\%é INSTRUCTIONS L1124
NBUT COMPONENTS
130 | IMAGE =
[ AUBE E B | AUDIOC GENERATION 1118
[ DIRECTION ] DEVICE
T IOCATION ] et
T ORENTATION 1
T ROTON ]
[ ACTUDE ] =
| GAS ;

FIG. 11



US 2016/0253709 Al

ONLINE ADVERTISEMENT FORECASTING
USING TARGETED MESSAGES

PRIORITY APPLICATION

[0001] This application claims the priority benefit of U.S.
Provisional Application No. 62/126,119, filed Feb. 27, 2015,
which is incorporated by reference herein in its entirety.

TECHNICAL FIELD

[0002] This application relates generally to the technical
field of internet marketing and, in one specific example, to
forecasting a number of potential members in a social net-
work receiving a targeted message from an advertiser based
on a frequency capping.

BACKGROUND

[0003] Online advertising is a form of marketing and adver-
tising which uses the Internet to deliver promotional market-
ing messages to consumers. Online marketing channels
include email marketing, search engine marketing, social
media marketing, mobile advertising, and so on.

[0004] While email marketing remains one of the dominant
online advertising channels, list maintenance, content per-
sonalization, over-saturation, and mobile optimization
remain among the top email marketing challenges. Mean-
while, mobile devices are playing an increasingly important
role in reaching prospects, despite mobile optimization
hurdles.

[0005] Additionally, online advertising channels have
become saturated, and as a result, a recipient may not see an
advertisement or may simply ignore an advertisement. To
ensure an effective advertisement campaign, a social network
can incorporate techniques to increase visibility of the adver-
tisement to its members.

[0006] In some instances, a social network can utilize its
platform to connect advertisers directly with members on the
social network to ensure that important messages are received
by the intended recipient. For example, a personalized, one-
to-one communication between the advertiser and the mem-
ber can increase the likelihood that a message is received and
read by the recipient.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] Some embodiments are illustrated by way of
example and not limitation in the figures of the accompanying
drawings.

[0008] FIG. 1 is a network diagram illustrating a network
environment suitable for a social network, according to vari-
ous embodiments.

[0009] FIG. 2 ablock diagram illustrating various modules
of a social network service, according to various embodi-
ments.

[0010] FIG. 3 is a flowchart illustrating a method of fore-
casting for an advertisement campaign, according to various
embodiments.

[0011] FIG. 4 is a user interface diagram illustrating an
example of a forecast for an advertiser, according to various
embodiments.

[0012] FIG. 5 is a graph illustrating a forecasting model
with a frequency cap, according to various embodiments.
[0013] FIG. 6 is a flowchart illustrating a method for deter-
mining a target group for an advertisement campaign, accord-
ing to various embodiments.
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[0014] FIG. 7 is a graph illustrating forecasting simulations
that incorporate a frequency cap based on another advertise-
ment campaign in the forecasting model, according to various
embodiments.

[0015] FIG. 8 is a flowchart illustrating a method for cal-
culating the number of unique visitors for an advertisement
campaign, according to various embodiments.

[0016] FIG. 9 is a graph illustrating a forecasting simula-
tion that incorporates a frequency cap with a discount factor,
according to various embodiments.

[0017] FIG. 10 is a flowchart illustrating a method for fore-
casting a number of group messages for an advertisement
campaign, according to various embodiments.

[0018] FIG. 11 is a block diagram illustrating components
of'a machine, according to some example embodiments, able
to read instructions from a machine-readable medium and
perform any one or more of the methodologies discussed
herein.

DETAILED DESCRIPTION

[0019] Example methods and systems are directed to tech-
niques for forecasting a target audience for an online adver-
tisement campaign. More specifically, the present disclosure
relates to methods, systems, and computer program products
for calculating a number of advertisement messages based on
a number of unique visitors to a social network. In some
instances, the number of unique visitors receiving the adver-
tisement message is further based on a predetermined fre-
quency cap.

[0020] Social networks can allow advertisers to send tar-
geted members of the social network personalized messages.
Additionally, each member of the social network can have a
limit for the number of personalized messages received for a
predetermined amount of time. Advertisement forecasting
framework can estimate the number of targeted members an
advertiser can contact based on parameters such as locations,
member attributes, industry, and so on. Current forecasting
frameworks can provide estimates based on temporal corre-
lations and structures in the time series. However, current
forecasting frameworks may not be able to accurately calcu-
late a target audience based on parameters associated with a
personalized communication module. Parameters associated
with the personalized communication module can include a
frequency cap, a discounting factor, a calculated ratio based
on member attributes, restrictions based other advertisement
campaign, and so on.

[0021] For example, a social network can include a person-
alized communication module for an advertiser and a mem-
ber of the social network to ensure that important messages
are received and read by the recipient. The personalized com-
munication module can send targeted messages directly to
members targeted by an advertiser based on the members’
attributes.

[0022] Additionally, the personalized communication
module can send a targeted message to a member’s inbox in
the social network. Moreover, a frequency cap can be asso-
ciated with each member. The frequency cap can be a limit
(e.g., maximum allowed) on the number of targeted messaged
received by a member over a predetermined amount of time.
Furthermore, to increase the likelihood that the message is
seen by the member, the personalized communication mod-
ule can deliver the message when the member is active (e.g.,
login) on the social network. By delivering the message when
the member is active, the personalized communication mod-
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ule reduces the occurrence of messaging bouncing back, and
reduces the occurrence of messages being filtered out by a
spam blocker.

[0023] The personalized communication module can send
personalized letters directed to an advertiser’s targeted audi-
ences. As opposed to the cluttered inboxes used by traditional
email marketing, an advertiser can be fairly confident that its
target audience will see the message. In some instances, the
personalized communication module can alert members
when a target message has been received. For example, the
social network can display a prominent notification on the
member’s homepage when a member receives a targeted
message. Additionally, given that the number oftargeted mes-
sages a member receives is limited, other advertisers can be
restricted from contacting the member, and thus the adver-
tisement is less likely to he cluttered with other advertise-
ments.

[0024] As a result, the personalized communication mod-
ule described herein overcomes limits associated with current
advertisement channels, such as ordinary email communica-
tion, which have become saturated. The personalized com-
munication module can help boost conversion with targeted
product and service promotions, thought leadership content,
personalized invitations to events and conferences, and so on.
In some instances, the personalized communication module
can help reach active members through tailored messages
with almost one hundred percent deliverability rate. In com-
parison to current advertisement channels, the personalized
communication module can better promote features and ben-
efits of a product or service to a targeted group of potential
buyers; better highlight the benefits of continued education
for professionals; and efficiently introduce groups and pro-
fessional communities focused on a specific topic or industry.
[0025] Additionally, unlike conventional emails cam-
paigns, the targeted messages leverage the credibility of the
social network, and thus can increase the likelihood for the
message to be opened and read. Furthermore, with granular
profile-based targeting (e.g., based on member attributes),
advertisers specify recipients based on member attributes
(e.g., geography, job role, group membership, sex, company
size, etc.) to ensure that the message reaches a specific target
audience.

[0026] Furthermore, given that the benefits of the person-
alized communication module, each individual message may
be expensive in comparison to conventional email messages.
Therefore, an accurate and real-time forecast of the target
audience can be beneficial for the advertiser. As previously
described, the advertisers can use the personalized commu-
nication module to send out a personalized message to the
target audiences. The forecasting techniques described herein
can provide an advertisement inventory supply forecast to
advertisers. For example, an advertiser can get a real-time
estimate of the number of possible members to receive the
personalized messaged if the advertisement campaign targets
members based on locations, gender or industry, and so on.
[0027] Techniques described herein can forecast the num-
ber of members in a social network targeted by a specific
advertisement campaign. Additionally, the forecast can be
based on factors such as a frequency cap, a discounting factor,
calculated ratios based on member attributes, other advertise-
ment campaigns, and so on

[0028] Examples merely demonstrate possible variations.
Unless explicitly stated otherwise, components and functions
are optional and may be combined or subdivided, and opera-
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tions may vary in sequence or be combined or subdivided. In
the following description, for purposes of explanation,
numerous specific details are set forth to provide a thorough
understanding of example embodiments. It will be evident to
one skilled in the art, however, that the present subject matter
may be practiced without these specific details.

[0029] FIG. 1 is a network diagram illustrating a network
environment 100 suitable for a social network service,
according to some example embodiments. The network envi-
ronment 100 includes a server machine 110, a database 115,
a first device 130 for a first user 132, and a second device 150
for a second user 152, all communicatively coupled to each
other via a network 190. The server machine 110 and the
database 115 may form all or part of a network-based system
105 (e.g., a cloud-based server system configured to provide
one or more services to the devices 130 and 150). The data-
base 115 can store member data (e.g., profile data, social
graph data) for the social network service. The server
machine 110, the first device 130, and the second device 150
may each be implemented in a computer system, in whole or
in part, as described below with respect to FIG. 11.

[0030] Also shownin FIG. 1 are the users 132 and 152. One
or both of the users 132 and 152 may be a human user (e.g., a
human being), a machine user (e.g., acomputer configured by
a software program to interact with the device 130 or 150), or
any suitable combination thereof (e.g., a human assisted by a
machine or a machine supervised by a human). The user 132
is not part of the network environment 100, but is associated
with the device 130 and may be a user of the device 130. For
example, the device 130 may be a desktop computer, a vehicle
computer, a tablet computer, a navigational device, a portable
media device, a smartphone, or a wearable device (e.g., a
smart watch or smart glasses) belonging to the user 132.
Likewise, the user 152 is not part of the network environment
100, but is associated with the device 150. As an example, the
device 150 may be a desktop computer, a vehicle computer, a
tablet computer, a navigational device, a portable media
device, a smartphone, or a wearable device (e,g., a smart
watch or smart glasses) belonging to the user 152.

[0031] Any of the machines, databases 115, or devices 130,
150 shown in FIG. 1 may be implemented in a general-
purpose computer modified (e.g., configured or programmed)
by software (e.g., one or more software modules) to be a
special-purpose computer to perform one or more of the
functions described herein for that machine, database 115, or
device 130, 150. For example, a computer system able to
implement any one or more of the methodologies described
herein is discussed below with respect to FIG. 6. As used
herein, a “database” is a data storage resource and may store
data structured as a text file, a table, a spreadsheet, a relational
database (e.g., an object-relational database), a triple store, a
hierarchical data store, or any suitable combination thereof.
Moreover, any two or more of the machines, databases 115, or
devices 130, 150 illustrated in FIG. 1 may be combined into
a single machine, database 115, or device 130, 150, and the
functions described herein tier any single machine, database
115, or device 130, 150 may be subdivided among multiple
machines, databases 115, or devices 130, 150.

[0032] The network 190 may be any network that enables
communication between or among machines, databases 115,
and devices (e.g., the server machine 110 and the device 130).
Accordingly, the network 190 may be a wired network, a
wireless network. (e.g., a mobile or cellular network), or any
suitable combination thereof. The network 190 may include
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one or more portions that constitute a private network, a
public network (e.g., the Internet), or any suitable combina-
tion thereof. Accordingly, the network 190 may include one
ormore portions that incorporate a local area network (LAN),
a wide area network (WAN), the Internet, a mobile telephone
network (e.g., a cellular network), a wired telephone network
(e.g., a plain old telephone system (POTS) network), a wire-
less data network (e.g., a Wi-Fi network or WiMAX net-
work), or any suitable combination thereof. Any one or more
portions of the network 190 may communicate information
via a transmission medium. As used herein, “transmission
medium” refers to any intangible (e.g., transitory) medium
that is capable of communicating (e.g., transmitting) instruc-
tions for execution by a machine (e.g., by one or more pro-
cessors of such a machine), and includes digital or analog
communication signals or other intangible media to facilitate
communication of such software.

[0033] FIG.2isablock diagram illustrating components of
a social network system 210, according to some example
embodiments. The social network system 210 is an example
of'a network-based system 105 of FIG. 1. The social network
system 210 can include a user interface module 202, an appli-
cation server module 204, and a personalized communication
module 206, all configured to communicate with each other
(e.g., via a bus, shared memory, or a switch).

[0034] Additionally, the social network system 210 can
communicate with the database 115 of FIG. 1, such as a
database storing member data 218. The member data 218 can
include profile data 212, social graph data 214, and behavior
data 216. For example, using profile data 212, and behavior
data 216, the forecast of a potential audience for an advertise-
ment campaign can be calculated based on the member data
218 of the social network system 210.

[0035] Insome instances, the personalized communication
module 206 can be configured to process data offline or
periodically using an offline data processing module 220. For
example, the offline data processing module 220 can include
Hadoop servers that access the member data 218 periodically
(e.g., on a nightly basis). Processing the member data 218
may be computationally intensive; therefore, due to hardware
limitations and to ensure reliable performance of the social
network, some of the calculation and forecasting can be done
offline. For example, some of the parameters (e.g., discount-
ing factor, ratio based on a member attribute) can be calcu-
lated offline. Therefore, these parameters can be inputted in
the forecast model in real-time in order to almost instanta-
neously present an estimated cost to an advertiser for an
advertisement campaign.

[0036] As will be further described with respect to FIGS.
3-6, the personalized communication module 206, in con-
junction with the user interface module 202 and the applica-
tion server module 204, can forecast the number of messages
in the social network system 210.

[0037] Any one or more of the modules described herein
may be implemented using hardware (e.g., one or more pro-
cessors of a machine) or a combination of hardware and
software. For example, any module described herein may
configure a processor (e.g., among one or more processors of
amachine) to perform the operations described herein for that
module. Moreover, any two or more of these modules may be
combined into a single module, and the functions described
herein for a single module may be subdivided among multiple
modules. Furthermore, according to various example
embodiments, modules described herein as being imple-
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mented within a single machine, database 115, or device 130,
150 may be distributed across multiple machines, databases
115, or devices 130, 150.

[0038] As shown in FIG. 2, database 115 can include sev-
eral databases for member data 218. The member data 218
includes a database for storing the profile data 212, including
both member profile data and profile data 212 for various
organizations. Additionally, the member data 218 can store
the social graph data 214 and the behavior data 216.

[0039] Insomeembodiments, the member data 218 may be
processed (e.g., real-time, background/offline) using the per-
sonalized communication module 206 to forecast a number of
messages for an advertisement campaign based on a fre-
quency cap and the number of daily unique visitors.

[0040] The profile data 212 can include member attributes
used in the forecasting models for the personalized commu-
nication module 206. For instance, with many social network
services, when a user 132, 152 registers to become a member,
the member is prompted to provide a variety of personal and
employment information to be displayed in the member’s
personal web page. Such information is commonly referred to
as member attributes. The member attributes that is com-
monly requested and displayed as part of a member’s profile
includes the member’s age, birthdate, gender, interests, con-
tact information, residential address, home town and/or state,
spouse and/or family members, educational background
(e.g., schools, majors, matriculation and/or graduation dates,
etc.), employment history, office location, skills, professional
organizations, and so on,

[0041] In some embodiments, the member attributes may
include the various skills that each member has indicated he
or she possesses. Additionally, the member attributes may
include skills for which a member has been endorsed.

[0042] With certain social network services, such as some
business or professional network services, the member
attributes may include information commonly included in a
professional resume or curriculum vitae, such as information
about a person’s education, the company at which a person is
employed, the location of the employer, an industry in which
a person is employed, a job title or function, an employment
history, skills possessed by a person, professional organiza-
tions of which a person is a member, and so on.

[0043] Another example of the profile data 212 can include
data associated with a company page. For example, when a
representative of an entity initially registers the entity with the
social network service, the representative may be prompted to
provide certain information about the entity. This information
may be stored, for example, in the database 115 and displayed
on an entity page. This type of profile data 212 can also be
used in the forecasting models described herein.

[0044] Additionally, social network services provide their
users 132, 152 with a mechanism for defining their relation-
ships with other people. This digital representation of real-
world relationships is frequently referred to as a social graph.

[0045] Insome instances, the social graph data 214 can be
based on a member’s presence within the social network
service. For example, consistent with some embodiments, a
social graph is implemented with a specialized graph data
structure in which various members are represented as nodes
connected by edges. The social graph data 214 can be used by
the personalized communication module 206 to determine
the authenticity of a member’s profile page. In some
instances, the social graph data 214 can be used to calculate
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the parameters (e.g., discounting factor, ratio based on a
member attribute) for the forecasting models.

[0046] In addition to hosting a vast amount of social graph
data 214, many social network services maintain behavior
data 216. The behavior data 216 can include an access log of
when a member has accessed the social network system 210,
profile page views, entity page views, newsfeed postings, and
clicking on links on the social network system 210. For
example, the access log can include the last logon date, the
frequency of using the social network system 210, and so on.
[0047] Additionally, the behavior data 216 can include
information associated with applications and services that
allow members the opportunity to share and receive informa-
tion, often customized to the interests of the member. In some
embodiments, members may be able to self-organize into
groups, or interest groups, organized around subject matter or
a topic of interest.

[0048] FIG. 3 is a flowchart illustrating operations of the
personalized communication module 206 in performing a
method 300 for forecasting a number of potential members
for an advertisement campaign, according to various embodi-
ments. Operations in the method 300 may be performed by
the network-based system 105, using modules described
above with respect to FIG. 2. As shown in FIG. 3, the method
300 includes operations 310, 320, 330, 340, 350, and 360.
[0049] At operation 310, the personalized communication
module 206 can receive a request for a first advertisement
campaign on the social network system 210. The request can
include a member attribute and a time frame. The request can
be received with a user input on the first device 130 by an
advertiser (e.g., first user 132) using the network 190. A
member attribute can include job title, a job skill, age, birth-
date, gender, interests, contact information, residential
address, educational background (e.g., schools, majors,
matriculation and/or graduation dates, etc.), employment his-
tory, office location, skills, professional organizations, salary,
and so on.

[0050] For example, the request can be for a 30-day adver-
tisement campaign targeting software engineers living in
California. In this example, the member attribute is software
engineering, or members living in California. In some
instances, the request can include a geographic location,
which in this example is California. Continuing with the
example, the timeframe is 30 days. Additionally, the time
frame can include a start date and an end date.

[0051] At operation 320, the personalized communication
module 206 can access member data 218 from the social
network system 210. In some instances, the personalized
communication module 206 just accesses the profile data 212
in order to obtain information relating to the member
attributes. The member data 218 can be accessed from the
database 115 using the network 190.

[0052] The personalized communication module 206 can
access the member data 218, including the profile data 212,
social graph data 214, and behavior data 216. For example,
the profile data 212 includes the member attributes, which can
be identified by the personalized communication module 206
to be similar to the received member attributes at operation
310. The personalized communication module 206 can iden-
tify a degree of similarities between the received member
attribute at operation 310 and the accessed member data 218
at operation 320 to determine a target group.

[0053] Continuing with the example above, the personal-
ized communication module 206 can query the database 115
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to retrieve profiles that correspond to the request tier the
advertisement campaign. For example, profiles of members
of the social network system 210 that are associated with
being a software engineering are retrieved. A member listing
software engineer for a job title can be associated as being a
software engineer.

[0054] At operation 330, the personalized communication
module 206 can determine a target group in the social net-
work based on the accessed member data 218 and the received
member attribute. A processor in server machine 110 or the
first device 130 can perform operation 330. FIG. 6 further
describes determining a target group in the social network,
according to various embodiments.

[0055] At operation 340, the personalized communication
module 206 can access behavior data 216 for the target group.
The behavior data 216 can include a last logon date to the
social network system 210 for a member. The behavior data
216 can be accessed from the database 115 using the network
190.

[0056] At operation 350, the personalized communication
module 206 can calculate a number of unique visitors for the
social network based on the member attribute, the time frame,
and a frequency cap. In some instances, the number of unique
visitors can be calculated for various time periods, such as
hourly, daily, weekly, monthly, and so on. The member
attribute and the time frame can be received from an adver-
tiser at operation 310. The calculating at operation 350 can be
performed using a processor in the server machine 110 or a
processor in the first device 130. FIG. 8 further describes
calculating a number of daily unique visitors, according to
various embodiments.

[0057] The frequency cap can correspond to a maximum
number of messages that a member receives during a prede-
termined amount of time. For example, the frequency cap can
be set so that a member can only receive a targeted message
from an advertiser once every sixty days. In some instances,
the frequency cap can be based on the received member
attributes. For example, the frequency cap for a member who
is a current executive at a large corporation can be lower than
for a member that is actively seeking job employment. The
frequency can be predetermined by the social network, or an
operator of the social network system 210. Alternatively, the
frequency cap can be dynamic and determined using machine
learning techniques in order to optimize the probability that
the target messaged is open by the member.

[0058] At operation 360, the personalized communication
module 206 can forecast a number of messages for the first
advertisement campaign based on the calculated number of
daily visitors, the behavior data 216, and the time frame. In
some instances, the forecasting can also be based on the
frequency cap. The number of daily unique visitors is calcu-
lated at operation 350. The time frame is received at operation
310. The behavior data 216 can be accessed from database
115 at operation 340. The forecasting at operation 360 can be
performing using a processor in the server machine 110 or a
processor in the first device 130. FIG. 110 further describes
forecasting the number of messages for the first advertise-
ment campaign, according to various embodiments.

[0059] As illustrated in FIG. 4, the personalized communi-
cation module 206, using user interface module 202, can
further cause a presentation of the number of messages (e.g.,
impressions) for the first advertisement campaign on a dis-
play of a device 130, 150, according to various embodiments.
Additionally, the presentation 400 can include an estimated
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audience 410 based on the forecast of method 300. The esti-
mated audience 410 can correspond to the calculated unique
visitors at operation 350. Moreover, the presentation 400 can
include an estimated total number of impressions 420. The
estimated total number of impressions 420 can correspond to
the number of messages forecasted at operation 360.

[0060] Furthermore, the presentation 400 can be adjusted
based on the device 130, 150. For example, the presentation
400 can be optimized for mobile viewing when the device
130, 150 is a mobile device. Alternatively, the presentation
400 can be optimized for desktop viewing when the device
130, 150 is a desktop computer. In some instances, depending
the optimization, different user interfaces having different
features can presented on the display of the device 130, 150.
The user interface module 202 and personalized communi-
cation module 206 in the social network system 210 are
configured to communicate with each other (e.g., via a bus,
shared memory, or a switch) to cause the presentation 400 of
the forecasting data.

[0061] Insome instances, the advertisement campaign may
just target mobile device users or desktop users. Therefore,
the behavior data 216 accessed at operation 340 can include
mobile device usage data or desktop device usage data
depending on the advertisement campaign. Furthermore, a
forecasted number of potential members or messages can
correspond to mobile device users only or desktop users only.
[0062] The number of potential members or messages can
be forecasted based on the simulation graph illustrated in
FIG. 5.

[0063] FIG.5 illustrates a simulation graph 500 to describe
forecasting simulations when incorporating a frequency cap
in the forecasting model. The original forecast estimate 510
on the simulation graph 500 illustrates the number of unique
visitors to the social network system 210 over a period of
time. For example, the original forecast estimate 510 can
correspond to the number of advertisement inventory for
software engineers in California.

[0064] However, when the forecast simulation incorporates
a frequency cap (“Fcap”) rule, the number of advertisement
inventory is decreased as illustrated by the Fcap forecast
estimate 520. For example, the frequency cap rule can be that
a member can only receive a targeted message once every
sixty days. The frequency cap rule can further incorporate a
discounting factor and a correlation ratio, as previously dis-
cussed. Accordingly, for this example, only unique visitors,
who have not visited the social network since the beginning of
the advertisement campaign (e.g., discounting factor), and
that have not received a targeted message from another adver-
tisement campaign in the last sixty days can be included in the
number of advertisement inventory.

[0065] FIG. 6 is a flowchart illustrating operations of the
personalized communication module 206 in performing
operation 330 for determining a target group in the social
network based on the accessed member data 218 and the
received member attribute, in accordance with various
embodiments. Operation 330 may be performed by the net-
work-based system 105, using modules described above with
respect to FIG. 2. As shown in FIG. 6, the operation 330
includes operations 610, 620, and 630.

[0066] Insome instances, the personalized communication
module 206 can perform a base forecast and a correlation to
determine the target group. For example, the advertiser can
request a forecast of the advertisement inventory for people
living in California and with job title software engineer. The
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base forecast can forecast the advertisement inventory for
people living in California only. Additionally, the correlation
ratio can be calculated by dividing the historic number of
advertisement inventory of people living in California and
with job title software engineer over the total number of
advertisement inventory of people living in California. The
historical numbers can be stored in database 115 and accessed
by the personalized communication module 206 using net-
work 190.

[0067] Continuing with the example, the base forecast mul-
tiplied by the correlation ratio can result in the target group of
people living in California and with job title software engi-
neer. In other words, the personalized communication mod-
ule 206 forecasted the ads inventory of people living in Cali-
fornia only and adjusted it with a correlation ratio.

[0068] At operation 610, the personalized communication
module 206 can determine a number of members living in the
geographic location based on the accessed member data 218.
In the previous example, the geographic location is Califor-
nia. The accessed member data 218 can include historic num-
ber of advertisement inventory for people living in California.
[0069] At operation 620, the personalized communication
module 206 can calculate a ratio of members in the social
network having the member attribute based on the accessed
member data 218. In the previous example, the member
attribute is having ajob title as a software engineer. Therefore,
the personalized communication module 206 can determine
the correlation ratio by dividing the historic number of adver-
tisement inventory of people living in California and with job
title software engineer over the total number of advertisement
inventory of people living in California. The advertisement
inventory numbers can be included in the accessed member
data 218.

[0070] At operation 630, the personalized communication
module 206 can multiply the number of members living in the
geographic location by the ratio of members having the mem-
ber attribute to determine the target group. Continuing with
the example, the personalized communication module 206
multiplies the number of members living in California, deter-
mined in operation 610, by the ratio of software engineers in
California, calculated in operation 620.

[0071] According to various embodiments, the calculated
number of unique visitors may be reduced based on the fre-
quency cap if another advertisement campaign is targeting the
same group of members, as described in FIGS. 7-8.

[0072] FIG. 7 illustrates a first campaign simulation graph
710 and a second campaign simulation graph 720. The cam-
paign simulation graphs 710, 720 describe forecasting simu-
lations when incorporating a frequency cap (“Fcap”) based
on another advertisement campaign in the forecasting model.
The first campaign simulation graph 710 includes a daily
unique visitors forecast 730 and a daily unique visitors not
under Fcap forecast 740. The personalized communication
module 206 can calculate the number of unique visitors by
subtracting members that have already been targeted by
another advertisement campaign from the daily unique visi-
tors forecast 730. The calculated unique visitors based on the
reduction can be the daily unique visitors not under Fcap
forecast 740 illustrated in the simulation graphs 710, 720.
[0073] FIG. 8 is a flowchart illustrating operations of the
personalized communication module 206 in performing
operation 350 for calculating the number of unique visitors, in
accordance with various embodiments. Operation 350 may
be performed by the network-based system 105, using mod-
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ules described above with respect to FIG. 2. As shown in FIG.
8, operation 350 includes operations 810, 820, 830, 840, and
850.

[0074] In some instances, the time frame received in the
request for the advertisement campaign can include a first
start date.

[0075] At operation 810, the personalized communication
module 206 can calculate the number of unique visitors to the
social network from the target group based on the frequency
cap. For example, the frequency cap rule can be that a member
can only receive a targeted message once every sixty days.
Accordingly, only unique visitors, who match the member
attribute, and that have not received a targeted message in the
last sixty days can be included in the calculated number of
unique visitors.

[0076] However, the number of unique visitors can be fur-
ther reduced based on another advertisement campaign.
[0077] At operation 820, the personalized communication
module 206 can access a similar member attribute from a
second advertisement campaign. In some instances, only
other advertisement campaigns (e.g., second advertisement
campaign) that started before the first advertisement cam-
paign are accessed to identify similar member attributes.
[0078] At operation 830, the personalized communication
module 206 can identify a degree of similarity between the
similar member attribute and the received member attribute.
In some instances, the member attributes can match or have a
degree of similarity. For example, the second advertisement
campaign targeted software engineers, and the second adver-
tisement campaign started before the first advertisement cam-
paign.

[0079] At operation 840, in response to the identification,
the personalized communication module 206 can reduce the
number in the target group based on the first start date and the
second start date. As illustrated by the simulation graphs 710,
720 of FIG. 7, the number of unique visitors is reduced
because some of the members in the target group may have
already been contacted based on the similar member attribute.
[0080] At operation 850, the personalized communication
module 206 can update the calculated number of unique
visitors based on the reduced number in the target group.
[0081] In some instances, once the number of unique visi-
tors is reduced to factor in other advertisement campaigns,
then a discounting factor is incorporated into the model in
order to forecast the number of messages for the first adver-
tisement campaign.

[0082] Giventhata membercan only be contacted based on
the frequency cap, the number of messages each member
receives can be restricted. To incorporate this restriction into
the forecast, the personalized communication module 206
can calculate a discounting factor.

[0083] According to various embodiments, the number of
messages forecasted based on the calculated number of
unique visitors may be discounted based on the frequency
cap, as described in FIGS. 9-10.

[0084] FIG.9illustrates a graph 900 of a discounting factor
when the frequency cap limits that a member only receives
one message every sixty days. For example, the number of
targeted messages at day three can equal the number of
unique visitors to the social network multiplied by the prob-
ability that it is a first arrival to the social network fur the
unique visitor in the past three days. The bar 910 illustrate the
probability of being the first arrival to the social network for
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the unique visitor in the last three days. In some instances, the
probability and discount factor for FIGS. 9-10 can be calcu-
lated using a Poisson model.

[0085] Additionally, the discount factor may be further
dependent on the inter-arrival distribution. A parametric
approach or a non-parametric approach can be used to deter-
mine the inter-arrival distribution. The non-parametric
approach can use an empirical histogram stored in database
115. The parametric approach can use a lognormal Poisson
model and can be easy to extend per segment level.

[0086] FIG. 10 is a flowchart illustrating operations of the
personalized communication module 206 in performing
operation 360 for forecasting the number of messages for the
first advertisement campaign, in accordance with various
embodiments. Operation 360 may be performed by the net-
work-based system 105, using modules described above with
respect to FIG. 2. As shown in FIG. 10, operation 360
includes operations 1010 and 1020.

[0087] Atoperation 1010, the personalized communication
module 206 can calculate a discounting factor based on the
start date, the end date, and the last logon date. The start date
and the end date can be received from the request at operation
310. The last logon date can be in the behavior data 216 that
is accessed at operation 340.

[0088] Atoperation 1020, the personalized communication
module 206 calculates the number of messages based on the
discounting factor and the number of unique visitors. As
previously described, FI1G. 9 includes some of the techniques
for calculating the number of messages based on the dis-
counting factor, the number of unique visitors. In some
instances, the calculation of the number of messages can be
further based on the frequency cap.

[0089] FIG. 11 is a block diagram illustrating components
ofamachine 1100, according to some example embodiments,
able to read instructions 1124 from a machine-readable
medium 1122. (e.g., a non-transitory machine-readable
medium, a machine-readable storage medium, a computer-
readable storage medium, or any suitable combination
thereof) and perform any one or more of the methodologies
discussed herein, in whole or in part. Specifically, FIG. 11
shows the machine 1100 in the example form of a computer
system (e.g., a computer) within which the instructions 1124
(e.g., software, a program, an application, an applet, an app,
or other executable code) for causing the machine 1100 to
perform any one or more of the methodologies discussed
herein may be executed, in whole or in part.

[0090] Inalternative embodiments, the machine 1100 oper-
ates as a standalone device 130, 150 or may be connected
(e.g., networked) to other machines. In a networked deploy-
ment, the machine 1100 may operate in the capacity of a
server machine 110 or a client machine in a server-client
network environment, or as a peer machine in a distributed
(e.g., peer-to-peer) network environment. The machine 1100
may be a server computer, a client computer, a personal
computer (PC), a tablet computer, a laptop computer, a net-
book, a cellular telephone, a smartphone, a set-top box (STB),
apersonal digital assistant (PDA), aweb appliance, a network
router, a network switch, a network bridge, or any machine
capable of executing the instructions 1124, sequentially or
otherwise, that specify actions to be taken by that machine.
Further, while only a single machine 1100 is illustrated, the
term “machine” shall also be taken to include any collection
of machines 1100 that individually or jointly execute the
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instructions 1124 to perform all or part of any one or more of
the methodologies discussed herein.

[0091] The machine 1100 includes a processor 1102 (e.g., a
central processing unit (CPU), a graphics processing unit
(GPU), a digital signal processor (DSP), an application spe-
cific integrated circuit (ASIC), a radio-frequency integrated
circuit (RFIC), or any suitable combination thereof), a main
memory 1104, and a static memory 1106, which are config-
ured to communicate with each other via a bus 1108. The
processor 1102 may contain microcircuits that are config-
urable, temporarily or permanently, by some or all of the
instructions 1124 such that the processor 1102 is configurable
to perform any one or more of the methodologies described
herein, in whole or in part. For example, a set of one or more
microcircuits of the processor 1102 may be configurable to
execute one or more modules (e.g., software modules)
described herein.

[0092] The machine 1100 may further include a graphics
display 1110 (e.g., a plasma display panel (PDP), a light
emitting diode (LED) display, a liquid crystal display (LCD),
a projector, a cathode ray tube (CRT), or any other display
capable of displaying graphics or video). The machine 1100
may also include an alphanumeric input device 1112 (e.g., a
keyboard or keypad), a cursor control device 1114 (e.g., a
mouse, a touchpad, a trackball, a joystick, a motion sensor, an
eye tracking device, or another pointing instrument), a stor-
ageunit 1116, an audio generation device 1118 (e,g., a sound
card, an amplifier, a speaker, a headphone jack, or any suitable
combination thereof), and a network interface device 1120.
[0093] The storage unit 1116 includes the machine-read-
able medium 1122 (e.g., a tangible and non-transitory
machine-readable storage medium) on which are stored the
instructions 1124 embodying any one or more of the meth-
odologies or functions described herein. The instructions
1124 may also reside, completely or at least partially, within
the main memory 1104, within the processor 1102 (e.g.,
within the processor’s cache memory), or both, before or
during execution thereof by the machine 1100. Accordingly,
the main memory 1104 and the processor 1102 may be con-
sidered machine-readable media 1122 (e.g., tangible and
non-transitory machine-readable media). The instructions
1124 may be transmitted or received over the network 190 via
the network interface device 1120. For example, the network
interface device 1120 may communicate the instructions
1124 using any one or more transfer protocols (e.g., Hyper-
text Transfer Protocol (HTTP)).

[0094] In some example embodiments, the machine 1100
may be a portable computing device, such as a smartphone or
tablet computer, and may have one or more additional input
components 1130 (e.g., sensors or gauges). Examples of such
input components 1130 include an image input component
(e.g., one or more cameras), an audio input component (e.g.,
amicrophone), a direction input component (e.g., a compass),
a location input component (e.g., a global positioning system
(GPS) receiver), an orientation component (e.g., a gyro-
scope), a motion detection component (e.g., one or more
accelerometers), an altitude detection component (e.g., an
altimeter), and a gas detection component (e.g., a gas sensor).
Inputs harvested by any one or more of these input compo-
nents 1130 may be accessible and available for use by any of
the modules described herein.

[0095] As used herein, the term “memory” refers to a
machine-readable medium 1122 able to store data tempo-
rarily or permanently and may be taken to include, but not be
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limited to, random-access memory (RAM), read-only
memory (ROM), buffer memory, flash memory, and cache
memory. While the machine-readable medium 1122 is shown
in an example embodiment to be a single medium, the term.
“machine-readable medium” should be taken to include a
single medium or multiple media (e.g., a centralized or dis-
tributed database, or associated caches and servers) able to
store instructions 1124. The term “machine-readable
medium” shall also be taken to include any medium, or com-
bination of multiple media, that is capable of storing the
instructions 1124 for execution by the machine 1100, such
that the instructions 1124, when executed by one or more
processors of the machine 1100 (e.g., processor 1102), cause
the machine 1100 to perform any one or more of the meth-
odologies described herein, in whole or in part. Accordingly,
a “machine-readable medium” refers to a single storage appa-
ratus or device, as well as cloud-based storage systems or
storage networks that include multiple storage apparatus or
devices. The term “machine-readable medium” shall accord-
ingly he taken to include, but not be limited to, one or more
tangible (e.g., non-transitory) data repositories in the form of
a solid-state memory, an optical medium, a magnetic
medium, or any suitable combination thereof.

[0096] Throughout this specification, plural instances may
implement components, operations, or structures described
as a single instance. Although individual operations of one or
more methods are illustrated and described as separate opera-
tions, one or more of the individual operations may be per-
formed concurrently, and nothing requires that the operations
be performed in the order illustrated. Structures and function-
ality presented as separate components in example configu-
rations may be implemented as a combined structure or com-
ponent. Similarly, structures and functionality presented as a
single component may be implemented as separate compo-
nents. These and other variations, modifications, additions,
and improvements fall within the scope of the subject matter
herein.

[0097] Certain embodiments are described herein as
including logic or a number of components, modules, or
mechanisms. Modules may constitute software modules
(e.g., code stored or otherwise embodied on a machine-read-
able medium 1122 or in a transmission medium), hardware
modules, or any suitable combination thereof. A “hardware
module” is a tangible (e.g., non-transitory) unit capable of
performing certain operations and may be configured or
arranged in a certain physical manner. In various example
embodiments, one or more computer systems (e.g., a standa-
lone computer system, a client computer system, or a server
computer system) or one or more hardware modules of a
computer system (e.g., a processor or a group of processors
1102) may be configured by software (e.g., an application or
application portion) as a hardware module that operates to
perform certain operations as described herein.

[0098] In some embodiments, a hardware module may be
implemented mechanically, electronically, or any suitable
combination thereof. For example, a hardware module may
include dedicated circuitry or logic that is permanently con-
figured to perform certain operations. For example, a hard-
ware module may be a special-purpose processor, such as a
field programmable gate array (FPGA) or an ASIC. A hard-
ware module may also include programmable logic or cir-
cuitry that is temporarily configured by software to perform
certain operations. For example, a hardware module may
include software encompassed within a general-purpose pro-
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cessor 1102 or other programmable processor 1102. It will be
appreciated that the decision to implement a hardware mod-
ule mechanically, in dedicated and permanently configured
circuitry, or in temporarily configured circuitry (e.g., config-
ured by software) may be driven by cost and time consider-
ations.

[0099] Accordingly, the phrase “hardware module” should
be understood to encompass a tangible entity, and such a
tangible entity may be physically constructed, permanently
configured (e.g., hardwired), or temporarily configured (e.g.,
programmed) to operate in a certain manner or to perform
certain operations described herein. As used herein, “hard-
ware-implemented module” refers to a hardware module.
Considering embodiments in which hardware modules are
temporarily configured (e.g., programmed), each of the hard-
ware modules need not be configured or instantiated at any
one instance in time. For example, where a hardware module
comprises a general-purpose processor 1102 configured by
software to become a special-purpose processor, the general-
purpose processor 1102 may be configured as respectively
different special-purpose processors (e.g., comprising difter-
ent hardware modules) at different times. Software (e.g., a
software module) may accordingly configure one or more
processors 1102, for example, to constitute a particular hard-
ware module at one instance of time and to constitute a
different hardware module at a different instance of time.

[0100] Hardware modules can provide information to, and
receive information from, other hardware modules. Accord-
ingly, the described hardware modules may be regarded as
being communicatively coupled. Where multiple hardware
modules exist contemporaneously, communications may be
achieved through signal transmission (e.g., over appropriate
circuits and buses 1108) between or among two or more of the
hardware modules. In embodiments in which multiple hard-
ware modules are configured or instantiated at different
times, communications between such hardware modules may
be achieved, for example, through the storage and retrieval of
information in memory structures to which the multiple hard-
ware modules have access. For example, one hardware mod-
ule may perform an operation and store the output of that
operation in a memory device to which it is communicatively
coupled. A further hardware module may then, at a later time,
access the memory device to retrieve and process the stored
output. Hardware modules may also initiate communications
with input or output devices, and can operate on a resource
(e.g., a collection of information).

[0101] The various operations of example methods
described herein may be performed, at least partially, by one
ormore processors 1102 that are temporarily configured (e.g.,
by software) or permanently configured to perform the rel-
evant operations. Whether temporarily or permanently con-
figured, such processors 1102 may constitute processor-
implemented modules that operate to perform one or more
operations or functions described herein. As used herein,
“processor-implemented module” refers to a hardware mod-
ule implemented using one or more processors 1102.

[0102] Similarly, the methods described herein may be at
least partially processor-implemented, a processor 1102
being an example of hardware. For example, at least some of
the operations of a method may be performed by one or more
processors 1102 or processor-implemented modules. As used
herein, “processor-implemented module” refers to a hard-
ware module in which the hardware includes one or more
processors 1102. Moreover, the one or more processors 1102
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may also operate to support performance of the relevant
operations in a “cloud computing” environment or as a “soft-
ware as a service” (SaaS). For example, at least some of the
operations may be performed by a group of computers (as
examples of machines 1100 including processors 1102), with
these operations being accessible via a network 190 (e.g., the
Internet) and via one or more appropriate interfaces (e.g., an
application programming interface (API)).

[0103] The performance of certain operations may be dis-
tributed among the one or more processors 1102, not only
residing within a single machine 1100, but deployed across a
number of machines 1100. In some example embodiments,
the one or more processors 1102 or processor-implemented
modules may be located in a single geographic location (e.g.,
within a home environment, an office environment, or a server
farm). In other example embodiments, the one or more pro-
cessors 1102 or processor-implemented modules may be dis-
tributed across a number of geographic locations.

[0104] Some portions of the subject matter discussed
herein may be presented in terms of algorithms or symbolic
representations of operations on data stored as bits or binary
digital signals within a machine memory (e.g., a computer
memory). Such algorithms or symbolic representations are
examples of techniques used by those of ordinary skill in the
data processing arts to convey the substance of their work to
others skilled in the art. As used herein, an “algorithm” is a
self-consistent sequence of operations or similar processing
leading to a desired result. In this context, algorithms and
operations involve physical manipulation of physical quanti-
ties. Typically, but not necessarily, such quantities may take
the form of electrical, magnetic, or optical signals capable of
being stored, accessed, transferred, combined, compared, or
otherwise manipulated by a machine 1100. It is convenient at
times, principally for reasons of common usage, to refer to
such signals using words such as “data,” “content,” “bits,”
“values,” “elements,” “symbols,” ‘“characters,” “terms,”
“numbers,” “numerals,” or the like. These words, however,
are merely convenient labels and are to be associated with
appropriate physical quantities.

[0105]

herein using words such as “processing,” “computing,” “cal-
culating,” “determining,” “presenting,” “displaying,” or the
like may refer to actions or processes of a machine 1100 (e.g.,
a computer) that manipulates or transforms data represented
as physical (e.g., electronic, magnetic, or optical) quantities
within one or more memories (e.g., volatile memory, non-
volatile memory, or any suitable combination thereof), regis-
ters, or other machine components that receive, store, trans-
mit, or display information. Furthermore, unless specifically
stated otherwise, the terms “a” or “an” are herein used, as is
common in patent documents, to include one or more than
one instance. Finally, as used herein, the conjunction “or”
refers to a non-exclusive “or,” unless specifically stated oth-
erwise.

Unless specifically stated otherwise, discussions
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What is claimed is:
1. A method comprising:

receiving a request for a first advertisement campaign on a
social network, the request having a member attribute
and a time frame;

accessing member data from the social network;

determining a target group in the social network based on
the member data and the member attribute;
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accessing behavior data for the target group, the behavior
data including a last logon date to the social network for
a member;

calculating a number of unique visitors to the social net-
work from the target group based on the member
attribute, the time frame, and a frequency cap; and

forecasting, using a processor, a number of messages for
the first advertisement campaign based on the calculated
number of unique visitors, the behavior data, and the
time frame.

2. The method of claim 1, wherein the time frame includes
a start date and an end date, and wherein the forecasting
includes:

calculating a discounting factor based on the start date, the

end date, and the last logon date; and

calculating the number of messages based on the discount-

ing factor and the number of unique visitors.
3. The method of claim 2, wherein the discounting factor is
further based on the received member attribute.
4. The method of claim 1, wherein the frequency cap cor-
responds to a maximum number of messages that a member
receives during a predetermined amount of time.
5. The method of claim 1, wherein the frequency cap is
based on the member attribute.
6. The method of claim 1, wherein the request includes a
geographic location, and wherein the target group is deter-
mined by:
determining a number of members living in the geographic
location based on the assessed member data;

calculating a ratio of members in the social network having
the member attribute based on the accessed member
data; and

multiplying the number of members living in the geo-

graphic location by the ratio of members in the social
network having the attribute.

7. The method of claim 6, wherein the calculated ratio is
based on historical data of members living in the geographic
location having the attribute.

8. The method of claim 1, wherein the time frame includes
a first start date, and wherein calculating the number of
unique visitors includes:

calculating the number of unique visitors to the social

network from the target group based on the frequency
cap;

accessing a similar member attribute from a second adver-

tisement campaign, the second advertisement campaign
having a second start date before the first start date of the
first campaign;

identifying a degree of similarity between the similar

member attribute and the received member attribute;

in response to the identification, reducing the number in the

target group based on the first start date, the second start
date; and

updating the calculated number of unique visitors based on

the reduced number in the target group.

9. The method of claim 1, wherein the number of unique
visitors is a number of daily unique visitors.

10. The method of claim 1, further comprising:

causing a presentation of the number of messages fur the

first advertisement campaign on a display of a device.

11. The method of claim 1, wherein the member attribute is
a job title.

12. The method of claim 1, wherein the member attribute is
a job skill.
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13. The method of claim 1, wherein the frequency cap is
predetermined by the social network.
14. The method of claim 1, wherein the behavior data
includes mobile device usage data of a member, and wherein
the number of potential members corresponds to mobile
device users.
15. The method of claim 1, wherein the behavior data
includes desktop device usage data of a member, and wherein
the number of potential members corresponds to desktop
device users.
16. A social network system comprising:
a first database having profile data;
a second database having behavior data, the behavior data
including a last logon date to a social network for a
member;
one or more processors configured by a personalized com-
munication module to:
receive a request for a first advertisement campaign on a
social network, the request having a member attribute
and a time frame;

access profile data from the first database;

determine a target group in the social network based on
the profile data and the member attribute;

access the behavior data for the target group from the
second database;

calculate a number of unique visitors to the social net-
work from the target group based on the member
attribute, the time frame, and a frequency cap; and

forecast a number of messages for the first advertise-
ment campaign based on the calculated number of
unique visitors, the behavior data, and the time frame.

17. The system of claim 16, wherein the personalized com-
munication module is further configured to:

calculate a discounting factor based on the start date, the
end date, and the last logon date; and

calculate the number of messages based on the discounting
factor and the number of unique visitors.

18. The system of claim 16, wherein the personalized com-

munication module is further configured to:

determine a number of members living in the geographic
location based on the assessed member data;

calculate a ratio of members in the social network having
the member attribute based on the accessed member
data; and

multiply the number of members living the geographic
location by the ratio of members in the social network
having the attribute.

19. The system of claim 16, wherein the personalized com-

munication module is further configured to:

calculate the number of unique visitors to the social net-
work from the target group based on the frequency cap;

access a similar member attribute from a second advertise-
ment campaign, the second advertisement campaign
having a second start date before the first start date of the
first campaign;

identify a degree of similarity between the similar member
attribute and the received member attribute;

in response to the identification, reduce the number in the
target group based on the first start date, the second start
date; and

update the calculated number of unique visitors based on
the reduced number in the target group.
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20. A non-transitory machine-readable storage medium
comprising instructions that, when executed by one or more
processors of amachine, cause the machine to perform opera-
tions comprising:

receiving a request for a first advertisement campaign on a

social network, the request having a member attribute
and a time frame;

accessing member data from the social network;

determining a target group in the social network based on

the member data and the member attribute;
accessing behavior data for the target group, the behavior
data including a last logon date to the social network for
a member;

calculating a number of unique visitors to the social net-
work from the target group based on the member
attribute, the time frame, and a frequency cap; and

forecasting, using a processor, a number of messages for
the first advertisement campaign based on the calculated
number of unique visitors, the behavior data, and the
time frame.



