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(54) PACKET FORWARDING METHOD, ELECTRONIC DEVICE, AND STORAGE MEDIUM

(57) A packet forwarding method, an electronic de-
vice, and a storage medium. The method comprises: a
first node through which a forwarding path for a service
flow passes determines a flow identifier of the service
flow; the first node determines a basic slot number of a
first packet in the service flow according to the flow iden-
tifier; the first node determines the slot offset of the first
node for the service flow according to the flow identifier;
the first node determines a queuing slot number of the
first packet according to the basic slot number and the
slot offset. In this way, the first node determines the basic
slot number and the slot offset corresponding to the first
packet of the service flow according to the flow identifier
of the service flow, then determines the queuing slot
number of the first packet according to the basic slot
number and the slot offset, and provides a deterministic
forwarding service having bounded delay and jitter for
the packet by means of a forwarding plane.
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Description

CROSS-REFERENCE TO RELATED APPLICATION

[0001] This application is filed on the basis of the Chinese patent application No. 202110235437.3 filed March 3, 2021,
and claims priority of the Chinese patent application, the entire contents of which are incorporated herein by reference.

TECHNICAL FIELD

[0002] The present disclosure relates to the technical field of communication, in particular to a method for packet
forwarding, an electronic device and a storage medium.

BACKGROUND

[0003] Cyclic Queuing and Forwarding (CQF) mechanism proposed by IEEE Time Sensitive Networking (TSN) Working
Group in the 802.1Qch draft can provide a deterministic forwarding service for TSN services. CQF requires time syn-
chronization between nodes. However, in large-scale three-layer deterministic networks, it is generally challenging to
achieve timely synchronization between nodes, so it is not possible to directly reuse CQF technology to provide effective
deterministic forwarding services in large-scale networks.

SUMMARY

[0004] The following is a summary of the subject matter described herein. This summary is not intended to limit the
scope of protection of the claims.
[0005] Provided are a method for packet forwarding, an electronic device, and a storage medium in some embodiments
of the present disclosure.
[0006] According to an embodiment of the present disclosure, there is provided a method for packet forwarding, which
is applied to a first node through which a forwarding path of a service flow passes, the method includes, determining a
flow identifier of a service flow; determining a basic time slot number of a first packet in the service flow according to the
flow identifier; determining a time slot offset of the first node for the service flow according to the flow identifier; and
determining an enqueue slot number of the first packet according to the basic time slot number and the time slot offset.
[0007] According to an embodiment of the present disclosure, there is provided a first node, which is a node through
which a forwarding path of a service flow passes, the node includes, a first determining module, which is configured to
determine a flow identifier of the service flow; a second determining module, which is configured to determine a basic
time slot number of a first packet in the service flow according to the flow identifier; a third determining module, which
is configured to determine a time slot offset of the first node for the service flow according to the flow identifier; and a
fourth determining module, which is configured to determine an enqueue slot number of the first packet according to the
basic time slot number and the time slot offset.
[0008] According to yet another embodiment of the present disclosure, there is provided an electronic device, which
includes a memory, a processor, and a computer program stored in the memory and executable on the processor which,
when is executed by the processor, causes the processor to carry out the method as described above.
[0009] According to yet another aspect of the present disclosure, there is provided a computer-readable medium
storing a computer program thereon, which when executed by a processor, causes the processor to carry out the method
as described above.
[0010] Other features and advantages of the present disclosure will be illustrated in the following description, and in
part will be apparent from the description, or may be understood by practicing the present disclosure. The objects and
other advantages of the present disclosure can be achieved and obtained by the structure particularly set forth in the
description, claims and drawings.

BRIEF DESCRIPTION OF DRAWINGS

[0011] The drawings are intended to provide a further understanding of the technical scheme of the present disclosure,
and constitute a part of the specification, and they are intended to illustrate the technical scheme of the present disclosure
in conjunction with the embodiments of the present disclosure, but are not intended to limit the technical scheme of the
present disclosure.

FIG. 1 depicts a schematic diagram showing cyclic scheduling of the CQF mechanism;
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FIG. 2 depicts a flowchart showing a method for packet forwarding according to an embodiment of the present
disclosure;

FIG. 3 depicts a flowchart showing sub-operations of S 100 in FIG. 2;

FIG. 4 depicts a schematic diagram showing a list of cyclic scheduling parameters according to an embodiment of
the present disclosure;

FIG. 5 depicts a flowchart showing sub-operations of S200 in FIG. 2;

FIG. 6a depicts a flowchart showing sub-operations of S300 in FIG. 2;

FIG. 6b depicts a flowchart showing sub-operations of S300 in FIG. 2;

FIG. 7a depicts a schematic diagram showing a list of cyclic scheduling parameters in Example Embodiment One
of the present disclosure;

FIG. 7b depicts a schematic diagram showing the basic time slot number corresponding to each packet in Example
Embodiment One of the present disclosure;

FIG. 7c depicts a schematic diagram showing the basic time slot number when enqueueing corresponding to each
packet in Example Embodiment One of the present disclosure;

FIG. 8 depicts a schematic diagram showing a first node according to an embodiment of the present disclosure; and

FIG. 9 depicts a schematic diagram showing an electronic device according to an embodiment of the present
disclosure.

DETAILED DESCRIPTION

[0012] The purpose, technical scheme and advantages of the present disclosure will become apparent through the
following description for various embodiments in conjunction with the drawings. It should be understood that the em-
bodiments described here are intended for illustration but not limitation to the present disclosure.
[0013] It shall be understood that, in the description of an embodiment of the present disclosure, terms "first" and
"second" if described, are intended for distinguishing technical features, which shall not be understood as indicating or
implying relative importance or implicitly indicating the number of the indicated technical features or the order of the
indicated technical features. "At least one" means one or more, and "multiple" means two or more. Connection "and/or"
describes the relationship of related objects, indicating that there can be three kinds of relationships. For example, A
and/or B, which can indicate the situation that A alone, both A and B, or B alone. A and B can be singular or plural. The
character "/"generally indicates that the context object is in "OR" relationship. "At least one of the following" and similar
expressions refer to any combination of these items, including any combination of single or plural items. For example,
at least one of A, B and C can indicate: A, B, C, both A and B, both A and C, both B and C, or A and B and C, where A,
B and C can be single or plural.
[0014] In addition, the technical features involved in various embodiments of the present disclosure described below
can be combined with each other as long as they do not conflict with each other.
[0015] Related technical schemes to some embodiments of the present disclosure are introduced first for a better
understanding.
[0016] Referring to FIG. 1, in the CQF mechanism, each node is provided with a plurality of cache queues for caching
packets, and each queue corresponds to a slot number. These cache queues form a cyclic queue, and the queues are
forwarded in a cyclic scheduling manner. At a particular time slot, the queue in the sending state sends packets within
a specified time slot interval (for example, 10ms), while the other queues receive packets. In the cyclic queuing and
forwarding scheme, the end-to-end delay is related to the number of hops and the time slot interval, while the jitter is
only related to the time slot interval and has an upper bound. However, this scheme requires time synchronization
between nodes, so it is only suitable for small-scale networks.
[0017] There is proposed a forwarding plane solution based on time slot label mapping between upstream and down-
stream nodes in the related technical scheme. The downstream nodes need to maintain the time slot mapping relationship
between the upstream time slot sequence number and the downstream time slot sequence number, and all packets
with the same time slot sequence number are sent out in the same outgoing time slot, thus providing deterministic
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services for bounded delay and jitter. However, this solution requires the carrying of the time slot label information in
the packets and the modification of the existing packet encapsulation, which leads to problems in equipment intercom-
munication and protocol compatibility.
[0018] An embodiment of the present disclosure provides a method for packet forwarding method, an electronic device
and a storage medium, which can realize deterministic transmission in a large-scale network.
[0019] It can be understood that before a user deploys a deterministic service flow, the related information of the
service flow is first submitted to the controller through the user network interface. The controller can be a Software
Defined Network (SDN) controller, and the related information of the service flow can include but not be limited to
application identifier (app ID), service flow identifier (Flow ID), traffic model, network Quality of Service (QoS) require-
ments, etc. The network parameters read by the controller, include but are not limited to: bandwidth and delay, cyclic
queue template maintained by the port, packet header to basic time slot mapping strategy supported by the node. Then
the forwarding path for forwarding the service flow is determined according to the requirements of delay and jitter in the
QoS of the service flow. The forwarding path passes through a plurality of nodes, such as node A- node B- node C-
node D- node E, and the nodes are connected by links. A node described in an embodiment of the present disclosure
can be a specific network device, such as a router or a switch.
[0020] FIG. 2 shows a method for packet forwarding according to an embodiment of the present disclosure. The
method for packet forwarding is applied to a first node through which the forwarding path of the service flow passes,
where the first node can be any one of the nodes in the forwarding path. As shown in FIG. 2, the method for packet
forwarding in an embodiment of the present disclosure includes the following operations.
[0021] At S100, a flow identifier of a service flow is determined.
[0022] It can be understood that in order not to change the encapsulation of the existing packet to avoid the problems
of equipment intercommunication and protocol compatibility, the Flow ID of the service flow in an embodiment of the
present disclosure can be formed based on a field or a field combination of the packet header. For example, the Multi-
Protocol Label Switching (MPLS) packet of DetNet can utilize s-label and d-cw as the Flow ID, and the IPv4/IPv6 packet
of Detnet can utilize fields such as source IP address, destination IP address, source port, destination port, transport
layer protocol type, or the priority as the Flow ID.
[0023] Referring to FIG. 3, the determination of the flow identifier of the service flow can include the following operations.
[0024] At 5101, a type of a received service flow is identified.
[0025] As an example, after receiving the service flow, the first node identifies the type of the service flow, which can
be the type of MPLS packet, or IPv4/IPv6 packet, etc.
[0026] At S102, a field where the flow identifier is located, is determined according to the type of the service flow.
[0027] In an implementation, the mapping relationship between the service flow type and the field where the flow
identifier is located can be established in advance. In this way, after the type of the currently received service flow is
identified, the field where the flow identifier of the currently received service flow is located can be determined according
to the mapping relationship. For example, when the type of service flow is identified as MPLS packet, it is determined
that the field where the flow identifier is located is s-label and/or d-cw. When the type of service flow is identified as
Pv4/IPv6 packet, it is determined that the field where the flow identifier is located is the combination of one or more fields
of, source IP address, destination IP address, source port, destination port, transport layer protocol type and priority.
[0028] At S103, the flow identifier is extracted from the packet header of the service flow according to the field where
the flow identifier is located.
[0029] It can be understood that after the field where the flow identifier is located is determined, the flow identifier is
extracted from the field corresponding to the packet header of the service flow.
[0030] At S200, a basic time slot number of a first packet in the service flow is determined according to the flow identifier.
[0031] As an example, the mapping rules of the flow identifier and the basic time slot number based on the service
flow can be established in advance by the controller. After determining the forwarding path of the service flow, the
controller sends the mapping rules of the flow identifier and the basic time slot number to each node through which the
forwarding path passes. After determining the flow identifier of the current service flow, the first node can determine the
basic time slot number mapped to a first packet of the service flow according to the flow identifier. Here, the first packet
is any one of one or more packets included in the service flow.
[0032] It can be understood that under the condition that the flow identifier presents in the field of the packet header
of the service flow, it is indicated that the basic time slot is mapped based on the field of the packet header. In this way,
the need for modification of the existing packet encapsulation for carrying the time slot label information in the packet
in the related technical scheme is eliminated.
[0033] In an implementation, the controller constructs a list of cyclic scheduling parameters for deterministic service
flows. FIG. 4 shows an example of such a list of cyclic scheduling parameters in the form of a table. As shown in FIG.
4, the list of cyclic scheduling parameters includes the following fields.
[0034] Flow ID: the key field of the table entry, which is utilized to configure the deterministic service Flow ID. When
a node receives packets of a service flow, it is necessary to look up flow ID in the table first to determine whether it is
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necessary to provide a deterministic forwarding service.

Flow Interval: if the service flow is periodic, the cycle of the service flow is specified in the Flow Interval field;
otherwise, the field is "Null";

Max Packets PerInterval: if the service flow is periodic, the maximum number of packets sent in a single cycle is
specified in this field, otherwise this field is "Null";

Slot Interval: indicates the time slot interval (duration) of a cyclic queue;

Slot Number: indicates the number of slots in a cyclic queue;

Slot Mapping Strategy: indicates the mapping rule from the field of a packet header to a basic time slot number;

ΔT: time slot offset, which is obtained by self-learning of nodes on the forwarding plane, with the initial value "Null".

[0035] It should be noted that the list of the cyclic scheduling parameters shown in FIG. 4 is only illustrative. In an
implementation, the list may contain more or fewer fields than those shown in FIG. 4, and this embodiment is not limited
thereto.
[0036] It can be understood that the controller sends the list of cyclic scheduling parameters for deterministic service
flows to each node attributed to the controller, and each node is directed to perform cyclic scheduling with the list of
cyclic scheduling parameters. The controller has previously distributed the list of cyclic scheduling parameter to each
node, that is, the list of cyclic scheduling parameter has been set in advance in each node where the forwarding path
of the service flow passes. Thereby, when deterministic forwarding of a deterministic service flow is performed, each
node through which the forwarding path passes is enabled to perform cyclic scheduling for the deterministic service flow
according to the unified list of cyclic scheduling parameters.
[0037] It can be understood that the upstream and downstream nodes of the forwarding path all utilize the same list
of cyclic scheduling parameters, that is, they have the same time slot interval and the number of cache queues, and
their frequencies for round-robin processing of the time slots are synchronized.
[0038] In some embodiments, when the first node determines the flow identifier of the service flow, the first node also
searches for a preset list of cyclic scheduling parameters according to the flow identifier of the service flow. If the list is
found, the first node determines the basic time slot number of the first packet in the service flow according to the flow
identifier, otherwise, the first node processes the service flow according to the original forwarding process.
[0039] For example, when receiving the service flow, the first node first determines the Flow ID of the service flow,
e.g., s-label for the MPLS packet for Detnet, or n-tuple of the IPv4/IPv6 packet for Detnet. Then, the first node looks up
the Flow ID as the key in the list of cyclic scheduling parameters. If the Flow ID is found in the list, it indicates that it is
necessary to provide a deterministic forwarding service for this service flow, otherwise the service flow is handled
according to the original forwarding process.
[0040] Referring to FIG. 5, in an embodiment, the determination of the basic time slot number of the first packet in the
service flow according to the flow identifier includes the following operations.
[0041] At S201, a mapping rule corresponding to the flow identifier is looked up from a preset list of cyclic scheduling
parameters, according to the flow identifier, where the mapping rule includes information for indicating a key field for
mapping.
[0042] At S202, a value of the key field is identified from the packet header of the first packet according to the information
for indicating the key field.
[0043] At S203, a basic time slot number mapped to the value of the key field is determined according to the mapping
rule.
[0044] For example, after determining the Flow ID of the currently received service flow 1, the first node finds the Slot
Mapping Strategy corresponding to the Flow ID from the preset list of cyclic scheduling parameters, which indicates that
the basic time slot number of the packet shall be determined based on the packet sequence number. Here, the information
for indicating the key field contained in the mapping rule corresponding to the Flow ID is the packet sequence number.
When the information for indicating the key field is determined to be the packet sequence number, the packet sequence
number is extracted from the packet header of the first packet, and then the basic time slot number mapped to the packet
sequence number is determined according to the mapping rule.
[0045] At S300, a time slot offset of the first node for the service flow is determined according to the flow identifier.
[0046] Referring to FIG. 6a, in some embodiments, the determination of the time slot offset of the first node for the
service flow according to the flow identifier includes the following operation.
[0047] At S310, the time slot offset corresponding to the flow identifier is looked up from the preset list of cyclic
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scheduling parameters, according to the flow identifier.
[0048] It can be understood that after determining the Flow ID of the currently received service flow, the first node can
look up the ΔT corresponding to the current Flow ID from the preset list of cyclic scheduling parameters. And if the ΔT
field is not "Null", the time slot offset corresponding to the flow ID can be determined.
[0049] It can be understood that if the ΔT field corresponding to the current Flow ID in the preset list of cyclic scheduling
parameters is "Null", the first node needs to self-learn its own time slot offset with respect to the current service flow.
[0050] Referring to FIG. 6b, in some embodiments, the determination of the time slot offset of the first node for the
service flow according to the flow identifier includes the following operation.
[0051] At S320, the time slot interval and the number of the time slots corresponding to the flow identifier are looked
up from the preset list of cyclic scheduling parameters, according to the flow identifier.
[0052] For example, with reference to FIG. 4, the Slot Interval field and Slot Number field corresponding to the current
Flow ID can be found from the list of cyclic scheduling parameters, such that the time slot interval and the number of
the time slots corresponding to the flow identifier can be obtained.
[0053] At S321, a delay reference value of the first node is acquired, and a delay interval is determined according to
the delay reference value and the time slot interval.
[0054] In an implementation, the delay reference value can be determined by the maximum forwarding delay value
between the ingress port and the egress port of the first node. Assuming that the delay reference value is maxdelay,
the delay interval Δt can be determined by the following equation (1) according to the delay reference value maxdelay
and the time slot interval t indicated in the list of cyclic scheduling parameters: 

[0055] At S322, the slot number of slot currently scheduled by the first node is acquired.
[0056] For example, the slot number corresponding to the queue currently in the transmitting state in the first node is
3, that is, the slot currently scheduled by the first node is slot number 3.
[0057] At S323, the time slot offset is determined according to the basic time slot number, the time slot number of time
slot currently scheduled, the delay interval and the number of time slots.
[0058] In an example, after determining the basic time slot number of the current first packet, the time slot number of
the time slot currently scheduled by the first node, the delay interval and the number of time slots, the time slot offset of
the current first packet can be determined by the following equation: 

where ΔT denotes the time slot offset, T1 denotes the basic time slot number, T2 denotes the time slot number of the
time slot currently being scheduled, Δt denotes the delay interval, and N denotes the number of time slots.
[0059] It should be noted that the calculation of the time slot offset by equation (2) set forth in an embodiment of the
present disclosure is illustrative merely, and other equations derived from a modification of equation (2) can also be
used to calculate the time slot offset, and this embodiment is not limited thereto.
[0060] It can be understood that the first node can realize self-learning for the time slot offset of the current service
flow through the above operations S320 to S323.
[0061] It can be understood that the first node, after determining the time slot offset for the service flow, further stores
the time slot offset in the preset list of cyclic scheduling parameters for further utilization by subsequent packets.
[0062] At S400, an enqueue slot number of the first packet is determined according to the basic time slot number and
the time slot offset.
[0063] It can be understood that after the time slot offset is determined, the basic time slot number is shifted according
to the time slot offset, and the enqueue slot number of the first packet can be determined. The enqueue slot number
thus obtained can prevent the first node from scheduling delay, thus ensuring the queuing delay of the packets at the
first node.
[0064] It can be understood that, when the round-robin scheduling is executed to the first packet with the enqueue
slot number, the sending of the first packet to a next hop node would thus complete the forward of the first packet at the
current first node.
[0065] The method for packet forwarding in some embodiments of the present disclosure will be illustrated below
through some examples.
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EXAMPLE EMBODIMENT ONE

[0066] Assuming that the maximum processing delay maxDelay of node A is 40us, and the list of cyclic scheduling
parameters configured by node A is as shown in FIG. 7a, which contains the cyclic scheduling parameters of a service flow.
[0067] And assuming that node A receives two IPv4 service flows, the quintuple of service flow 1 is {192.168.2.1,
192.168.3.1, 500, 1000, 10}, and the quintuple of service flow 2 is {192.168.1.1,192.168.2.2,1000,2000,10}.
[0068] Regarding the packets of service flow 1, node A extracts the quintuple from the packets and looks up the
quintuple in the list of cyclic scheduling parameters. It can be expected that the looking-up would fail, so the packets will
be processed according to the original method. For example, the packets will be transferred to a queue of an egress
port based on their priorities.
[0069] Regarding the packet of service flow 2, node A extracts the quintuple from the packet and looks up the quintuple
in the list of cyclic scheduling parameters. It can be expected that the looking-up would succeed, and in that case it is
indicated that the packets of service flow 2 shall be processed according to the scheme in an embodiment of the present
disclosure. According to the Slot Mapping Strategy field in the table entry, the basic time slot mapping is calculated
based on the sequence number of the packet (Sequence Number), and the slot mapping calculation equation is supposed
to be: 

where T1 denotes the basic time slot number, cyclel represents the service period, and t represents the time slot interval.
[0070] With reference to FIG. 7b, the calculation result of the basic time slot number of each packet in this example
embodiment is as follows:

For Sequence Number=1, the basic time slot number is T11=(1∗150/20/3)%5=2.
For Sequence Number=2, the basic time slot number is T12=(2∗150/20/3)%5=0.
For Sequence Number=3, the basic time slot number is T13=(3∗150/20/3)%5=2.
For Sequence Number=4, the basic time slot number is T14=(4∗150/20/3)%5=0.
For Sequence Number=5, the basic time slot number is T15=(5∗150/20/3)%5=2.

[0071] According to the above calculation results, the basic time slot number of the packet with Sequence Number=1
is 2. Then the value of the ΔT field in the table entry is found to be "Null", so ΔT would be calculated according to the
self-learning method by the node itself. The time slot number of the time slot currently being scheduled is found to be
3. Then it can be calculated that ΔT = (3 + 2 - 2 + 5)%5 = 3 according to equation (2) described above. The node stores
the calculated value of ΔT into the table entry of the list of cyclic scheduling parameters corresponding to the service flow.
[0072] Then, for the packet with Sequence Number=1, it can be readily to calculate its enqueue slot number as:
cyclein 1 = (T11 + ΔT)%N = (2 + 3)%5 = 0, and the node buffers the packet with Sequence Number=1 into the queue
with slot number 0 according to the calculation result. When round-robin scheduling proceeds to the queue with time
slot number 0, the first packet of the service flow is scheduled and sent out.
[0073] For the received second packet of service flow 2 (Sequence Number=2), the mapping calculation method of
basic time slot number is the same as that of the first packet. According to the above calculation results, the basic time
slot number is 0. When the value of the ΔT field is found to be ΔT=3 in the table entry, the time slot is directly shifted to
get the enqueue slot number cyclein 2 = (T12 + ΔT)%N = (0 + 3)%5 = 3 of the second packet.
[0074] For the received third packet of service flow 2 (Sequence Number=3), the mapping calculation method of basic
time slot number is the same as that of the first packet. According to the above calculation results, the basic time slot
number is 2. When the value of the ΔT field is found to be ΔT=3 in the table entry, the time slot is directly shifted to get
the enqueue slot number cyclein 3 = (T13 + ΔT)%N = (2 + 3)%5 = 0 of the third packet.
[0075] For the fourth, fifth, sixth, ... Packet of service flow 2 received subsequently, the basic time slot number mapping
and time slot offset calculation methods of enqueue time slot numbers are the same as those of the second and third
packets mentioned above, and which will not be repeated here. The enqueue slot number of each packet finally obtained
is shown in FIG. 7c.

EXAMPLE EMBODIMENT TWO

[0076] This embodiment illustrates the strategy of calculating the basic time slot mapping with a hash algorithm based
on the Flow ID of the packet header, i.e., the basic time slot number T1 = hash(FlowID)%N, which means that the hash
calculation is performed based on the Flow ID first, and then the basic time slot number is obtained by modulo operation
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to the number of cyclic queues.
[0077] Assuming there are five DetNet MPLS service flows, the Flow IDs of which are s-label=1, 2, 3, 4 and 5 respec-
tively, and the number of time slots in the list of cyclic scheduling parameters is N=5.
[0078] Assuming that the corresponding field of the list of cyclic scheduling parameters indicates that the basic time
slot mapping is carried out based on the Flow ID of the packet header of the service flow by the hash algorithm, and the
hash calculation result of the Flow ID of each DetNet MPLS service flow is as follows.

For the first service flow, hash(1)=150;

For the second service flow, hash (2) = 12;

For the third service flow, hash (3) = 34;

For the fourth service flow, hash (4) = 14;

For the fifth service flow, hash(5)=53.

[0079] It can be readily to calculate the basic time slot mapping of packets in each service flow according to T1 =
hash(FlowID)%N, and the calculation results are as follows:

For Flow ID=1, the basic time slot number is 150%5=0;

For Flow ID=2, the basic time slot number is 12%5=2;

For Flow ID=3, the basic time slot number is 34%5=4;

For Flow ID=4, the basic time slot number is 14%5=4;

For Flow ID=5, the basic time slot number is 53%5=4.

[0080] It should be noted that the corresponding basic time slot number calculation strategy can be flexibly adopted
according to the practical application scenario requirements, and the example of value selection in this embodiment is
illustrative merely, and is not a limitation to the embodiment of the present disclosure.

EXAMPLE EMBODIMENT THREE

[0081] This example embodiment further illustrates the calculation of time slot offset ΔT.
[0082] Suppose the equation for calculation of ΔT is: ΔT=(T2+Δt-T1+N)%N;
where ΔT denotes the time slot offset, T1 denotes the basic time slot number, T2 denotes the time slot number of the
time slot currently being scheduled, Δt denotes the delay interval, and N denotes the number of time slots.
[0083] Here, since the value of (T2+Δt-T1) may be negative, it is necessary to add N before modulo operation to the
number of time slots N.
[0084] Assuming the maximum processing delay maxDelay of the node is 20us, based on the slot calculation strategy,
the basic time slot number T1 of the first packet is calculated to be 4. The slot number currently in the scheduling state
when the node receives the first packet is 0, the number of time slots in the list of cyclic scheduling parameters is N=5,
and the time slot interval is t=10us. Time slot offset of the service flow is calculated as follows: 

[0085] Then for the first packet of this service, after offset adjustment ΔT=3, the enqueue time slot of this packet is: 

[0086] Assuming that another packet of this service is subsequently received, and the basic time slot number T1
obtained according to the time slot mapping calculation strategy is 3, after adjusting the time slot offset ΔT=3, the enqueue
time slot of this packet is: 
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[0087] According to the scheme of an embodiment of the present disclosure, after receiving the service flow, the first
node determines the basic time slot number and time slot offset corresponding to the first packet of the service flow
according to the flow identifier of the service flow, and then determines the enqueue slot number of the first packet
according to the basic time slot number and the time slot offset, and provides deterministic forwarding service with
bounded delay and jitter for the packets through the forwarding plane. This scheme does not need time synchronization
between nodes along the forwarding path, so it is especially suitable for large-scale network applications. By means of
the method for packet forwarding according to various embodiments of the present disclosure, the intermediate nodes
will not introduce additional jitter, and the maximum end-to-end jitter of the service is 2*t, where t is the time slot interval
of the list in the cyclic scheduling parameters.
[0088] Referring to FIG. 8, an embodiment of the present disclosure further provides a first node 400, which is a node
through which a forwarding path of a service flow passes. The first node includes the following.
[0089] A first determining module 410, which is configured to determine a flow identifier of a service flow.
[0090] A second determining module 420, which is configured to determine a basic time slot number of the first packet
in the service flow according to the flow identifier.
[0091] A third determining module 430, which is configured to determine the time slot offset of the first node for the
service flow according to the flow identifier.
[0092] A fourth determining module 440, which is configured to determine the enqueue slot number of the first packet
according to the basic time slot number and the time slot offset.
[0093] In an embodiment, the first determining module 410 includes the following.
[0094] An identification unit, which is configured to identify the type of the received service flow.
[0095] A first determining unit, which is configured to determine the field where the flow identifier is located according
to the type of the service flow.
[0096] An extraction unit, which is configured to extract the flow identifier from the packet header of the service flow
according to the field where the flow identifier is located.
[0097] In an example, the second determining module 420 includes the following.
[0098] A first searching unit, which is configured to, look up a mapping rule corresponding to the flow identifier from
a preset list of cyclic scheduling parameters, according to the flow identifier, where the mapping rule includes the
information for indicating the key field for mapping.
[0099] A second determining unit, which is configured to determine the value of the key field from the packet header
of the first packet according to the information for indicating the key field.
[0100] A third determining unit, which is configured to determine a basic time slot number mapped to the value of the
key field according to the mapping rule.
[0101] In an example, the third determining module 430 includes the following.
[0102] A second searching unit, which is configured to look up the time slot interval and the number of the time slots
corresponding to the flow identifier from the preset list of cyclic scheduling parameters, according to the flow identifier.
[0103] A fourth determining unit, which is configured to obtain a delay reference value of the first node and determine
a delay interval according to the delay reference value and the time slot interval.
[0104] An acquisition unit, which is configured to acquire a slot number of a currently scheduled slot by the first node.
[0105] A fifth determining unit is configured to determine the time slot offset according to the basic time slot number,
the slot number of the currently scheduled slot, the delay interval and the quantity of time slots.
[0106] In an implementation, the second searching unit is further configured to look up the time slot offset corresponding
to the flow identifier from the preset list of cyclic scheduling parameters, according to the flow identifier.
[0107] In an implementation, the third determining module 430 further includes the following.
[0108] A recording unit, which is configured to record the time slot offset in the preset list of cyclic scheduling parameters.
[0109] In an implementation, the first node 400 of an embodiment of the present disclosure further includes the following.
[0110] A scheduling module, which is configured to send the first packet to a next hop node, in response to the round
robin scheduling is being executed to the first packet with the enqueue slot number.
[0111] In an implementation, the list of cyclic scheduling parameters is preset in each node through which the forwarding
path of the service flow passes, and the list of cyclic scheduling parameters is utilized to direct each node to perform
cyclic round-robin scheduling.
[0112] It should be noted that the information interaction, execution process and other contents between the above
modules are based on the same concept as the method embodiment of the present disclosure, and their specific functions
and technical effects can be seen in the method embodiment section for details, which will not be repeated here.
[0113] In the above-described embodiments, the description of each embodiment focuses on a respective aspect.
Those portions that are not detailed or recited in one embodiment, can be referred to the relevant descriptions of other
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embodiments.
[0114] Referring to FIG. 9, which shows an electronic device 500 according to an embodiment of the present application,
the device includes a memory 510, a processor 520 and a computer program stored in the memory 510 and executable
by the processor 520.
[0115] The processor 520 and the memory 510 may be connected by a bus or other means.
[0116] As a non-transitory computer-readable storage medium, the memory 510 can be configured to store non-
transitory software programs and non-transitory computer-executable programs. In addition, the memory 510 can include
high-speed random-access memory and non-transitory memory, such as at least one disk memory device, flash memory
device, or other non-transitory solid-state memory devices. In some implementations, the memory may include memories
remotely located relative to the processor 520, and these remote memories may be connected to the processor 520
through a network. Examples of the above networks include, but are not limited to, the Internet, intranet, local area
network, mobile communication network, and combinations thereof.
[0117] Non-transitory software programs and instructions for the method in the above embodiments are stored in
memory 510 which, when executed by processor 520, causes the processor to carry out the method for packet forwarding
in any one of the embodiments described above.
[0118] The above-described embodiments are only schematic, in which the units illustrated as separate components
may or may not be physically separated, that is, the device may be located in one place or distributed over several
network units. Some or all of the modules can be selected according to the practical needs to achieve the purpose of
this embodiment.
[0119] An embodiment of the present disclosure further provides a computer-readable storage medium, which stores
a computer program, which is executable by a processor or controller which, when executed by the processor or controller,
causes the processor or controller to carry out the method for packet forwarding in any one the above embodiments.
[0120] According to the scheme of an embodiment of the present disclosure, a first node through which a forwarding
path of a service flow passes determines a flow identifier of the service flow; the first node determines the basic time
slot number of the first packet in the service flow according to the flow identifier; the first node determines the time slot
offset of the first node for the service flow according to the flow identifier; the first node determines the enqueue slot
number of the first packet according to the basic time slot number and the time slot offset. In this way, after receiving
the service flow, the first node determines the basic time slot number and time slot offset corresponding to the first packet
of the service flow according to the flow identifier of the service flow, and then determines the enqueue slot number of
the first packet according to the basic time slot number and the time slot offset, and provides deterministic forwarding
service with bounded delay and jitter for the packets through the forwarding plane. This scheme does not need time
synchronization between nodes along the forwarding path, so it is especially suitable for large-scale network applications.
[0121] It shall be appreciated by a person having ordinary skills in the art that all or some of the steps and systems
disclosed above can be implemented as software, firmware, hardware and their appropriate combinations. Some or all
physical components can be implemented as software executed by a processor, such as a central processing unit, a
digital signal processor or a microprocessor, or as hardware, or as an integrated circuit, such as an application-specific
integrated circuit. Such software can be distributed on computer-readable media, which can include computer storage
media (or non-transitory media) and communication media (or transitory media). As is well known to a person having
ordinary skills in the art, the term computer storage medium includes volatile and nonvolatile, removable and non-
removable medium implemented in any method or technology for storing information such as computer-readable in-
structions, data structures, program modules or other data. Computer storage medium includes, but is not limited to,
RAM, ROM, EEPROM, flash memory or other memory technologies, CD-ROM, digital versatile disks (DVD) or other
optical disk storage, magnetic boxes, tapes, magnetic disk storage or other magnetic storage devices, or any other
medium that can be used to store desired information and accessible by a computer. Furthermore, it is well known to
those having ordinary skills in the art that communication media usually contains computer-readable instructions, data
structures, program modules or other data in modulated data signals such as carrier waves or other transmission
mechanisms, and can include any information delivery media.
[0122] Described above is a description for some embodiments of the present disclosure, but the present disclosure
is not limited to the above embodiments. Those having ordinary skills in the art can make various equivalent modifications
or substitutions without departing the scope of the present disclosure, and these equivalent modifications or substitutions
are within the scope defined by the claims of the present disclosure.

Claims

1. A method for packet forwarding, which is applied to a first node through which a forwarding path of a service flow
passes, the method comprising,
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determining a flow identifier of the service flow;
determining a basic time slot number of a first packet in the service flow according to the flow identifier;
determining a time slot offset of the first node for the service flow according to the flow identifier; and
determining an enqueue slot number of the first packet according to the basic time slot number and the time
slot offset.

2. The method according to claim 1, wherein determining the basic time slot number of the first packet in the service
flow according to the flow identifier comprises,

looking up a mapping rule corresponding to the flow identifier from a preset list of cyclic scheduling parameters,
according to the flow identifier, wherein the mapping rule comprises information for indicating a key field for
mapping;
determining a value of the key field from the packet header of the first packet according to the information for
indicating the key field; and
determining the basic time slot number mapped to the value of the key field according to the mapping rule.

3. The method according to claim 1, wherein determining the time slot offset of the first node for the service flow
according to the flow identifier comprises,
looking up the time slot offset corresponding to the flow identifier from the preset list of cyclic scheduling parameters,
according to the flow identifier.

4. The method according to claim 1, wherein determining the time slot offset of the first node for the service flow
according to the flow identifier comprises,

looking up a time slot interval and a quantity of time slots corresponding to the flow identifier from the preset
list of cyclic scheduling parameters, according to the flow identifier;
acquiring a delay reference value of the first node, and determining a delay interval according to the delay
reference value and the time slot interval;
acquiring a slot number of a currently scheduled slot by the first node; and
determining the time slot offset according to the basic time slot number, the slot number of the currently scheduled
slot, the delay interval and the quantity of time slots.

5. The method according to claim 4, wherein after determining the time slot offset according to the basic time slot
number, the slot number of the currently scheduled slot, the delay interval and the quantity of time slots, the method
further comprises,
recording the time slot offset in the preset list of cyclic scheduling parameters.

6. The method according to any one of claims 2 to 5, wherein the list of cyclic scheduling parameters is preset in each
node through which the forwarding path of the service flow passes, and the list of cyclic scheduling parameters is
utilized to directed each node to perform cyclic round-robin scheduling.

7. The method according to claim 1, further comprising,
sending the first packet to a next hop node, in response to the round-robin scheduling proceeding to the first packet
with the enqueue slot number.

8. The method according to claim 1, wherein determining the flow identifier of the service flow comprises,

identifying a type of the service flow received;
determining a field where the flow identifier is located, according to the type of the service flow; and
extracting the flow identifier from a packet header of the service flow according to the field where the flow
identifier is located.

9. A first node, which is a node through which a forwarding path of a service flow passes, the node comprising,

a first determining module, which is configured to determine a flow identifier of the service flow;
a second determining module, which is configured to determine a basic time slot number of a first packet in the
service flow according to the flow identifier;
a third determining module, which is configured to determine a time slot offset of the first node for the service
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flow according to the flow identifier; and
a fourth determining module, which is configured to determine an enqueue slot number of the first packet
according to the basic time slot number and the slot offset.

10. An electronic device, comprising a memory, a processor and a computer program stored in the memory and exe-
cutable by the processor which, when executed by the processor causes the processor to carry out the method of
any one of claim 1 to claim 8.

11. A computer readable storage medium storing a computer program, which when executed by a processor, causes
the processor to carry out the method of any one of claim 1 to claim 8.
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