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A learning method for calculating collision probability , to be 
used for determining whether it is appropriate or not to 
switch driving modes of a vehicle capable of an autonomous 
driving , by analyzing a recent driving route of a driver is 
provided . And the method includes steps of : ( a ) a learning 
device , on condition that a status vector and a trajectory 
vector are acquired , performing processes of ( i ) instructing 
a status network to generate a status feature map and ( ii ) 
instructing a trajectory network to generate a trajectory 
feature map ; ( b ) the learning device instructing a safety 
network to calculate a predicted collision probability repre 
senting a predicted probability of an accident occurrence ; 
and ( c ) the learning device instructing a loss layer to 
generate a loss by referring to the predicted collision prob 
ability and a GT collision probability , which have been 
acquired beforehand , to learn at least part of parameters . 
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LEARNING METHOD AND LEARNING 
DEVICE FOR DETERMINING WHETHER 
TO SWITCH MODE OF VEHICLE FROM 

MANUAL DRIVING MODE TO 
AUTONOMOUS DRIVING MODE BY 
PERFORMING TRAJECTORY - BASED 
BEHAVIOR ANALYSIS ON RECENT 

DRIVING ROUTE 

CROSS REFERENCE OF RELATED 
APPLICATION 

[ 0001 ] This application claims the benefit of priority to 
U.S. Provisional Patent Application No. 62 / 798,637 , filed 
Jan. 30 , 2019 , the entire contents of which are incorporated 
herein by reference . 

FIELD OF THE DISCLOSURE 

[ 0002 ] The present disclosure relates to a learning method 
and a learning device for use with an autonomous vehicle ; 
and more particularly , to the learning method and the 
learning device for determining whether to switch a mode of 
a vehicle from a manual driving mode to an autonomous 
driving mode by performing a trajectory - based behavior 
analysis on recent driving route , and a testing method and a 
testing device using the same . 

BACKGROUND OF THE DISCLOSURE 

[ 0003 ] In autonomous driving , a mode switching is an 
important issue . This is because , when it becomes dangerous 
while a driver drives a vehicle manually , the mode of the 
vehicle should be automatically changed to an autonomous 
driving mode . However , studies on the autonomous driving 
up to now have focused mainly on how well the vehicle is 
driven , and there is not much study on how such mode 
switching can be efficiently achieved . Further , in general , 
there is a problem that because a mode of the vehicle is 
switched manually , the vehicle cannot be operated in the 
autonomous driving mode even if the driver drives reck 
lessly and endangers surrounding vehicles . 

corresponding to at least one piece of circumstance infor 
mation for verification including at least part of ( i - 1 ) at least 
one piece of subject motion information on at least one 
subject vehicle and ( i - 2 ) one or more pieces of surrounding 
motion information on at least part of one or more surround 
ing objects located closer than a threshold from the subject 
vehicle , in a subject time range for verification from a first 
timing to a T - th timing , and ( ii ) at least one trajectory vector , 
corresponding to at least one piece of route information for 
verification on at least one driving route driven by the 
subject vehicle in the subject time range for verification , are 
acquired , performing processes of ( i ) instructing a status 
network to apply at least one first neural network operation 
to the status vector , to thereby generate at least one status 
feature map and ( ii ) instructing a trajectory network to apply 
at least one second neural network operation to the trajectory 
vector , to thereby generate at least one trajectory feature 
map ; ( b ) the learning device , if at least one concatenated 
feature map corresponding to the status feature map and the 
trajectory feature map is acquired , instructing a safety net 
work to apply at least one third neural network operation to 
the concatenated feature map , to thereby calculate at least 
one predicted collision probability representing a predicted 
probability of an occurrence of at least one accident caused 
by the driving route indicated by the route information for 
verification with regard to a circumstance indicated by the 
circumstance information for verification ; and ( c ) the learn 
ing device instructing a loss layer to generate at least one 
loss by referring to the predicted collision probability and at 
least one Ground - Truth ( GT ) collision probability , which 
have been acquired beforehand , and to perform backpropa 
gation by using the loss , to thereby learn at least part of 
parameters of the safety network , the trajectory network and 
the status network . 
[ 0009 ] As one example , at the step of ( a ) , the learning 
device instructs ( i ) at least one first convolutional layer of 
the status network to generate at least one ( 1-1 ) -st feature 
map by applying at least one first convolutional operation to 
the status vector , ( ii ) at least one first pooling layer of the 
status network to generate at least one ( 1-2 ) -nd feature map 
by applying at least one first pooling operation to the ( 1-1 ) -st 
feature map , and ( iii ) at least one first Fully - Connected ( FC ) 
layer to generate the status feature map by applying at least 
one first FC operation to the ( 1-2 ) -nd feature map . 
[ 0010 ] As one example , at the step of ( a ) , the learning 
device instructs ( i ) at least one second convolutional layer of 
the trajectory network to generate at least one ( 2-1 ) -st 
feature map by applying at least one second convolutional 
operation to the trajectory vector , ( ii ) at least one second 
pooling layer of the trajectory network to generate at least 
one ( 2-2 ) -nd feature map by applying at least one second 
pooling operation to the ( 2-1 ) -st feature map , and ( iii ) at 
least one second Fully - Connected ( FC ) layer to generate the 
trajectory feature map by applying at least one second FC 
operation to the ( 2-2 ) -nd feature map . 
[ 0011 ] As one example , at the step of ( b ) , the learning 
device instructs ( i ) at least one concatenating layer to 
generate the concatenated feature map by concatenating the 
status feature map and the trajectory feature map , ( ii ) at least 
one third convolutional layer of the safety network to 
generate at least one ( 3-1 ) -st feature map by applying at least 
one third convolutional operation to the concatenated feature 
map , ( iii ) at least one third pooling layer of the safety 
network to generate at least one ( 3-2 ) -nd feature map by 

SUMMARY OF THE DISCLOSURE 

[ 0004 ] It is an object of the present disclosure to solve all 
the aforementioned problems . 
[ 0005 ] It is an object of the present disclosure to provide 
a learning method for analyzing a recent driving route of a 
driver , to thereby calculate a collision probability . 
[ 0006 ] It is another object of the present disclosure to 
provide a learning method for calculating a collision prob 
ability by analyzing a recent driving route of a driver , to 
thereby determine whether the driver is driving dangerously 
or not by referring to the collision probability . 
[ 0007 ] It is still another object of the present disclosure to 
improve a road circumstance by providing a method for 
switching a mode of a vehicle from a manual driving mode 
to an autonomous driving mode if a driver drives recklessly . 
[ 0008 ] In accordance with one aspect of the present dis 
closure , there is provided a learning method for calculating 
collision probability , to be used for determining whether it 
is appropriate or not to switch driving modes of a vehicle 
capable of an autonomous driving , by analyzing a recent 
driving route of a driver with regard to a circumstance of its 
corresponding time range , including steps of : ( a ) a learning 
device , on condition that ( i ) at least one status vector , 
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applying at least one third pooling operation to the ( 3-1 ) -st 
feature map , and ( iv ) at least one third Fully - Connected ( FC ) 
layer to generate the predicted collision probability by 
applying at least one third FC operation to the ( 3-2 ) -nd 
feature map . 
[ 0012 ] As one example , before the step of ( a ) , the method 
further includes a step of : ( a0 ) the learning device commu 
nicating with at least one basement server interworking with 
the subject vehicle , to perform processes of ( i ) generating 
the status vector by using the circumstance information for 
verification , including ( i - 1 ) at least one piece of subject 
location information of the subject vehicle , ( i - 2 ) at least one 
piece of subject velocity information thereof , ( 1-3 ) at least 
one piece of surrounding location information of at least part 
of surrounding vehicles among the surrounding objects and 
( i - 4 ) at least one piece of surrounding velocity information 
thereof , corresponding to the subject time range for verifi 
cation , which have been acquired from the basement server , 
( ii ) generating the trajectory vector by using the route 
information for verification , corresponding to the driving 
route of the subject vehicle on a region map for verification 
during the subject time range for verification , which has 
been acquired from the basement server , and ( iii ) acquiring 
the GT collision probability by using at least one piece of 
accident information on whether the subject vehicle has had 
at least one accident in an attention time range from a 
( T + 1 ) -th timing to a ( T + K ) -th timing or not , which has been 
acquired from the basement server , wherein K is at least one 
arbitrary integer . 
[ 0013 ] As one example , before the step of ( a ) , the method 
further includes a step of : ( al ) the learning device performs 
processes of ( i ) generating the status vector by using the 
circumstance information for verification corresponding to 
the subject time range for verification , including ( i - 1 ) at least 
one piece of subject location information of the subject 
vehicle and ( i - 2 ) at least one piece of subject velocity 
information thereof , which have been acquired by referring 
to at least one piece of driving record information of the 
subject vehicle , and ( 1-3 ) at least one piece of surrounding 
location information of at least part of surrounding vehicles 
among the surrounding objects and ( i - 4 ) at least one piece of 
surrounding velocity information thereof , which have been 
acquired by referring to at least one driving video recorded 
through at least one subject camera on the subject vehicle 
during the subject time range for verification , ( ii ) generating 
the trajectory vector by referring to the route information for 
verification , corresponding to the driving route of the subject 
vehicle on a region map for verification during the subject 
time range for verification , which has been acquired by 
referring to the driving record information , and ( iii ) acquir 
ing the GT collision probability by using accident informa 
tion on whether the subject vehicles has had at least one 
accident in an attention time range from a ( T + 1 ) -th timing to 
a ( T + K ) -th timing or not , which has been acquired by 
referring to the driving record information , wherein K is at 
least one arbitrary integer . 
[ 0014 ] As one example , before the step of ( a ) , the method 
further includes a step of : ( a2 ) the learning device performs 
processes of ( i ) generating the status vector by using the 
circumstance information for verification corresponding to 
the subject time range for verification , including ( i - 1 ) at least 
one piece of subject location information of the subject 
vehicle and ( i - 2 ) at least one piece of subject velocity 
information thereof , which have been acquired by referring 

to at least one piece of driving record information of the 
subject vehicle , and ( i - 3 ) at least one piece of surrounding 
location information of at least part of surrounding vehicles 
among the surrounding objects and ( i - 4 ) at least one piece of 
surrounding velocity information thereof , which have been 
acquired by using at least one V2X communication module 
installed to the subject vehicle , to be used for communicat 
ing with said at least part of the surrounding vehicles , ( ii ) 
generating the trajectory vector by referring to the route 
information for verification , corresponding to the driving 
route of the subject vehicle on a region map for verification 
during the subject time range for verification , which has 
been acquired by referring to the driving record information , 
and ( iii ) acquiring the GT collision probability by using 
accident information on whether the subject vehicle has had 
at least one accident in an attention time range from a 
( T + 1 ) -th timing to a ( T + K ) -th timing or not , which has been 
acquired by referring to the driving record information , 
wherein K is at least one arbitrary integer . 
[ 0015 ] As one example , before the step of ( a ) , the method 
further includes a step of : ( a3 ) the learning device commu 
nicating with at least one simulating device simulating at 
least one virtual world including the subject vehicle and the 
surrounding objects , to perform processes of ( i ) generating 
the status vector by using the circumstance information for 
verification , including ( i - 1 ) at least one piece of subject 
location information of the subject vehicle , ( i - 2 ) at least one 
piece of subject velocity information thereof , ( 1-3 ) at least 
one piece of surrounding location information of at least part 
of surrounding vehicles among the surrounding objects and 
( 1-4 ) at least one piece of surrounding velocity information 
thereof , corresponding to the subject time range for verifi 
cation , which have been acquired from the simulating 
device , ( ii ) generating the trajectory vector by referring to 
the route information for verification , corresponding to the 
driving route of the subject vehicle on a region map for 
verification during the subject time range for verification , 
which has been acquired from the simulating device , and 
( iii ) acquiring the GT collision probability by using at least 
one piece of accident information on whether the subject 
vehicle has had at least one accident in an attention time 
range from a ( T + 1 ) -th timing to a ( T + K ) -th timing or not , 
which has been acquired from the simulating device , 
wherein K is at least one arbitrary integer . 
[ 0016 ] As one example , the subject motion information 
includes at least part of ( i - 1 ) at least one piece of subject 
location information of the subject vehicle , ( 1-2 ) at least one 
piece of subject velocity information thereof , and ( 1-3 ) at 
least one piece of subject acceleration information thereof , 
and wherein the surrounding motion information includes at 
least part of ( ii - 1 ) at least one piece of surrounding location 
information of at least part of the surrounding objects , ( ii - 2 ) 
at least one piece of surrounding velocity information 
thereof , and ( ii - 3 ) at least one piece of surrounding accel 
eration information thereof . 
[ 0017 ] In accordance with another aspect of the present 
disclosure , there is provided a testing method for calculating 
collision probability , to be used for determining whether it 
is appropriate or not to switch driving modes of a vehicle 
capable of an autonomous driving , by analyzing a recent 
driving route of a driver with regard to a circumstance of its 
corresponding time range , including steps of : ( a ) on condi 
tion that ( 1 ) a learning device , if ( i ) at least one status vector 
for training , corresponding to at least one piece of circum 
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stance information for verification for training including at 
least part of ( i - 1 ) at least one piece of subject motion 
information for training on at least one subject vehicle for 
training and ( i - 2 ) one or more pieces of surrounding motion 
information for training on at least part of one or more 
surrounding objects for training located closer than a thresh 
old from the subject vehicle for training , in a subject time 
range for verification for training from a first timing to a T - th 
timing , and ( ii ) at least one trajectory vector for training , 
corresponding to at least one piece of route information for 
verification for training on at least one driving route for 
training driven by the subject vehicle for training in the 
subject time range for verification for training , have been 
acquired , has performed processes of ( i ) instructing a status 
network to apply at least one first neural network operation 
to the status vector for training , to thereby generate at least 
one status feature map for training and ( ii ) instructing a 
trajectory network to apply at least one second neural 
network operation to the trajectory vector for training , to 
thereby generate at least one trajectory feature map for 
training ; ( 2 ) the learning device , if at least one concatenated 
feature map for training corresponding to the status feature 
map for training and the trajectory feature map for training 
has been acquired , has instructed a safety network to apply 
at least one third neural network operation to the concat 
enated feature map for training , to thereby calculate at least 
one predicted collision probability for training representing 
a predicted probability for training of an occurrence of at 
least one accident for training caused by the driving route for 
training indicated by the route information for verification 
for training with regard to a circumstance for training 
indicated by the circumstance information for verification 
for training ; and ( 3 ) the learning device has instructed a loss 
layer to generate at least one loss by referring to the 
predicted collision probability for training and at least one 
Ground - Truth ( GT ) collision probability , which have been 
acquired beforehand , and to perform backpropagation by 
using the loss , to thereby learn at least part of parameters of 
the safety network , the trajectory network and the status 
network , a testing device , if ( i ) at least one status vector for 
testing , corresponding to at least one piece of test circum 
stance information for verification including at least part of 
( i - 1 ) at least one piece of subject motion information for 
testing on at least one subject vehicle for testing and ( i - 2 ) 
one or more pieces of surrounding motion information for 
testing on at least part of one or more surrounding objects for 
testing located closer than the threshold from the subject 
vehicle for testing , in a test subject time range for verifica 
tion from a 1 ' - st timing to a T ' - th timing , and ( ii ) at least one 
trajectory vector for testing , corresponding to at least one 
piece of test route information for verification on at least one 
driving route for testing driven by the subject vehicle for 
testing in the test subject time range for verification , have 
been acquired , performing processes of ( i ) instructing the 
status network to apply said at least one first neural network 
operation to the status vector for testing , to thereby generate 
at least one status feature map for testing and ( ii ) instructing 
the trajectory network to apply said at least one second 
neural network operation to the trajectory vector for testing , 
to thereby generate at least one trajectory feature map for 
testing ; ( b ) the testing device , if at least one concatenated 
feature map for testing corresponding to the status feature 
map for testing and the trajectory feature map for testing has 
been acquired , instructing the safety network to apply said 

at least one third neural network operation to the concat 
enated feature map for testing , to thereby calculate at least 
one predicted collision probability for testing representing a 
predicted probability for testing of an occurrence of at least 
one accident for testing caused by the driving route for 
testing indicated by the test route information for verifica 
tion with regard to a circumstance for testing indicated by 
the test circumstance information for verification . 
[ 0018 ] As one example , the testing device communicates 
with at least one basement server for testing interworking 
with the subject vehicle for testing , to perform processes of 
( i ) generating the status vector for testing by using the test 
circumstance information for verification , including ( i - 1 ) at 
least one piece of subject location information for testing of 
the subject vehicle for testing , ( i - 2 ) at least one piece of 
subject velocity information for testing thereof , ( 1-3 ) at least 
one piece of surrounding location information for testing of 
at least part of surrounding vehicles for testing among the 
surrounding objects for testing and ( i - 4 ) at least one piece of 
surrounding velocity information for testing thereof , corre 
sponding to the test subject time range for verification , 
which have been acquired from the basement server for 
testing , and ( ii ) generating the trajectory vector for testing by 
referring to the test route information for verification , cor 
responding to the driving route for testing of the subject 
vehicle for testing on a test region map for verification 
during the test subject time range for verification , which has 
been acquired from the basement server for testing . 
[ 0019 ] As one example , at the step of ( a ) , the testing 
device performs processes of ( i ) generating the status vector 
for testing by using the test circumstance information for 
verification corresponding to the test subject time range for 
verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing and ( i - 2 ) at least one piece of subject velocity 
information for testing thereof , which have been acquired 
from at least one of a GPS for testing and a velocity control 
unit for testing included in the subject vehicle for testing , 
and ( 1-3 ) at least one piece of surrounding location infor 
mation for testing of at least art of surrounding vehicles for 
testing among the surrounding objects for testing and ( i - 4 ) at 
least one piece of surrounding velocity information for 
testing thereof , which have been acquired by referring to at 
least one driving video for testing recorded through at least 
one subject camera for testing on the subject vehicle for 
testing during the test subject time range for verification , and 
( ii ) generating the trajectory vector for testing by referring to 
the test route information for verification , corresponding to 
the driving route for testing of the subject vehicle for testing 
on a test region map for verification during the test subject 
time range for verification , which has been acquired from a 
planning unit for testing included in the subject vehicle for 
testing . 
[ 0020 ] As one example , at the step of ( b ) , the testing 
device performs processes of ( i ) generating the status vector 
for testing by using the test circumstance information for 
verification corresponding to the test subject time range for 
verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing and ( i - 2 ) at least one piece of subject velocity 
information for testing thereof , which have been acquired 
from at least one of a GPS for testing and a velocity control 
unit for testing included in the subject vehicle for testing , 
and ( 1-3 ) at least one piece of surrounding location infor 
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mation for testing of at least part of surrounding vehicles for 
testing among the surrounding objects for testing and ( i - 4 ) at 
least one piece of surrounding velocity information for 
testing thereof , which have been acquired by using a V2X 
communication module for testing included in the subject 
vehicle of testing during the test subject time range for 
verification , and ( ii ) generating the trajectory vector for 
testing by referring to the test route information for verifi 
cation , corresponding to the driving route for testing of the 
subject vehicle for testing on a test region map for verifi 
cation during the test subject time range for verification , 
which has been acquired from a planning unit for testing 
included in the subject vehicle for testing . 
[ 0021 ] As one example , the method further comprises a 
step of : ( c ) the testing device , if the predicted collision 
probability for testing is larger than a threshold and a driving 
mode of the subject vehicle for testing corresponds to a 
manual driving mode , instructing the subject vehicle for 
testing to switch its driving mode to an autonomous driving 
mode . 

[ 0022 ] In accordance with still another aspect of the 
present disclosure , there is provided a learning device for 
calculating collision probability , to be used for determining 
whether it is appropriate or not to switch driving modes of 
a vehicle capable of an autonomous driving , by analyzing a 
recent driving route of a driver with regard to a circumstance 
of its corresponding time range , including : at least one 
memory that stores instructions , and at least one processor 
configured to execute the instructions perform processes 
of : ( I ) on condition that ( i ) at least one status vector , 
corresponding to at least one piece of circumstance infor 
mation for verification including at least part of ( i - 1 ) at least 
one piece of subject motion information on at least one 
subject vehicle and ( i - 2 ) one or more pieces of surrounding 
motion information on at least part of one or more surround 
ing objects located closer than a threshold from the subject 
vehicle , in a subject time range for verification from a first 
timing to a T - th timing , and ( ii ) at least one trajectory vector , 
corresponding to at least one piece of route information for 
verification on at least one driving route driven by the 
subject vehicle in the subject time range for verification , are 
acquired , performing processes of ( i ) instructing a status 
network to apply at least one first neural network operation 
to the status vector , to thereby generate at least one status 
feature map and ( ii ) instructing a trajectory network to apply 
at least one second neural network operation to the trajectory 
vector , to thereby generate at least one trajectory feature 
map ; ( II ) if at least one concatenated feature map corre 
sponding to the status feature map and the trajectory feature 
map is acquired , instructing a safety network to apply at 
least one third neural network operation to the concatenated 
feature map , to thereby calculate at least one predicted 
collision probability representing a predicted probability of 
an occurrence of at least one accident caused by the driving 
route indicated by the route information for verification with 
regard to a circumstance indicated by the circumstance 
information for verification ; and ( III ) instructing a loss layer 
to generate at least one loss by referring to the predicted 
collision probability and at least one Ground - Truth ( GT ) 
collision probability , which have been acquired beforehand , 
and to perform backpropagation by using the loss , to thereby 
learn at least part of parameters of the safety network , the 
trajectory network and the status network . 

[ 0023 ] As one example , at the process of ( I ) , the processor 
instructs ( i ) at least one first convolutional layer of the status 
network to generate at least one ( 1-1 ) -st feature map by 
applying at least one first convolutional operation to the 
status vector , ( ii ) at least one first pooling layer of the status 
network to generate at least one ( 1-2 ) -nd feature map by 
applying at least one first pooling operation to the ( 1-1 ) -st 
feature map , and ( iii ) at least one first Fully - Connected ( FC ) 
layer to generate the status feature map by applying at least 
one first FC operation to the ( 1-2 ) -nd feature map . 
[ 0024 ] As one example , at the process of ( I ) , the processor 
instructs ( i ) at least one second convolutional layer of the 
trajectory network to generate at least one ( 2-1 ) -st feature 
map by applying at least one second convolutional operation 
to the trajectory vector , ( ii ) at least one second pooling layer 
of the trajectory network to generate at least one ( 2-2 ) -nd 
feature map by applying at least one second pooling opera 
tion to the ( 2-1 ) -st feature map , and ( iii ) at least one second 
Fully - Connected ( FC ) layer to generate the trajectory feature 
map by applying at least one second FC operation to the 
( 2-2 ) -nd feature map . 
[ 0025 ] As one example , at the process of ( II ) , the proces 
sor instructs ( i ) at least one concatenating layer to generate 
the concatenated feature map by concatenating the status 
feature map and the trajectory feature map , ( ii ) at least one 
third convolutional layer of the safety network to generate at 
least one ( 3-1 ) -st feature map by applying at least one third 
convolutional operation to the concatenated feature map , 
( iii ) at least one third pooling layer of the safety network to 
generate at least one ( 3-2 ) -nd feature map by applying at 
least one third pooling operation to the ( 3-1 ) -st feature map , 
and ( iv ) at least one third Fully - Connected ( FC ) layer to 
generate the predicted collision probability by applying at 
least one third FC operation to the ( 3-2 ) -nd feature map . 
( 0026 ] As one example , before the process of ( I ) , the 
processor further performs a process of : ( TO ) communicat 
ing with at least one basement server interworking with the 
subject vehicle , to perform processes of ( i ) generating the 
status vector by using the circumstance information for 
verification , including ( i - 1 ) at least one piece of subject 
location information of the subject vehicle , ( i - 2 ) at least one 
piece of subject velocity information thereof , ( i - 3 ) at least 
one piece of surrounding location information of at least part of surrounding vehicles among the surrounding objects and 
( 1-4 ) at least one piece of surrounding velocity information 
thereof , corresponding to the subject time range for verifi 
cation , which have been acquired from the basement server , 
( ii ) generating the trajectory vector by using the route 
information for verification , corresponding to the driving 
route of the subject vehicle on a region map for verification 
during the subject time range for verification , which has 
been acquired from the basement server , and ( iii ) acquiring 
the GT collision probability by using at least one piece of 
accident information on whether the subject vehicle has had 
at least one accident in an attention time range from a 
( T + 1 ) -th timing to a ( T + K ) -th timing or not , which has been 
acquired from the basement server , wherein K is at least one 
arbitrary integer . 
[ 0027 ] As one example , before the process of ( I ) , the 
processor further performs a process of : ( 11 ) performing 
processes of ( i ) generating the status vector by using the 
circumstance information for verification corresponding to 
the subject time range for verification , including ( i - 1 ) at least 
one piece of subject location information of the subject 
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vehicle and ( i - 2 ) at least one piece of subject velocity 
information thereof , which have been acquired by referring 
to at least one piece of driving record information of the 
subject vehicle , and ( i - 3 ) at least one piece of surrounding 
location information of at least part of surrounding vehicles 
among the surrounding objects and ( i - 4 ) at least one piece of 
surrounding velocity information thereof , which have been 
acquired by referring to at least one driving video recorded 
through at least one subject camera on the subject vehicle 
during the subject time range for verification , ( ii ) generating 
the trajectory vector by referring to the route information for 
verification , corresponding to the driving route of the subject 
vehicle on a region map for verification during the subject 
time range for verification , which has been acquired by 
referring to the driving record information , and ( iii ) acquir 
ing the GT collision probability by using accident informa 
tion on whether the subject vehicles has had at least one 
accident in an attention time range from a ( T + 1 ) -th timing to 
a ( T + K ) -th timing or not , which has been acquired by 
referring to the driving record information , wherein K is at 
least one arbitrary integer . 
[ 0028 ] As one example , before the process of ( 1 ) , the 
processor further performs a process of : ( 12 ) performing 
processes of ( i ) generating the status vector by using the 
circumstance information for verification corresponding to 
the subject time range for verification , including ( i - 1 ) at least 
one piece of subject location information of the subject 
vehicle and ( i - 2 ) at least one piece of subject velocity 
information thereof , which have been acquired by referring 
to at least one piece of driving record information of the 
subject vehicle , and ( 1-3 ) at least one piece of surrounding 
location information of at least part of surrounding vehicles 
among the surrounding objects and ( i - 4 ) at least one piece of 
surrounding velocity information thereof , which have been 
acquired by using at least one V2X communication module 
installed to the subject vehicle , to be used for communicat 
ing with said at least part of the surrounding vehicles , ( ii ) 
generating the trajectory vector by referring to the route 
information for verification , corresponding to the driving 
route of the subject vehicle on a region map for verification 
during the subject time range for verification , which has 
been acquired by referring to the driving record information , 
and ( iii ) acquiring the GT collision probability by using 
accident information on whether the subject vehicle has had 
at least one accident in an attention time range from a 
( T + 1 ) -th timing to a ( T + K ) -th timing or not , which has been 
acquired by referring to the driving record information , 
wherein K is at least one arbitrary integer . 
[ 0029 ] As one example , before the process of ( I ) , the 
processor further performs a process of : ( 13 ) communicating 
with at least one simulating device simulating at least one 
virtual world including the subject vehicle and the surround 
ing objects , to perform processes of ( 1 ) generating the status 
vector by using the circumstance information for verifica 
tion , including ( i - 1 ) at least one piece of subject location 
information of the subject vehicle , ( i - 2 ) at least one piece of 
subject velocity information thereof , ( 1-3 ) at least one piece 
of surrounding location information of at least part of 
surrounding vehicles among the surrounding objects and 
( 1-4 ) at least one piece of surrounding velocity information 
thereof , corresponding to the subject time range for verifi 
cation , which have been acquired from the simulating 
device , ( ii ) generating the trajectory vector by referring to 
the route information for verification , corresponding to the 

driving route of the subject vehicle on a region map for 
verification during the subject time range for verification , 
which has been acquired from the simulating device , and 
( iii ) acquiring the GT collision probability by using at least 
one piece of accident information on whether the subject 
vehicle has had at least one accident in an attention time 
range from a ( T + 1 ) -th timing to a ( T + K ) -th timing or not , 
which has been acquired from the simulating device , 
wherein K is at least one arbitrary integer . 
[ 0030 ] As one example , the subject motion information 
includes at least part of ( i - 1 ) at least one piece of subject 
location information of the subject vehicle , ( i - 2 ) at least one 
piece of subject velocity information thereof , and ( i - 3 ) at 
least one piece of subject acceleration information thereof , 
and wherein the surrounding motion information includes at 
least part of ( ii - 1 ) at least one piece of surrounding location 
information of at least part of the surrounding objects , ( ii - 2 ) 
at least one piece of surrounding velocity information 
thereof , and ( ii - 3 ) at least one piece of surrounding accel 
eration information thereof . 
[ 0031 ] In accordance with still yet another aspect of the 
present disclosure , there is provided a testing device for 
calculating collision probability , to be used for determining 
whether it is appropriate or not to switch driving modes of 
a vehicle capable of an autonomous driving , by analyzing a 
recent driving route of a driver with regard to a circumstance 
of its corresponding time range , including : at least one 
memory that stores instructions , and at least one processor 
configured to execute the instructions to perform processes 
of : ( I ) on condition that ( 1 ) a learning device , if ( i ) at least 
one status vector for training , corresponding to at least one 
piece of circumstance information for verification for train 
ing including at least part of ( i - 1 ) at least one piece of subject 
motion information for training on at least one subject 
vehicle for training and ( i - 2 ) one or more pieces of sur 
rounding motion information for training on at least part of 
one or more surrounding objects for training located closer 
than a threshold from the subject vehicle for training , in a 
subject time range for verification for training from a first 
timing to a T - th timing , and ( ii ) at least one trajectory vector 
for training , corresponding to at least one piece of route 
information for verification for training on at least one 
driving route for training driven by the subject vehicle for 
training in the subject time range for verification for training , 
have been acquired , has performed processes of ( i ) instruct 
ing a status network to apply at least one first neural network 
operation to the status vector for training , to thereby gen 
erate at least one status feature map for training and ( ii ) 
instructing a trajectory network to apply at least one second 
neural network operation to the trajectory vector for training , 
to thereby generate at least one trajectory feature map for 
training ; ( 2 ) the learning device , if at least one concatenated 
feature map for training corresponding to the status feature 
map for training and the trajectory feature map for training 
has been acquired , has instructed a safety network to apply 
at least one third neural network operation to the concat 
enated feature map for training , to thereby calculate at least 
one predicted collision probability for training representing 
a predicted probability for training of an occurrence of at 
least one accident for training caused by the driving route for 
training indicated by the route information for verification 
for training with regard to a circumstance for training 
indicated by the circumstance information for verification 
for training ; and ( 3 ) the learning device has instructed a loss 
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layer to generate at least one loss by referring to the 
predicted collision probability for training and at least one 
Ground - Truth ( GT ) collision probability , which have been 
acquired beforehand , and to perform backpropagation by 
using the loss , to thereby learn at least part of parameters of 
the safety network , the trajectory network and the status 
network , if ( i ) at least one status vector for testing , corre 
sponding to at least one piece of test circumstance informa 
tion for verification including at least part of ( i - 1 ) at least one 
piece of subject motion information for testing on at least 
one subject vehicle for testing and ( - 2 ) one or more pieces 
of surrounding motion information for testing on at least part 
of one or more surrounding objects for testing located closer 
than the threshold from the subject vehicle for testing , in a 
test subject time range for verification from a l ' - st timing to 
a T ' - th timing , and ( ii ) at least one trajectory vector for 
testing , corresponding to at least one piece of test route 
information for verification on at least one driving route for 
testing driven by the subject vehicle for testing in the test 
subject time range for verification , have been acquired , 
performing processes of ( i ) instructing the status network to 
apply said at least one first neural network operation to the 
status vector for testing , to thereby generate at least one 
status feature map for testing and ( ii ) instructing the trajec 
tory network to apply said at least one second neural 
network operation to the trajectory vector for testing , to 
thereby generate at least one trajectory feature map for 
testing ; ( II ) if at least one concatenated feature map for 
testing corresponding to the status feature map for testing 
and the trajectory feature map for testing has been acquired , 
instructing the safety network to apply said at least one third 
neural network operation to the concatenated feature map 
for testing , to thereby calculate at least one predicted colli 
sion probability for testing representing a predicted prob 
ability for testing of an occurrence of at least one accident 
for testing caused by the driving route for testing indicated 
by the test route information for verification with regard to 
a circumstance for testing indicated by the test circumstance 
information for verification . 
[ 0032 ] As one example , at the process of ( I ) , the processor 
communicates with at least one basement server for testing 
interworking with the subject vehicle for testing , to perform 
processes of ( i ) generating the status vector for testing by 
using the test circumstance information for verification , 
including ( i - 1 ) at least one piece of subject location infor 
mation for testing of the subject vehicle for testing , ( 1-2 ) at 
least one piece of subject velocity information for testing 
thereof , ( 1-3 ) at least one piece of surrounding location 
information for testing of at least part of surrounding 
vehicles for testing among the surrounding objects for 
testing and ( i - 4 ) at least one piece of surrounding velocity 
information for testing thereof , corresponding to the test 
subject time range for verification , which have been 
acquired from the basement server for testing , and ( ii ) 
generating the trajectory vector for testing by referring to the 
test route information for verification , corresponding to the 
driving route for testing of the subject vehicle for testing on 
a test region map for verification during the test subject time 
range for verification , which has been acquired from the 
basement server for testing . 
[ 0033 ] As one example , at the process of ( I ) , the processor 
performs processes of ( i ) generating the status vector for 
testing by using the test circumstance information for veri 
fication corresponding to the test subject time range for 

verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing and ( i - 2 ) at least one piece of subject velocity 
information for testing thereof , which have been acquired 
from at least one of a GPS for testing and a velocity control 
unit for testing included in the subject vehicle for testing , 
and ( 1-3 ) at least one piece of surrounding location infor 
mation for testing of at least part of surrounding vehicles for 
testing among the surrounding objects for testing and ( i - 4 ) at 
least one piece of surrounding velocity information for 
testing thereof , which have been acquired by referring to at 
least one driving video for testing recorded through at least 
one subject camera for testing on the subject vehicle for 
testing during the test subject time range for verification , and 
( ii ) generating the trajectory vector for testing by referring to 
the test route information for verification , corresponding to 
the driving route for testing of the subject vehicle for testing 
on a test region map for verification during the test subject 
time range for verification , which has been acquired from a 
planning unit for testing included in the subject vehicle for 
testing 
[ 0034 ] As one example , at the process of ( I ) , the processor 
performs processes of ( i ) generating the status vector for 
testing by using the test circumstance information for veri 
fication corresponding to the test subject time range for 
verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing and ( i - 2 ) at least one piece of subject velocity 
information for testing thereof , which have been acquired 
from at least one of a GPS for testing and a velocity control 
unit for testing included in the subject vehicle for testing , 
and ( 1-3 ) at least one piece of surrounding location infor 
mation for testing of at least part of surrounding vehicles for 
testing among the surrounding objects for testing and ( i - 4 ) at 
least one piece of surrounding velocity information for 
testing thereof , which have been acquired by using a V2X 
communication module for testing included in the subject 
vehicle of testing during the test subject time range for 
verification , and ( ii ) generating the trajectory vector for 
testing by referring to the test route information for verifi 
cation , corresponding to the driving route for testing of the 
subject vehicle for testing on a test region map for verifi 
cation during the test subject time range for verification , 
which has been acquired from a planning unit for testing 
included in the subject vehicle for testing . 
[ 0035 ] As one example , the processor further performs a 
process of : III ) instructing the subject vehicle for testing to 
switch its driving mode to an autonomous driving mode if 
the predicted collision probability for testing is larger than a 
threshold and a driving mode of the subject vehicle for 
testing corresponds to a manual driving mode . 
[ 0036 ] In addition , recordable media that are readable by 
a computer for storing a computer program to execute the 
method of the present disclosure is further provided . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0037 ] The above and other objects and features of the 
present disclosure will become apparent from the following 
description of preferred embodiments given in conjunction 
with the accompanying drawings . 
[ 0038 ] The following drawings to be used to explain 
example embodiments of the present disclosure are only part 
of example embodiments of the present disclosure and other 
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drawings can be obtained based on the drawings by those 
skilled in the art of the present disclosure without inventive 
work . 
[ 0039 ] FIG . 1 is a drawing schematically illustrating a 
configuration of a learning device performing a learning 
method for calculating a collision probability , to be used for 
determining whether it is appropriate or not to switch 
driving modes of a vehicle capable of an autonomous 
driving , by analyzing a recent driving route of a driver with 
regard to a circumstance of its corresponding time range , in 
accordance with one example embodiment of the present 
disclosure . 
[ 0040 ] FIG . 2 is a flow chart schematically illustrating the 
learning method for calculating the collision probability , to 
be used for determining whether it is appropriate or not to 
switch the driving modes of the vehicle capable of the 
autonomous driving , by analyzing the recent driving route of 
the driver with regard to the circumstance of its correspond 
ing time range , in accordance with one example embodi 
ment of the present disclosure . 
[ 0041 ] FIG . 3 is a drawing schematically illustrating an 
example of configurations of a status network , a trajectory 
network and a safety network to be used for performing the 
learning method for calculating the collision probability , to 
be used for determining whether it is appropriate or not to 
switch the driving modes of the vehicle capable of the 
autonomous driving , by analyzing the recent driving route of 
the driver with regard to the circumstance of its correspond 
ing time range , in accordance with one example embodi 
ment of the present disclosure . 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

of the present disclosure is defined only by the appended 
claims , appropriately interpreted , along with the full range 
of equivalents to which the claims are entitled . In the 
drawings , like numerals refer to the same or similar func 
tionality throughout the several views . 
[ 0045 ] Any images referred to in the present disclosure 
may include images related to any roads paved or unpaved , 
in which case the objects on the roads or near the roads may 
include vehicles , persons , animals , plants , buildings , flying 
objects like planes or drones , or any other obstacles which 
may appear in a road - related scene , but the scope of the 
present disclosure is not limited thereto . As another 
example , said any images referred to in the present disclo 
sure may include images not related to any roads , such as 
images related to alleyway , land lots , sea , lakes , rivers , 
mountains , forests , deserts , sky , or any indoor space , in 
which case the objects in said any images may include 
vehicles , persons , animals , plants , buildings , flying objects 
like planes or drones , ships , amphibious planes or ships , or 
any other obstacles which may appear in a scene related to 
alleyway , land lots , sea , lakes , rivers , mountains , forests , 
deserts , sky , or any indoor space , but the scope of the present 
disclosure is not limited thereto . 
[ 0046 ] To allow those skilled in the art to carry out the 
present disclosure easily , the example embodiments of the 
present disclosure by referring to attached diagrams will be 
explained in detail as shown below . 
[ 0047 ] FIG . 1 is a drawing schematically illustrating a 
configuration of a learning device performing a learning 
method for calculating a collision probability , to be used for 
determining whether it is appropriate or not to switch 
driving modes of a vehicle capable of an autonomous 
driving , by analyzing a recent driving route of a driver with 
regard to a circumstance of its corresponding time range , in 
accordance with one example embodiment of the present 
disclosure . 
[ 0048 ] By referring to FIG . 1 , the learning device 100 may 
include at least one status network 130 , at least one trajec 
tory network 140 , at least one safety network 150 and at least 
one loss layer 160 , to be described later . Processes of 
input / output and computations of the status network 130 , the 
trajectory network 140 , the safety network 150 and the loss 
layer 160 may be respectively performed by at least one 
communication part 110 and at least one processor 120 . 
However , detailed communication schematics between the 
communication part 110 and the processor 120 are omitted 
in FIG . 1. Herein , a memory 115 may have stored various 
instructions to be described later , and the processor 120 may 
execute the instructions stored in the memory 115 and may 
perform processes of the present disclosure by executing the 
instructions to be disclosed later . Such description of the 
learning device 100 does not exclude an integrated device 
including any combination of a processor , a memory , a 
medium , or any other computing components . 
[ 0049 ] In order to explain an example of the learning 
method for calculating the collision probability , to be used 
for determining whether it is appropriate or not to switch the 
driving modes of the vehicle capable of the autonomous 
driving , by analyzing the recent driving route of the driver 
with regard to the circumstance of its corresponding time 
range , FIG . 2 will be referred to . 
[ 0050 ] FIG . 2 is a flow chart schematically illustrating the 
learning method for calculating the collision probability , to 
be used for determining whether it is appropriate or not to 

[ 0042 ] Detailed explanation on the present disclosure to be 
made below refer to attached drawings and diagrams illus 
trated as specific embodiment examples under which the 
present disclosure may be implemented to make clear of 
purposes , technical solutions , and advantages of the present 
disclosure . These embodiments are described in sufficient 
detail to enable those skilled in the art to practice the 
disclosure . 
[ 0043 ] Besides , in the detailed description and claims of 
the present disclosure , a term “ include ” and its variations are 
not intended to exclude other technical features , additions , 
components or steps . Other objects , benefits and features of 
the present disclosure will be revealed to one skilled in the 
art , partially from the specification and partially from the 
implementation of the present disclosure . The following 
examples and drawings will be provided as examples but 
they are not intended to limit the present disclosure . 
[ 0044 ] Moreover , the present disclosure covers all pos 
sible combinations of example embodiments indicated in 
this specification . It is to be understood that the various 
embodiments of the present disclosure , although different , 
are not necessarily mutually exclusive . For example , a 
particular feature , structure , or characteristic described 
herein in connection with one embodiment may be imple 
mented within other embodiments without departing from 
the spirit and scope of the present disclosure . In addition , it 
is to be understood that the position or arrangement of 
individual elements within each disclosed embodiment may 
be modified without departing from the spirit and scope of 
the present disclosure . The following detailed description is , 
therefore , not to be taken in a limiting sense , and the scope 
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switch the driving modes of the vehicle capable of the 
autonomous driving , by analyzing the recent driving route of 
the driver with regard to the circumstance of its correspond 
ing time range , in accordance with one example embodi 
ment of the present disclosure . 
[ 0051 ] By referring to FIG . 2 , at steps of S01 and S02 , the 
learning device 100 may perform processes of ( i ) instructing 
the status network 130 to apply at least one first neural 
network operation to at least one status vector , to be 
explained later , to thereby generate at least one status feature 
map and ( ii ) instructing the trajectory network 140 to apply 
at least one second neural network operation to at least one 
trajectory vector , to be explained later , to thereby generate at 
least one trajectory feature map . Such two processes corre 
sponding to the steps of S01 and SO2 are independent from 
each other , thus any of the two can be performed first , or 
those two can be performed in parallel . Thereafter , at a step 
of S03 , the learning device 100 may instruct the safety 
network 150 to calculate a predicted collision probability , to 
be explained later , by applying at least one third neural 
network operation to a concatenated feature map including 
information on the status feature map and the trajectory 
feature map . And , at a step of S04 , the learning device 100 
may instruct the loss layer 160 to generate at least one loss 
by referring to the predicted collision probability and at least 
one Ground - Truth ( GT ) collision probability and to perform 
backpropagation by using the loss , to thereby learn at least 
part of parameters of the safety network 150 , the trajectory 
network 140 and the status network 130 . 
[ 0052 ] A brief explanation on how the learning device 100 
performs the learning method of the present disclosure has 
been presented above . Below , it will be explained specifi 
cally , after how the status vector , the trajectory vector and 
the GT collision probability are acquired is explained . 
[ 0053 ] First , the status vector is a vector corresponding to 
at least one piece of circumstance information for verifica 
tion , including at least part of at least one piece of subject 
motion information on at least one subject vehicle inter 
working with the learning device 100 , and one or more 
pieces of surrounding motion information , which include 
information on one or more motions of at least part of one 
or more surrounding objects located closer than a threshold 
from the subject vehicle , in a subject time range for verifi 
cation from a first timing to a T - th timing . Herein , T is a 
specific arbitrary integer . The subject motion information , as 
an example , may include at least one piece of subject 
location information of the subject vehicle and at least one 
piece of subject velocity information thereof . And , said 
surrounding motion information , also as an example , may 
include at least one piece of surrounding location informa 
tion of at least part of surrounding objects , which are located 
closer than a threshold from the subject vehicle , and at least 
one piece of surrounding velocity information thereof . As 
another example , the subject motion information may fur 
ther include at least one piece of subject acceleration infor 
mation of the subject vehicle corresponding to the subject 
time range for verification , and the surrounding motion 
information may also further include at least one piece of 
surrounding acceleration information of at least part of the 
surrounding objects . Below , it will be explained under a 
supposition that the subject motion information does not 
include the subject acceleration information and the sur 
rounding motion information does not include the surround 
ing acceleration information , but a person in the art may be 

able to use the learning method of the present disclosure for 
a case that each of the subject motion information and the 
surrounding motion information includes its corresponding 
acceleration information , by referring to explanations to be 
shown below . 
[ 0054 ] Second , the trajectory vector may be a vector 
corresponding to at least one piece of route information for 
verification on at least one driving route driven by the 
subject vehicle in the subject time range for verification . For 
example , the route information for verification may include 
information on a first specific timing among the first timing 
to the T - th timing when the subject vehicle has switched its 
driving lane , or information on a second specific timing 
among the first timing to the T - th timing when the subject 
vehicle has turn right or left . 
[ 0055 ] The circumstance information for verification , cor 
responding to the status vector , and the route information for 
verification , corresponding to the trajectory vector , may be acquired by using example embodiments for each of cases to 
be shown below , but a scope of the present disclosure may 
not be limited thereto . 
[ 0056 ] First , a first example embodiment may relate to a 
first case that the subject vehicle and surrounding vehicles , 
among the surrounding objects , are capable of a V2X 
communication , thus have been constantly transmitting their 
own motion information to a basement server . In the first 
case , the learning device 100 may acquire the circumstance 
information for verification corresponding to the subject 
time range for verification , by referring to at least part of ( 1 ) 
the subject motion information including the subject loca 
tion information and the subject velocity information , and 
( ii ) the surrounding motion information including the sur 
rounding location information and the surrounding velocity 
information , which have been acquired from the basement 
server . Also , the learning device 100 may acquire the route 
information for verification by referring to information on 
the driving route of the subject vehicle on a region map for 
verification , acquired from the basement server . 
[ 0057 ] And , a second example embodiment may relate to 
a second case that the subject vehicle has performed an 
autonomous driving based on an image processing , but the 
subject vehicle and the surrounding vehicles do not have 
transmitted their own motion information to the basement 
server . In this case , the learning device 100 may acquire ( i ) 
the subject motion information by referring to at least one 
piece of driving record information of the subject vehicle , 
which has been recorded during the autonomous driving in 
the subject time range for verification , and ( ii ) the surround 
ing motion information by referring to at least one driving 
video recorded through at least one subject camera on the 
subject vehicle during the subject time range for verification . 
Herein , by acquiring the subject motion information and the 
surrounding motion information , the circumstance informa 
tion for verification can be acquired , since it includes those 
two . 
[ 0058 ] Further , the subject motion information can be 
acquired by referring to the driving record information 
because it may be including information on how fast the 
subject vehicle has driven in each of timings in the subject 
time range for verification and information on where the 
subject vehicle has been located in said each of the timings 
by using a GPS . 
[ 0059 ] Also , the surrounding motion information can be 
acquired by referring to the driving video , if ( i ) an object 
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detection operation using a Convolutional Neural Network 
( CNN ) , ( ii ) a distance estimation operation , and ( iii ) a 
velocity estimation operation are applied to the driving 
video . 
[ 0060 ] Herein , the distance estimation operation can be 
used for calculating distances between the surrounding 
objects on frames of the driving video and the subject 
vehicle , and it can be performed by using a relationship 
among a principal point , a vanishing point and a focal point 
and an angle between optical axis of the subject camera and 
a ground . Also , the velocity estimation operation can be used 
for calculating speeds of the surrounding objects , and it can 
be performed by referring to the subject velocity information 
and information on how the surrounding objects have moved 
between the frames . 
[ 0061 ] Specifically , as the object detection operation is 
performed , at least part of the surrounding objects can be 
detected in the driving video . Thereafter , the distance esti 
mation operation can be performed to calculate distances of 
the surrounding objects , and the distances can be used , along 
with the subject location information , to generate the sur 
rounding location information . Also , the velocity estimation 
operation can be performed to generate the surrounding 
velocity information . The object detection operation , the 
distance estimation operation and the velocity estimation 
operation are well - known prior arts , thus a person in the art 
may be able to use those to acquire the surrounding motion 
information . 
[ 0062 ] Meanwhile , the learning device 100 may acquire 
the route information for verification by referring to the 
driving record information , since it may include information 
on steering angles in which the subject vehicle has been 
driven , along with aforementioned information included 
therein . 
[ 0063 ] Next , a third example embodiment may relate to a 
third case that the subject vehicle and the surrounding 
vehicles share their own motion information through the 
V2X communication . In this case , the learning device 100 
may acquire the subject motion information by referring to 
the driving record information similarly to the second 
example embodiment , and may acquire the surrounding 
motion information , by referring to information on motions 
of at least part of the surrounding vehicles which has been 
acquired by using at least one V2X communication module 
installed to the subject vehicle . Also , similarly to the second 
example embodiment , the learning device 100 may acquire 
the route information for verification by referring to the 
driving record information stored in the subject vehicle . 
[ 0064 ] Finally , a fourth example embodiment may relate 
to a fourth case that the subject vehicle and the surrounding 
objects have been simulated in at least one virtual world 
generated by a simulating device . Herein , the virtual world 
can be simulated by using any of simulating algorithms . In 
this case , the simulating device may include the subject 
location information and the subject velocity information , 
the surrounding location information and the surrounding 
velocity information may have been saved in the simulating 
device , and how the subject vehicle has driven may have 
been saved therein too , thus the learning device 100 may 
acquire the circumstance information for verification and the 
route information for verification from the simulating 
device . 
[ 0065 ] Other than the example embodiments , as a fifth 
example embodiment , a manager may be able to just gen 

erate the circumstance information for verification and the 
route information for verification arbitrarily . 
[ 0066 ] After the circumstance information for verification 
and the route information for verification are acquired , the 
learning device 100 may generate the status vector and the 
trajectory vector by using those . The status vector may be 
generated by setting each pieces of the subject location 
information , the subject velocity information , the surround 
ing location information and the surrounding velocity infor 
mation , corresponding to each of the timings in the subject 
time range for verification , as its components . Also , the 
trajectory vector may be generated by setting each of pieces 
of information on actions committed by the subject vehicle 
and relative locations of the subject vehicle , included in the 
route information for verification , at each of the timings in 
the subject time range , such as switching lanes or turning , as 
its components . 
[ 0067 ] Below , an explanation on how to acquire the GT 
collision probability will be presented . The GT collision 
probability may be acquired by referring to accident infor 
mation on whether the subject vehicle has had at least one 
accident in an attention time range from a ( T + 1 ) -th timing to 
a ( T + K ) -th timing or not . Herein , K is an arbitrary integer . 
That is , the accident information may represent whether the 
driving route corresponding to the trajectory vector in a 
circumstance corresponding to the status vector has caused 
the accident or not . In said first case , the accident informa 
tion may be acquired from the basement server . In said 
second and third cases , it may be acquired by referring to the 
driving record information . In said fourth case , it may have 
been stored in the simulating device , thus it may be acquired 
by communicating with the simulating device . In a fifth case 
corresponding to the fifth example embodiment , a manager 
may be able to just generate the accident information 
arbitrarily . 
[ 0068 ] After the status vector , the trajectory vector and the 
GT collision probability are acquired , the learning device 
100 may perform the processes of ( i ) instructing the status 
network 130 to apply the first neural network operation to 
the status vector , to thereby generate the status feature map , 
and ( ii ) instructing the trajectory network 140 to apply the 
second neural network operation to the trajectory vector , to 
thereby generate the trajectory feature map . Thereafter , the 
concatenated feature map is acquired , the learning device 
100 may instruct the safety network 150 to apply the third 
neural network operation to the concatenated feature map , to 
thereby calculate the predicted collision probability , repre 
senting a predicted probability of an occurrence of the 
accident caused by the driving route with regard to the 
circumstance . To be more specific , configurations of the 
status network 130 , the trajectory network 140 and the safety 
network 150 may be explained by referring to FIG . 3 . 
[ 0069 ] FIG . 3 is a drawing schematically illustrating an 
example of configurations of the status network 130 , the 
trajectory network 140 and the safety network 150 to be used 
for performing the learning method for calculating the 
collision probability , to be used for determining whether it 
is appropriate or not to switch the driving modes of the 
vehicle capable of the autonomous driving , by analyzing the 
recent driving route of the driver with regard to the circum 
stance of its corresponding time range , in accordance with 
one example embodiment of the present disclosure . 
[ 0070 ] By referring to FIG . 3 , the status network 130 may 
include a first convolutional layer 131 , a first pooling layer 
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132 and a first Fully - Connected ( FC ) layer 133. Herein , the 
learning device 100 may instruct the first convolutional layer 
131 to generate at least one ( 1-1 ) -st feature map by applying 
at least one first convolutional operation to the status vector . 
Thereafter , the learning device 100 may instruct the first 
pooling layer 132 to generate at least one ( 1-2 ) -nd feature 
map by applying at least one first pooling operation to the 
( 1-1 ) -st feature map , and may instruct the first FC layer 133 
to generate the status feature map by applying at least one 
first FC operation to the ( 1-2 ) -nd feature map . As an 
example , the first convolutional operation may be performed 
by using a one - dimensional convolutional filter , and the first 
pooling operation may be a global pooling operation to be 
used for pooling information on pairs of multiple status 
vectors and multiple trajectory vectors , but the scope of the 
present disclosure may not be limited thereto . 
[ 0071 ] And , by again referring to FIG . 3 , the trajectory 
network 140 may include a second convolutional layer 141 , 
a second pooling layer 142 and a second FC layer 143 . 
Herein , the learning device 100 may instruct the second 
convolutional layer 141 to generate at least one ( 2-1 ) -st 
feature map by applying at least one second convolutional 
operation to the trajectory vector . Thereafter , the learning 
device 100 may instruct the second pooling layer 142 to 
generate at least one ( 2-2 ) -nd feature map by applying at 
least one second pooling operation to the ( 2-1 ) -st feature 
map , and may instruct the second FC layer 143 to generate 
the trajectory feature map by applying at least one second 
FC operation to the ( 2-2 ) -nd feature map . Also , as an 
example , the second convolutional operation may be per 
formed by using the one - dimensional convolutional filter , 
and the second pooling operation may be the global pooling 
operation , but the scope of the present disclosure may not be 
limited thereto . 
[ 0072 ] Finally , by again referring to FIG . 3 , the safety 
network may include a concatenating layer 151 , a third 
convolutional layer 152 , a third pooling layer 153 and a third 
FC layer 154. Herein , the learning device 100 may instruct 
the concatenating layer 151 to concatenate the status feature 
map and the trajectory feature map , to thereby generate the 
concatenated feature map . The status feature map and the 
trajectory feature map may be concatenated channel - wise , 
but the scope of the present disclosure may not be limited 
thereto . Thereafter , the learning device 100 may instruct the 
third convolutional layer 152 to generate at least one ( 3-1 ) -st 
feature map by applying at least one third convolutional 
operation to the concatenated feature map . Then , the learn 
ing device 100 may instruct the third pooling layer 153 to 
generate at least one ( 3-2 ) -nd feature map by applying at 
least one third pooling operation to the ( 3-1 ) -st feature map , 
and may instruct the third FC layer 154 to generate said at 
least one predicted collision probability by applying at least 
one third FC operation to the ( 3-2 ) -nd feature map . 
[ 0073 ] Thereafter , the learning device 100 may instruct the 
loss layer 160 to generate the loss by referring to the 
predicted collision probability and the GT collision prob 
ability , and to perform backpropagation by using the loss , to 
thereby learn at least part of the parameters of the safety 
network 150 , the trajectory network 140 and the status 
network 130 . 
[ 0074 ] Learning processes of the safety network 150 , the 
trajectory network 140 and the status network 130 have been 
explained as shown above . Below , an explanation on testing 
processes of the present disclosure will be presented . 

[ 0075 ] That is , on condition that ( 1 ) the learning device 
100 , if ( i ) at least one status vector for training , correspond 
ing to at least one piece of circumstance information for 
verification for training including at least part of ( i - 1 ) at least 
one piece of subject motion information for training on at 
least one subject vehicle for training and ( i - 2 ) one or more 
pieces of surrounding motion information for training on at 
least part of one or more surrounding objects for training 
located closer than a threshold from the subject vehicle for 
training , in a subject time range for verification for training 
from the first timing to the T - th timing , and ( ii ) at least one 
trajectory vector for training , corresponding to at least one 
piece of route information for verification for training on at 
least one driving route for training driven by the subject 
vehicle for training in the subject time range for verification 
for training , have been acquired , has performed processes of 
( i ) instructing the status network 130 to apply the first neural 
network operation to the status vector for training , to thereby 
generate at least one status feature map for training and ( ii ) 
instructing the trajectory network 140 to apply the second 
neural network operation to the trajectory vector for training , 
to thereby generate at least one trajectory feature map for 
training ; ( 2 ) the learning device 100 , if at least one concat 
enated feature map for training corresponding to the status 
feature map for training and the trajectory feature map for 
training has been acquired , has instructed the safety network 
150 to apply the third neural network operation to the 
concatenated feature map for training , to thereby calculate at 
least one predicted collision probability for training repre 
senting a predicted probability for training of an occurrence 
of at least one accident for training caused by the driving 
route for training indicated by the route information for 
verification for training with regard to a circumstance for 
training indicated by the circumstance information for veri 
fication for training ; and ( 3 ) the learning device 100 has 
instructed the loss layer 160 to generate at least one loss by 
referring to the predicted collision probability for training 
and at least one GT collision probability , which have been 
acquired beforehand , and to perform backpropagation by 
using the loss , to thereby learn at least part of parameters of 
the safety network 150 , the trajectory network 140 and the 
status network 130 , a testing device , if ( i ) at least one status 
vector for testing , corresponding to at least one piece of test 
circumstance information for verification including at least 
part of ( i - 1 ) at least one piece of subject motion information 
for testing on at least one subject vehicle for testing and ( 1-2 ) 
one or more pieces of surrounding motion information for 
testing on at least part of one or more surrounding objects for 
testing located closer than the threshold from the subject 
vehicle for testing , in a test subject time range for verifica 
tion from a l ' - st timing to a T ' - th timing , and ( ii ) at least one 
trajectory vector for testing , corresponding to at least one 
piece of test route information for verification on at least one 
driving route for testing driven by the subject vehicle for 
testing in the test subject time range for verification , have 
been acquired , may perform processes of ( i ) instructing the 
status network 130 to apply the first neural network opera 
tion to the status vector for testing , to thereby generate at 
least one status feature map for testing and ( ii ) instructing 
the trajectory network 140 to apply the second neural 
network operation to the trajectory vector for testing , to 
thereby generate at least one trajectory feature map for 
testing 
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[ 0076 ] Thereafter , the testing device , if at least one con 
catenated feature map for testing corresponding to the status 
feature map for testing and the trajectory feature map for 
testing has been acquired , may instruct the safety network 
150 to apply the third neural network operation to the 
concatenated feature map for testing , to thereby calculate at 
least one predicted collision probability for testing repre 
senting a predicted probability for testing of an occurrence 
of at least one accident for testing caused by the driving 
route for testing indicated by the test route information for 
verification with regard to a circumstance for testing indi 
cated by the test circumstance information for verification . 
[ 0077 ] Herein , assume a case that the subject vehicle for 
testing and surrounding vehicles for testing , among the 
surrounding objects for testing , are capable of a V2X 
communication for testing , thus have been constantly trans 
mitting their own motion information for testing to the 
basement server for testing . Then , the testing device may 
communicate with the basement server for testing inter 
working with the subject vehicle for testing , to perform 
processes of ( i ) generating the status vector for testing by 
using the test circumstance information for verification , 
which has been acquired from the basement server for 
testing , and ( ii ) generating the trajectory vector for testing by 
referring to the test route information for verification , which 
has been acquired from the basement server for testing . 
[ 0078 ] Or , assume another case that the subject vehicle for 
testing has performed an autonomous driving based on an 
image processing , but the subject vehicle for testing and the 
surrounding vehicles for testing do not have transmitted 
their own motion information for testing to the basement 
server for testing or communicate with each other . Then , the 
testing device may perform processes of ( i ) generating the 
status vector for testing by using the test circumstance 
information for verification corresponding to the test subject 
time range for verification , including the subject motion 
information for testing , which has been acquired from at 
least one of a GPS for testing and a velocity control unit for 
testing included in the subject vehicle for testing , and the 
surrounding motion information for testing , which has been 
acquired by referring to at least one driving video for testing 
recorded through at least one subject camera for testing on 
the subject vehicle for testing during the test subject time 
range for verification , and ( ii ) generating the trajectory 
vector for testing by referring to the test route information 
for verification , which has been acquired from a planning 
unit for testing included in the subject vehicle for testing . 
Herein , the velocity control for testing and the planning unit 
may be included in the subject vehicle , and may interwork 
with an Electronic Control Unit ( ECU ) of the subject 
vehicle . 
[ 0079 ] Further , assume still another case that the subject 
vehicle for testing and the surrounding vehicles for testing 
share their own motion information for testing through the 
V2X communication . Then , the testing device may perform 
processes of ( 1 ) generating the status vector for testing by 
using the test circumstance information for verification 
corresponding to the test subject time range for verification , 
including the subject motion information for testing , which 
has been acquired from at least one of the GPS for testing 
and the velocity control unit for testing included in the 
subject vehicle for testing , and the surrounding motion 
information for testing , which have been acquired by using 
a V2X communication module for testing included in the 

subject vehicle of testing during the test subject time range 
for verification , and ( ii ) generating the trajectory vector for 
testing by referring to the test route information for verifi 
cation , which has been acquired from the planning unit for 
testing included in the subject vehicle for testing . 
[ 0080 ] After the status vector for testing and the trajectory 
vector for testing are generated by using the test circum 
stance information for verification and the test route infor 
mation for verification , those may be processed by the status 
network , the trajectory network and the safety network , to 
calculate the predicted collision probability for testing . 
[ 0081 ] Thereafter , the testing device , if the predicted col 
lision probability for testing is larger than a threshold , and a 
driving mode of the subject vehicle for testing corresponds 
to a manual driving mode , may instruct the subject vehicle 
for testing to switch its driving mode to an autonomous 
driving mode . 
[ 0082 ] By using the method of the present disclosure , 
accidents can be prevented , because control of the subject 
vehicle for testing can be taken from a subject driver for 
testing who drives dangerously . 
[ 0083 ] The present disclosure has an effect of providing 
the learning method for analyzing a recent driving route of 
a driver , to thereby calculate a collision probability . 
[ 0084 ] The present disclosure has another effect of pro 
viding the learning method for calculating a collision prob 
ability by analyzing a recent driving route of a driver , to 
thereby determine whether the driver is driving dangerously 
or not by referring to the collision probability . 
[ 0085 ] The present disclosure has still another effect of 
improving a road circumstance by providing the method for 
switching a mode of a vehicle from a manual driving mode 
to an autonomous driving mode if a driver drives recklessly . 
[ 0086 ] The embodiments of the present disclosure as 
explained above can be implemented in a form of executable 
program command through a variety of computer means 
recordable to computer readable media . The computer read 
able media may include solely or in combination , program 
commands , data files , and data structures . The program 
commands recorded to the media may be components spe 
cially designed for the present disclosure or may be usable 
to a skilled human in a field of computer software . Computer 
readable media include magnetic media such as hard disk , 
floppy disk , and magnetic tape , optical media such as 
CD - ROM and DVD , magneto - optical media such as flop 
tical disk and hardware devices such as ROM , RAM , and 
flash memory specially designed to store and carry out 
program commands . Program commands include not only a 
machine language code made by a complier but also a high 
level code that can be used by an interpreter etc. , which is 
executed by a computer . The aforementioned hardware 
device can work as more than a software module to perform 
the action of the present disclosure and they can do the same 
in the opposite case . 
[ 0087 ] As seen above , the present disclosure has been 
explained by specific matters such as detailed components , 
limited embodiments , and drawings . They have been pro 
vided only to help more general understanding of the present 
disclosure . It , however , will be understood by those skilled 
in the art that various changes and modification may be 
made from the description without departing from the spirit 
and scope of the disclosure as defined in the following 
claims . 
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( 2-1 ) -st feature map by applying at least one second con 
volutional operation to the trajectory vector , ( ii ) at least one 
second pooling layer of the trajectory network to generate at 
least one ( 2-2 ) -nd feature map by applying at least one 
second pooling operation to the ( 2-1 ) -st feature map , and 
( iii ) at least one second Fully - Connected ( FC ) layer to 
generate the trajectory feature map by applying at least one 
second FC operation to the ( 2-2 ) -nd feature map . 

4. The method of claim 1 , wherein , at the step of ( b ) , the 
learning device instructs ( i ) at least one concatenating layer 
to generate the concatenated feature map by concatenating 
the status feature map and the trajectory feature map , ( ii ) at 
least one third convolutional layer of the safety network to 
generate at least one ( 3-1 ) -st feature map by applying at least 
one third convolutional operation to the concatenated feature 
map , ( iii ) at least one third pooling layer of the safety 
network to generate at least one ( 3-2 ) -nd feature map by 
applying at least one third pooling operation to the ( 3-1 ) -st 
feature map , and ( iv ) at least one third Fully - Connected ( FC ) 
layer to generate the predicted collision probability by 
applying at least one third FC operation to the ( 3-2 ) -nd 
feature map . 

[ 0088 ] Accordingly , the thought of the present disclosure 
must not be confined to the explained embodiments , and the 
following patent claims as well as everything including 
variations equal or equivalent to the patent claims pertain to 
the category of the thought of the present disclosure . 
What is claimed is : 
1. A learning method for calculating collision probability , 

to be used for determining whether it is appropriate or not to 
switch driving modes of a vehicle capable of an autonomous 
driving , by analyzing a recent driving route of a driver with 
regard to a circumstance of its corresponding time range , 
comprising steps of : 

( a ) a learning device , on condition that ( i ) at least one 
status vector , corresponding to at least one piece of 
circumstance information for verification including at 
least part of ( i - 1 ) at least one piece of subject motion 
information on at least one subject vehicle and ( 1-2 ) one 
or more pieces of surrounding motion information on at 
least part of one or more surrounding objects located 
closer than a threshold from the subject vehicle , in a 
subject time range for verification from a first timing to 
a T - th timing , and ( ii ) at least one trajectory vector , 
corresponding to at least one piece of route information 
for verification on at least one driving route driven by 
the subject vehicle in the subject time range for veri 
fication , are acquired , performing processes of ( 1 ) 
instructing a status network to apply at least one first 
neural network operation to the status vector , to thereby 
generate at least one status feature map and ( ii ) instruct 
ing a trajectory network to apply at least one second 
neural network operation to the trajectory vector , to 
thereby generate at least one trajectory feature map ; 

( b ) the learning device , if at least one concatenated feature 
map corresponding to the status feature map and the 
trajectory feature map is acquired , instructing a safety 
network to apply at least one third neural network 
operation to the concatenated feature map , to thereby 
calculate at least one predicted collision probability 
representing a predicted probability of an occurrence of 
at least one accident caused by the driving route 
indicated by the route information for verification with 
regard to a circumstance indicated by the circumstance 
information for verification ; and 

( c ) the learning device instructing a loss layer to generate 
at least one loss by referring to the predicted collision 
probability and at least one Ground - Truth ( GT ) colli 
sion probability , which have been acquired beforehand , 
and to perform backpropagation by using the loss , to 
thereby learn at least part of parameters of the safety 
network , the trajectory network and the status network . 

2. The method of claim 1 , wherein , at the step of ( a ) , the 
learning device instructs ( i ) at least one first convolutional 
layer of the status network to generate at least one ( 1-1 ) -st 
feature map by applying at least one first convolutional 
operation to the status vector , ( ii ) at least one first pooling 
layer of the status network to generate at least one ( 1-2 ) -nd 
feature map by applying at least one first pooling operation 
to the ( 1-1 ) -st feature map , and ( iii ) at least one first 
Fully - Connected ( FC ) layer to generate the status feature 
map by applying at least one first FC operation to the 
( 1-2 ) -nd feature map . 

3. The method of claim 1 , wherein , at the step of ( a ) , the 
learning device instructs ( i ) at least one second convolu 
tional layer of the trajectory network to generate at least one 

5. The method of claim 1 , before the step of ( a ) , further 
comprising a step of : 

( a0 ) the learning device communicating with at least one 
basement server interworking with the subject vehicle , 
to perform processes of ( i ) generating the status vector 
by using the circumstance information for verification , 
including ( i - 1 ) at least one piece of subject location 
information of the subject vehicle , ( i - 2 ) at least one 
piece of subject velocity information thereof , ( 1-3 ) at 
least one piece of surrounding location information of 
at least part of surrounding vehicles among the sur 
rounding objects and ( i - 4 ) at least one piece of sur 
rounding velocity information thereof , corresponding 
to the subject time range for verification , which have 
been acquired from the basement server , ( ii ) generating 
the trajectory vector by using the route information for 
verification , corresponding to the driving route of the 
subject vehicle on a region map for verification during 
the subject time range for verification , which has been 
acquired from the basement server , and ( iii ) acquiring 
the GT collision probability by using at least one piece 
of accident information on whether the subject vehicle 
has had at least one accident in an attention time range 
from a ( T + 1 ) -th timing to a ( T + K ) -th timing or not , 
which has been acquired from the basement server , 
wherein K is at least one arbitrary integer . 

6. The method of claim 1 , before the step of ( a ) , further 
comprising a step of : 

( al ) the learning device performs processes of ( i ) gener 
ating the status vector by using the circumstance infor 
mation for verification corresponding to the subject 
time range for verification , including ( i - 1 ) at least one 
piece of subject location information of the subject 
vehicle and ( i - 2 ) at least one piece of subject velocity 
information thereof , which have been acquired by 
referring to at least one piece of driving record infor 
mation of the subject vehicle , and ( 1-3 ) at least one 
piece of surrounding location information of at least 
part of surrounding vehicles among the surrounding 
objects and ( i - 4 ) at least one piece of surrounding 
velocity information thereof , which have been acquired 
by referring to at least one driving video recorded 
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through at least one subject camera on the subject 
vehicle during the subject time range for verification , 
( ii ) generating the trajectory vector by referring to the 
route information for verification , corresponding to the 
driving route of the subject vehicle on a region map for 
verification during the subject time range for verifica 
tion , which has been acquired by referring to the 
driving record information , and ( iii ) acquiring the GT 
collision probability by using accident information on 
whether the subject vehicles has had at least one 
accident in an attention time range from a ( T + 1 ) -th 
timing to a ( T + K ) -th timing or not , which has been 
acquired by referring to the driving record information , 
wherein K is at least one arbitrary integer . 

7. The method of claim 1 , before the step of ( a ) , further 
comprising a step of : 

( a2 ) the learning device performs processes of ( i ) gener 
ating the status vector by using the circumstance infor 
mation for verification corresponding to the subject 
time range for verification , including ( i - 1 ) at least one 
piece of subject location information of the subject 
vehicle and ( i - 2 ) at least one piece of subject velocity 
information thereof , which have been acquired by 
referring to at least one piece of driving record infor 
mation of the subject vehicle , and ( i - 3 ) at least one 
piece of surrounding location information of at least 
part of surrounding vehicles among the surrounding 
objects and ( i - 4 ) at least one piece of surrounding 
velocity information thereof , which have been acquired 
by using at least one V2X communication module 
installed to the subject vehicle , to be used for commu 
nicating with said at least part of the surrounding 
vehicles , ( ii ) generating the trajectory vector by refer 
ring to the route information for verification , corre 
sponding to the driving route of the subject vehicle on 
a region map for verification during the subject time 
range for verification , which has been acquired by 
referring to the driving record information , and ( iii ) 
acquiring the GT collision probability by using acci 
dent information on whether the subject vehicle has had 
at least one accident in an attention time range from a 
( T + 1 ) -th timing to a ( T + K ) -th timing or not , which has 
been acquired by referring to the driving record infor 
mation , wherein K is at least one arbitrary integer . 

8. The method of claim 1 , before the step of ( a ) , further 
comprising a step of : 

( a3 ) the learning device communicating with at least one 
simulating device simulating at least one virtual world 
including the subject vehicle and the surrounding 
objects , to perform processes of ( 1 ) generating the 
status vector by using the circumstance information for 
verification , including ( i - 1 ) at least one piece of subject 
location information of the subject vehicle , ( i - 2 ) at least 
one piece of subject velocity information thereof , ( 1-3 ) 
at least one piece of surrounding location information 
of at least part of surrounding vehicles among the 
surrounding objects and ( i - 4 ) at least one piece of 
surrounding velocity information thereof , correspond 
ing to the subject time range for verification , which 
have been acquired from the simulating device , ( ii ) 
generating the trajectory vector by referring to the route 
information for verification , corresponding to the driv 
ing route of the subject vehicle on a region map for 
verification during the subject time range for verifica 

tion , which has been acquired from the simulating 
device , and ( iii ) acquiring the GT collision probability 
by using at least one piece of accident information on 
whether the subject vehicle has had at least one acci 
dent in an attention time range from a ( T + 1 ) -th timing 
to a ( T + K ) -th timing or not , which has been acquired 
from the simulating device , wherein K is at least one 
arbitrary integer 

9. The method of claim 1 , wherein the subject motion 
information includes at least part of ( i - 1 ) at least one piece 
of subject location information of the subject vehicle , ( 1-2 ) 
at least one piece of subject velocity information thereof , 
and ( 1-3 ) at least one piece of subject acceleration informa 
tion thereof , and 
wherein the surrounding motion information includes at 

least part of ( ii - 1 ) at least one piece of surrounding 
location information of at least part of the surrounding 
objects , ( ii - 2 ) at least one piece of surrounding velocity 
information thereof , and ( ii - 3 ) at least one piece of 
surrounding acceleration information thereof . 

10. A testing method for calculating collision probability , 
to be used for determining whether it is appropriate or not to 
switch driving modes of a vehicle capable of an autonomous 
driving , by analyzing a recent driving route of a driver with 
regard to a circumstance of its corresponding time range , 
comprising steps of : 

( a ) on condition that ( 1 ) a learning device , if ( i ) at least 
one status vector for training , corresponding to at least 
one piece of circumstance information for verification 
for training including at least part of ( i - 1 ) at least one 
piece of subject motion information for training on at 
least one subject vehicle for training and ( i - 2 ) one or 
more pieces of surrounding motion information for 
training on at least part of one or more surrounding 
objects for training located closer than a threshold from 
the subject vehicle for training , in a subject time range 
for verification for training from a first timing to a T - th 
timing , and ( ii ) at least one trajectory vector for train 
ing , corresponding to at least one piece of route infor 
mation for verification for training on at least one 
driving route for training driven by the subject vehicle 
for training in the subject time range for verification for 
training , have been acquired , has performed processes 
of ( i ) instructing a status network to apply at least one 
first neural network operation to the status vector for 
training , to thereby generate at least one status feature 
map for training and ( ii ) instructing a trajectory net 
work to apply at least one second neural network 
operation to the trajectory vector for training , to 
thereby generate at least one trajectory feature map for 
training ; ( 2 ) the learning device , if at least one concat 
enated feature map for training corresponding to the 
status feature map for training and the trajectory feature 
map for training has been acquired , has instructed a 
safety network to apply at least one third neural net 
work operation to the concatenated feature map for 
training , to thereby calculate at least one predicted 
collision probability for training representing a pre 
dicted probability for training of an occurrence of at 
least one accident for training caused by the driving 
route for training indicated by the route information for 
verification for training with regard to a circumstance 
for training indicated by the circumstance information 
for verification for training ; and ( 3 ) the learning device 
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has instructed a loss layer to generate at least one loss 
by referring to the predicted collision probability for 
training and at least one Ground - Truth ( GT ) collision 
probability , which have been acquired beforehand , and 
to perform backpropagation by using the loss , to 
thereby learn at least part of parameters of the safety 
network , the trajectory network and the status network , 
a testing device , if ( i ) at least one status vector for 
testing , corresponding to at least one piece of test 
circumstance information for verification including at 
least part of ( i - 1 ) at least one piece of subject motion 
information for testing on at least one subject vehicle 
for testing and ( i - 2 ) one or more pieces of surrounding 
motion information for testing on at least part of one or 
more surrounding objects for testing located closer than 
the threshold from the subject vehicle for testing , in a 
test subject time range for verification from a l ' - st 
timing to a T ' - th timing , and ( ii ) at least one trajectory 
vector for testing , corresponding to at least one piece of 
test route information for verification on at least one 
driving route for testing driven by the subject vehicle 
for testing in the test subject time range for verification , 
have been acquired , performing processes of ( i ) 
instructing the status network to apply said at least one 
first neural network operation to the status vector for 
testing , to thereby generate at least one status feature 
map for testing and ( ii ) instructing the trajectory net 
work to apply said at least one second neural network 
operation to the trajectory vector for testing , to thereby 
generate at least one trajectory feature map for testing ; 

( b ) the testing device , if at least one concatenated feature 
map for testing corresponding to the status feature map 
for testing and the trajectory feature map for testing has 
been acquired , instructing the safety network to apply 
said at least one third neural network operation to the 
concatenated feature map for testing , to thereby calcu 
late at least one predicted collision probability for 
testing representing a predicted probability for testing 
of an occurrence of at least one accident for testing 
caused by the driving route for testing indicated by the 
test route information for verification with regard to a 
circumstance for testing indicated by the test circum 
stance information for verification . 

11. The method of claim 10 , wherein , at the step of ( a ) , the 
testing device communicates with at least one basement 
server for testing interworking with the subject vehicle for 
testing , to perform processes of ( i ) generating the status 
vector for testing by using the test circumstance information 
for verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing , ( 1-2 ) at least one piece of subject velocity informa 
tion for testing thereof , ( 1-3 ) at least one piece of surround 
ing location information for testing of at least part of 
surrounding vehicles for testing among the surrounding 
objects for testing and ( i - 4 ) at least one piece of surrounding 
velocity information for testing thereof , corresponding to the 
test subject time range for verification , which have been 
acquired from the basement server for testing , and ( ii ) 
generating the trajectory vector for testing by referring to the 
test route information for verification , corresponding to the 
driving route for testing of the subject vehicle for testing on 
a test region map for verification during the test subject time 
range for verification , which has been acquired from the 
basement server for testing . 

12. The method of claim 10 , wherein , at the step of ( a ) , the 
testing device performs processes of ( 1 ) generating the status 
vector for testing by using the test circumstance information 
for verification corresponding to the test subject time range 
for verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing and ( i - 2 ) at least one piece of subject velocity 
information for testing thereof , which have been acquired 
from at least one of a GPS for testing and a velocity control 
unit for testing included in the subject vehicle for testing , 
and ( 1-3 ) at least one piece of surrounding location infor 
mation for testing of at least part of surrounding vehicles for 
testing among the surrounding objects for testing and ( i - 4 ) at 
least one piece of surrounding velocity information for 
testing thereof , which have been acquired by referring to at 
least one driving video for testing recorded through at least 
one subject camera for testing on the subject vehicle for 
testing during the test subject time range for verification , and 
( ii ) generating the trajectory vector for testing by referring to 
the test route information for verification , corresponding to 
the driving route for testing of the subject vehicle for testing 
on a test region map for verification during the test subject 
time range for verification , which has been acquired from a 
planning unit for testing included in the subject vehicle for 
testing . 

13. The method of claim 10 , wherein , at the step of ( a ) , the 
testing device performs processes of ( i ) generating the status 
vector for testing by using the test circumstance information 
for verification corresponding to the test subject time range 
for verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing and ( i - 2 ) at least one piece of subject velocity 
information for testing thereof , which have been acquired 
from at least one of a GPS for testing and a velocity control 
unit for testing included in the subject vehicle for testing , 
and ( 1-3 ) at least one piece of surrounding location infor 
mation for testing of at least part of surrounding vehicles for 
testing among the surrounding objects for testing and ( i - 4 ) at 
least one piece of surrounding velocity information for 
testing thereof , which have been acquired by using a V2X 
communication module for testing included in the subject 
vehicle of testing during the test subject time range for 
verification , and ( ii ) generating the trajectory vector for 
testing by referring to the test route information for verifi 
cation , corresponding to the driving route for testing of the 
subject vehicle for testing on a test region map for verifi 
cation during the test subject time range for verification , 
which has been acquired from a planning unit for testing 
included in the subject vehicle for testing . 

14. The method of claim 10 , further comprising a step of : 
( c ) the testing device , if the predicted collision probability 

for testing is larger than a threshold and a driving mode 
of the subject vehicle for testing corresponds to a 
manual driving mode , instructing the subject vehicle 
for testing to switch its driving mode to an autonomous 
driving mode . 

15. A learning device for calculating collision probability , 
to be used for determining whether it is appropriate or not to 
switch driving modes of a vehicle capable of an autonomous 
driving , by analyzing a recent driving route of a driver with 
regard to a circumstance of its corresponding time range , 
comprising : 
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at least one memory that stores instructions ; and 
at least one processor configured to execute the instruc 

tions to perform processes of : ( I ) on condition that ( i ) 
at least one status vector , corresponding to at least one 
piece of circumstance information for verification 
including at least part of ( i - 1 ) at least one piece of 
subject motion information on at least one subject 
vehicle and ( i - 2 ) one or more pieces of surrounding 
motion information on at least part of one or more 
surrounding objects located closer than a threshold 
from the subject vehicle , in a subject time range for 
verification from a first timing a T - th timing , and ( ii ) 
at least one trajectory vector , corresponding to at least 
one piece of route information for verification on at 
least one driving route driven by the subject vehicle in 
the subject time range for verification , are acquired , 
performing processes of ( i ) instructing a status network 
to apply at least one first neural network operation to 
the status vector , to thereby generate at least one status 
feature map and ( ii ) instructing a trajectory network to 
apply at least one second neural network operation to 
the trajectory vector , to thereby generate at least one 
trajectory feature map ; ( II ) if at least one concatenated 
feature map corresponding to the status feature map 
and the trajectory feature map is acquired , instructing a 
safety network to apply at least one third neural net 
work operation to the concatenated feature map , to 
thereby calculate at least one predicted collision prob 
ability representing a predicted probability of an occur 
rence of at least one accident caused by the driving 
route indicated by the route information for verification 
with regard to a circumstance indicated by the circum 
stance information for verification ; and ( III ) instructing 
a loss layer to generate at least one loss by referring to 
the predicted collision probability and at least one 
Ground - Truth ( GT ) collision probability , which have 
been acquired beforehand , and to perform backpropa 
gation by using the loss , to thereby learn at least part of 
parameters of the safety network , the trajectory net 
work and the status network . 

16. The device of claim 15 , wherein , at the process of ( I ) , 
the processor instructs ( i ) at least one first convolutional 
layer of the status network to generate at least one ( 1-1 ) -st 
feature map by applying at least one first convolutional 
operation to the status vector , ( ii ) at least one first pooling 
layer of the status network to generate at least one ( 1-2 ) -nd 
feature map by applying at least one first pooling operation 
to the ( 1-1 ) -st feature map , and ( iii ) at least one first 
Fully - Connected ( FC ) layer to generate the status feature 
map by applying at least one first FC operation to the 
( 1-2 ) -nd feature map . 

17. The device of claim 15 , wherein , at the process of ( I ) , 
the processor instructs ( i ) at least one second convolutional 
layer of the trajectory network to generate at least one 
( 2-1 ) -st feature map by applying at least one second con 
volutional operation to the trajectory vector , ( ii ) at least one 
second pooling layer of the trajectory network to generate at 
least one ( 2-2 ) -nd feature map by applying at least one 
second pooling operation to the ( 2-1 ) -st feature map , and 
( iii ) at least one second Fully - Connected ( FC ) layer to 
generate the trajectory feature map by applying at least one 
second FC operation to the ( 2-2 ) -nd feature map . 

18. The device of claim 15 , wherein , at the process of ( II ) , 
the processor instructs ( i ) at least one concatenating layer to 

generate the concatenated feature map by concatenating the 
status feature map and the trajectory feature map , ( ii ) at least 
one third convolutional layer of the safety network to 
generate at least one ( 3-1 ) -st feature map by applying at least 
one third convolutional operation to the concatenated feature 
map , ( iii ) at least one third pooling layer of the safety 
network to generate at least one ( 3-2 ) -nd feature map by 
applying at least one third pooling operation to the ( 3-1 ) -st 
feature map , and ( iv ) at least one third Fully - Connected ( FC ) 
layer to generate the predicted collision probability by 
applying at least one third FC operation to the ( 3-2 ) -nd 
feature map . 

19. The device of claim 15 , wherein , before the process of 
( I ) , the processor further performs a process of : 

( 10 ) communicating with at least one basement server 
interworking with the subject vehicle , to perform pro 
cesses of ( i ) generating the status vector by using the 
circumstance information for verification , including 
( i - 1 ) at least one piece of subject location information 
of the subject vehicle , ( i - 2 ) at least one piece of subject 
velocity information thereof , ( 1-3 ) at least one piece of 
surrounding location information of at least part of 
surrounding vehicles among the surrounding objects 
and ( i - 4 ) at least one piece of surrounding velocity 
information thereof , corresponding to the subject time 
range for verification , which have been acquired from 
the basement server , ( ii ) generating the trajectory vec 
tor by using the route information for verification , 
corresponding to the driving route of the subject 
vehicle on a region map for verification during the 
subject time range for verification , which has been 
acquired from the basement server , and ( iii ) acquiring 
the GT collision probability by using at least one piece 
of accident information on whether the subject vehicle 
has had at least one accident in an attention time range 
from a ( T + 1 ) -th timing to a ( T + K ) -th timing or not , 
which has been acquired from the basement server , 
wherein K is at least one arbitrary integer . 

20. The device of claim 15 , wherein , before the process of 
( I ) , the processor further performs a process of : 

( 11 ) performing processes of ( i ) generating the status 
vector by using the circumstance information for veri 
fication corresponding to the subject time range for 
verification , including ( i - 1 ) at least one piece of subject 
location information of the subject vehicle and ( i - 2 ) at 
least one piece of subject velocity information thereof , 
which have been acquired by referring to at least one 
piece of driving record information of the subject 
vehicle , and ( 1-3 ) at least one piece of surrounding 
location information of at least part of surrounding 
vehicles among the surrounding objects and ( i - 4 ) at 
least one piece of surrounding velocity information 
thereof , which have been acquired by referring to at 
least one driving video recorded through at least one 
subject camera on the subject vehicle during the subject 
time range for verification , ( ii ) generating the trajectory 
vector by referring to the route information for verifi 
cation , corresponding to the driving route of the subject 
vehicle on a region map for verification during the 
subject time range for verification , which has been 
acquired by referring to the driving record information , 
and ( iii ) acquiring the GT collision probability by using 
accident information on whether the subject vehicles 
has had at least one accident in an attention time range 
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from a ( T + 1 ) -th timing to a ( T + K ) -th timing or not , 
which has been acquired by referring to the driving 
record information , wherein K is at least one arbitrary 
integer . 

21. The device of claim 15 , wherein , before the process of 
( I ) , the processor further performs a process of : 

( 12 ) performing processes of ( i ) generating the status 
vector by using the circumstance information for veri 
fication corresponding to the subject time range for 
verification , including ( i - 1 ) at least one piece of subject 
location information of the subject vehicle and ( i - 2 ) at 
least one piece of subject velocity information thereof , 
which have been acquired by referring to at least one 
piece of driving record information of the subject 
vehicle , and ( i - 3 ) at least one piece of surrounding 
location information of at least part of surrounding 
vehicles among the surrounding objects and ( i - 4 ) at 
least one piece of surrounding velocity information 
thereof , which have been acquired by using at least one 
V2X communication module installed to the subject 
vehicle , to be used for communicating with said at least 
part of the surrounding vehicles , ( ii ) generating the 
trajectory vector by referring to the route information 
for verification , corresponding to the driving route of 
the subject vehicle on a region map for verification 
during the subject time range for verification , which 
has been acquired by referring to the driving record 
information , and ( iii ) acquiring the GT collision prob 
ability by using accident information on whether the 
subject vehicle has had at least one accident in an 
attention time range from a ( T + 1 ) -th timing to a ( T + K ) 
th timing or not , which has been acquired by referring 
to the driving record information , wherein K is at least 
one arbitrary integer . 

22. The device of claim 15 , wherein , before the process of 
( I ) , the processor further performs a process of : 

( 13 ) communicating with at least one simulating device 
simulating at least one virtual world including the 
subject vehicle and the surrounding objects , to perform 
processes of ( i ) generating the status vector by using 
the circumstance information for verification , including 
( i - 1 ) at least one piece of subject location information 
of the subject vehicle , ( i - 2 ) at least one piece of subject 
velocity information thereof , ( 1-3 ) at least one piece of 
surrounding location information of at least part of 
surrounding vehicles among the surrounding objects 
and ( 1-4 ) at least one piece of surrounding velocity 
information thereof , corresponding to the subject time 
range for verification , which have been acquired from 
the simulating device , ( ii ) generating the trajectory 
vector by referring to the route information for verifi 
cation , corresponding to the driving route of the subject 
vehicle on a region map for verification during the 
subject time range for verification , which has been 
acquired from the simulating device , and ( iii ) acquiring 
the GT collision probability by using at least one piece 
of accident information on whether the subject vehicle 
has had at least one accident in an attention time range 
from a ( T + 1 ) -th timing to a ( T + K ) -th timing or not , 
which has been acquired from the simulating device , 
wherein K is at least one arbitrary integer . 

23. The device of claim 15 , wherein the subject motion 
information includes at least part of ( i - 1 ) at least one piece 
of subject location information of the subject vehicle , ( 1-2 ) 

at least one piece of subject velocity information thereof , 
and ( 1-3 ) at least one piece of subject acceleration informa 
tion thereof , and 

wherein the surrounding motion information includes at 
least part of ( ii - 1 ) at least one piece of surrounding 
location information of at least part of the surrounding 
objects , ( ii - 2 ) at least one piece of surrounding velocity 
information thereof , and ( ii - 3 ) at least one piece of 
surrounding acceleration information thereof . 

24. A testing device for calculating collision probability , 
to be used for determining whether it is appropriate or not to 
switch driving modes of a vehicle capable of an autonomous 
driving , by analyzing a recent driving route of a driver with 
regard to a circumstance of its corresponding time range , 
comprising : 

at least one memory that stores instructions ; and 
at least one processor configured to execute the instruc 

tions to perform processes of : ( I ) on condition that ( 1 ) 
a learning device , if ( i ) at least one status vector for 
training , corresponding to at least one piece of circum 
stance information for verification for training includ 
ing at least part of ( i - 1 ) at least one piece of subject 
motion information for training on at least one subject 
vehicle for training and ( i - 2 ) one or more pieces of 
surrounding motion information for training on at least 
part of one or more surrounding objects for training 
located closer than a threshold from the subject vehicle 
for training , in a subject time range for verification for 
training from a first timing to a T - th timing , and ( ii ) at 
least one trajectory vector for training , corresponding 
to at least one piece of route information for verifica 
tion for training on at least one driving route for 
training driven by the subject vehicle for training in the 
subject time range for verification for training , have 
been acquired , has performed processes of ( i ) instruct 
ing a status network to apply at least one first neural 
network operation to the status vector for training , to 
thereby generate at least one status feature map for 
training and ( ii ) instructing a trajectory network to 
apply at least one second neural network operation to 
the trajectory vector for training , to thereby generate at 
least one trajectory feature map for training ; ( 2 ) the 
learning device , if at least one concatenated feature 
map for training corresponding to the status feature 
map for training and the trajectory feature map for 
training has been acquired , has instructed a safety 
network to apply at least one third neural network 
operation to the concatenated feature map for training , 
to thereby calculate at least one predicted collision 
probability for training representing a predicted prob 
ability for training of an occurrence of at least one 
accident for training caused by the driving route for 
training indicated by the route information for verifi 
cation for training with regard to a circumstance for 
training indicated by the circumstance information for 
verification for training ; and ( 3 ) the learning device has 
instructed a loss layer to generate at least one loss by 
referring to the predicted collision probability for train 
ing and at least one Ground - Truth ( GT ) collision prob 
ability , which have been acquired beforehand , and to 
perform backpropagation by using the loss , to thereby 
learn at least part of parameters of the safety network , 
the trajectory network and the status network , if ( i ) at 
least one status vector for testing , corresponding to at 
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least one piece of test circumstance information for 
verification including at least part of ( i - 1 ) at least one 
piece of subject motion information for testing on at 
least one subject vehicle for testing and ( i - 2 ) one or 
more pieces of surrounding motion information for 
testing on at least part of one or more surrounding 
objects for testing located closer than the threshold 
from the subject vehicle for testing , in a test subject 
time range for verification from a l ' - st timing to a T ' - th 
timing , and ( ii ) at least one trajectory vector for testing , 
corresponding to at least one piece of test route infor 
mation for verification on at least one driving route for 
testing driven by the subject vehicle for testing in the 
test subject time range for verification , have been 
acquired , performing processes of ( i ) instructing the 
status network to apply said at least one first neural 
network operation to the status vector for testing , to 
thereby generate at least one status feature map for 
testing and ( ii ) instructing the trajectory network to 
apply said at least one second neural network operation 
to the trajectory vector for testing , to thereby generate 
at least one trajectory feature map for testing ; ( II ) if at 
least one concatenated feature map for testing corre 
sponding to the status feature map for testing and the 
trajectory feature map for testing has been acquired , 
instructing the safety network to apply said at least one 
third neural network operation to the concatenated 
feature map for testing , to thereby calculate at least one 
predicted collision probability for testing representing a 
predicted probability for testing of an occurrence of at 
least one accident for testing caused by the driving 
route for testing indicated by the test route information 
for verification with regard to a circumstance for testing 
indicated by the test circumstance information for 
verification . 

25. The device of claim 24 , wherein , at the process of ( I ) , 
the processor communicates with at least one basement 
server for testing interworking with the subject vehicle for 
testing , to perform processes of ( i ) generating the status 
vector for testing by using the test circumstance information 
for verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing , ( i - 2 ) at least one piece of subject velocity informa 
tion for testing thereof , ( 1-3 ) at least one piece of surround 
ing location information for testing of at least part of 
surrounding vehicles for testing among the surrounding 
objects for testing and ( i - 4 ) at least one piece of surrounding 
velocity information for testing thereof , corresponding to the 
test subject time range for verification , which have been 
acquired from the basement server for testing , and ( ii ) 
generating the trajectory vector for testing by referring to the 
test route information for verification , corresponding to the 
driving route for testing of the subject vehicle for testing on 
a test region map for verification during the test subject time 
range for verification , which has been acquired from the 
basement server for testing . 

26. The device of claim 24 , wherein , at the process of ( I ) , 
the processor performs processes of ( i ) generating the status 
vector for testing by using the test circumstance information 
for verification corresponding to the test subject time range 
for verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing and ( i - 2 ) at least one piece of subject velocity 
information for testing thereof , which have been acquired 
from at least one of a GPS for testing and a velocity control 
unit for testing included in the subject vehicle for testing , 
and ( 1-3 ) at least one piece of surrounding location infor 
mation for testing of at least part of surrounding vehicles for testing among the surrounding objects for testing and ( i - 4 ) at 
least one piece of surrounding velocity information for 
testing thereof , which have been acquired by referring to at 
least one driving video for testing recorded through at least 
one subject camera for testing on the subject vehicle for 
testing during the test subject time range for verification , and 
( ii ) generating the trajectory vector for testing by referring to 
the test route information for verification , corresponding to 
the driving route for testing of the subject vehicle for testing 
on a region map for verification during the test subject time 
range for verification , which has been acquired from a 
planning unit for testing included in the subject vehicle for 
testing . 

27. The device of claim 24 , wherein , at the process of ( I ) , 
the processor performs processes of ( i ) generating the status 
vector for testing by using the test circumstance information 
for verification corresponding to the test subject time range 
for verification , including ( i - 1 ) at least one piece of subject 
location information for testing of the subject vehicle for 
testing and ( i - 2 ) at least one piece of subject velocity 
information for testing thereof , which have been acquired 
from at least one of a GPS for testing and a velocity control 
unit for testing included in the subject vehicle for testing , 
and ( 1-3 ) at least one piece of surrounding location infor 
mation for testing of at least part of surrounding vehicles for 
testing among the surrounding objects for testing and ( i - 4 ) at 
least one piece of surrounding velocity information for 
testing thereof , which have been acquired by using a V2X 
communication module for testing included in the subject 
vehicle of testing during the test subject time range for 
verification , and ( ii ) generating the trajectory vector for 
testing by referring to the test route information for verifi 
cation , corresponding to the driving route for testing of the 
subject vehicle for testing on a test region map for verifi 
cation during the test subject time range for verification , 
which has been acquired from a planning unit for testing 
included in the subject vehicle for testing . 

28. The device of claim 24 , wherein the processor further 
performs a process of : 

( III ) instructing the subject vehicle for testing to switch its 
driving mode to an autonomous driving mode if the 
predicted collision probability for testing is larger than 
a threshold and a driving mode of the subject vehicle 
for testing corresponds to a manual driving mode . 


