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(57) ABSTRACT

In one example embodiment, speech signals are received
from a user during a communication session. The received
speech signals contain noise including speech of other
individuals. The received speech signals are transformed by
a machine learning model to produce transformed speech
signals corresponding to the received speech signals with a
reduced amount of the noise. The machine learning model is
trained with speech of the user satisfying a noise threshold
and collected during one or more communication sessions.
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TRANSFORMING SPEECH SIGNALS TO
ATTENUATE SPEECH OF COMPETING
INDIVIDUALS AND OTHER NOISE

TECHNICAL FIELD

[0001] The present disclosure relates to voice and speech
processing.

BACKGROUND
[0002] Video -conferencing systems include speech

enhancement or noise reduction signal processing subsys-
tems to reduce background ambient and transient noises in
a call. These subsystems are also able to remove unwanted
background speech to some extent. However, the subsys-
tems can be ineffective when competing speech is approxi-
mately the same level as speech of a target speaker. This may
happen, for example, when a competing speaker is in the
foreground and close to the target speaker and/or close to a
microphone of the target speaker.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 is a block diagram of an example online
meeting environment in which transformation of speech
signals to attenuate noise may be implemented, according to
an example embodiment.

[0004] FIG. 2 illustrates a block diagram of a system
configured for transforming speech signals to attenuate
noise, according to an example embodiment.

[0005] FIG. 3 illustrates a flow diagram for training a
machine learning model to attenuate noise from speech
signals, according to an example embodiment.

[0006] FIG. 4 is a flow diagram of a method for trans-
forming speech signals to attenuate noise, according to an
example embodiment.

[0007] FIG. 5 is a flow diagram of a method for selecting
a noise removal model for a user, according to an example
embodiment.

[0008] FIG. 6 is a flow diagram of a method for collecting
clean speech during an online meeting or other communi-
cation session for training a noise removal model, according
to an example embodiment.

[0009] FIG. 7 is a flow diagram of a method for training
and evaluating a noise removal model, according to an
example embodiment.

[0010] FIG. 8 illustrates a flowchart of a generalized
method for transforming speech signals to attenuate noise,
according to an example embodiment.

[0011] FIG. 9 illustrates a hardware block diagram of a
computing device configured to perform functions associ-
ated with transforming speech signals to attenuate noise as
discussed herein, according to an example embodiment.

DETAILED DESCRIPTION

Overview

[0012] In one example embodiment, speech signals are
received from a user during a communication session. The
received speech signals contain noise including speech of
other individuals. The received speech signals are trans-
formed by a machine learning model to produce transformed
speech signals corresponding to the received speech signals
with a reduced amount of the noise. The machine learning
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model is trained with speech of the user satisfying a noise
threshold and collected during one or more communication
sessions.

Example Embodiments

[0013] An example embodiment effectively removes
unwanted speech from a competing individual speaking or
talking in a foreground (e.g., within proximity of a user or
user microphone, etc.). Since background noise removal
(BNR) systems are not capable of eliminating competing
speech from individuals that are close to a target user, the
example embodiment provides a personalized system that
may be trained with speech from a user to attenuate (e.g.,
reduce or remove) speech of competing individuals. In
addition, the example embodiment avoids howling with
multiple laptops in a same room. The system may be used
for teleconferencing in crowded environments, such as call-
ing centers and cafes.

[0014] An example embodiment preserves speech of a
target user and attenuates (e.g., reduces or blocks) speech of
other individuals. The example embodiment may also
attenuate (e.g., reduce or remove) background noise. The
example embodiment collects clean segments of speech
(e.g., with no or low levels of competing-talker and other
noise) from the target user during live video conferencing
calls or other communication sessions. The collected speech
is used to adapt or personalize (e.g., offline or during the
communication session) a general speech enhancement
model into a personalized model when a sufficient amount of
clean speech has been collected.

[0015] In an example embodiment, a speech enhancement
neural network is personalized or trained with a noisy input
to generate an output that matches clean speech. The noisy
input is synthesized by mixing or combining the user clean
speech with speech of other individuals at varying amplitude
or power levels and other noise from training datasets.
Reverberation may also be applied to speech and noise
recordings to model typical acoustic environments. The
personalized neural network is periodically evaluated to
determine that a current version of the neural network
provides competing individual speech and other noise per-
formance that is superior to a prior version of the neural
network. The personalization and evaluation results in a
system that is well-tailored to the target user and provides
superior competing-talker and other noise attenuation. The
personalization and evaluation can continuously track the
speaker over long periods of time. The personalization and
evaluation may be performed at the edge, on a video
conferencing user laptop, and/or on the cloud where con-
ferencing media is routed to other meeting participants.
[0016] Inan example embodiment, ambient sounds during
speech-free segments of live meetings or other communi-
cation sessions are detected and recorded to supplement
noise datasets used in training with a form of personalized
noise. Various characteristics (e.g., classification of the
ambient sounds into noise categories, distribution of types of
noises, etc.) may further be used to improve the personalized
neural network. For example, when a user in a home office
has a dog that barks during calls, the example embodiment
provides improved attenuation of the dog bark.

[0017] In an example embodiment, a database of speech
features and a neural network model (e.g., coefficients or
weights) for each user is maintained as a form of speech
enhancement library. This library may be accessed to accel-
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erate personalizing a neural network for a user (e.g., a new
or other user lacking a personalized model, etc.). This may
be accomplished by matching speech features of the user to
speech features of other users stored in the library. The
neural network corresponding to a best match is selected as
an initial neural network for adaptation or personalization to
the user. Features for identifying the neural network in the
library may be derived from features used for speaker
recognition, or from clustering techniques.

[0018] In an example embodiment, bandwidth extension
and/or speech compression may also be performed.

[0019] While the present embodiments are described with
respect to attenuating (e.g., reducing or removing) back-
ground speech of competing individuals and/or other noise
for an online meeting, it will be appreciated that the attenu-
ation may be performed for any scenarios or activities
involving background speech and/or other noise (e.g., tele-
phone or other calls, communications, audio messages,
speech and/or voice recognition systems, public address
systems, voice responsive systems for performing actions,
etc.).

[0020] FIG. 1 illustrates a block diagram of an example
online meeting environment 100 in which an embodiment
presented herein may be implemented. Environment 100
includes multiple computer devices 102 (collectively
referred to as computer devices, participant devices, or
platforms) operated by local users/participants, a meeting
supervisor or server (also referred to as a “conference
controller”) 104 configured to support online (e.g., web-
based or over-a-network) collaborative meetings between
the computer devices, and a communication network 106
communicatively coupled to the computer devices and the
meeting supervisor. Computer devices 102 can take on a
variety of forms, including a smartphone, tablet, laptop
computer, desktop computer, video conference endpoint,
and the like.

[0021] Communication network 106 may include one or
more wide area networks (WANs), such as the Internet, and
one or more local area networks (LANs). Computer devices
102 may communicate with each other, and with meeting
supervisor 104, over communication network 106 using a
variety of known or hereafter developed communication
protocols. For example, the computer devices 102 and
meeting supervisor 104 may exchange Internet Protocol (IP)
data packets, Realtime Transport Protocol (RTP) media
packets (e.g., audio and video packets), and so on.

[0022] Computer devices 102 may each host an online
meeting application used to establish/join online meetings
and a speech transformation module 150. According to
embodiments presented herein, speech transformation mod-
ule 150 of the computer device transforms speech signals of
a target user to produce speech signals with attenuated (e.g.,
reduced or removed) noise (e.g., speech of competing indi-
viduals, sounds of a surrounding environment, etc.) as
described below. In an embodiment, meeting supervisor 104
or other server system coupled to communication network
106 may host speech transformation module 150 to trans-
form speech signals to attenuate (e.g., reduce or remove)
noise in substantially the same manner described below. In
this case, speech signals of a user of a computer device 102
containing one or more forms of noise (e.g., speech of
competing individuals, sounds of a surrounding environ-
ment, noise from a microphone or other devices, etc.) may
be provided to speech transformation module 150 on meet-
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ing supervisor 104 for processing (e.g., as audio signals,
etc.) and the resulting transformed speech signals with
attenuated (e.g., reduced or removed) noise are distributed to
computer devices 102 for conveyance to meeting partici-
pants via corresponding audio speakers.

[0023] With continued reference to FIG. 1, FIG. 2 illus-
trates speech transformation module 150 implemented on a
computer device 102 and configured for transforming
speech signals of a user to attenuate (e.g., reduce or remove)
noise according to an example embodiment. While FIG. 2 is
described with respect to transforming speech signals of a
participant of an online meeting, it will be appreciated that
speech signals may be transformed for any scenarios or
activities involving voice (e.g., telephone or other calls,
communications, audio messages, speech and/or voice rec-
ognition systems, public address systems, voice responsive
systems for performing actions, etc.). Further, speech trans-
formation module 150 may be hosted on other computing
devices (e.g., meeting supervisor 104, etc.) and transform
speech signals in substantially the same manner described
below.

[0024] Initially, computer device 102 enables a user 205 to
join an online meeting 260. In an embodiment, computer
device 102 includes a camera or other image capture device
926 (FIG. 9) to capture images (e.g., still images, video, etc.)
of the user and a surrounding environment, a microphone or
other sound sensing device 924 to capture speech or voice
signals 210 of user 205 and produce audio signals 215
representing the speech signals for processing by computer
device 102, and a display or monitor 930 to present meeting
content to the user.

[0025] Speech transformation module 150 includes a
background noise removal (BNR) module 220, a speaker
recognition module 230, a clean speech detector 240, and a
training module 250. Speech signals 210 from user 205 are
captured by microphone 924. The microphone produces
audio signals 215 (corresponding to speech signals 210) that
are provided to speech transformation module 150 for
processing.

[0026] Audio signals 215 are provided to background
noise removal (BNR) module 220 for processing. Speech
signals 210 (and audio signals 215) may include user speech
or voice and/or noise (e.g., speech of competing individuals
near the user, sounds of a surrounding environment, noise
from a microphone or other devices, etc.). The BNR module
employs a noise removal model 222 to produce transformed
audio or speech signals 270 that enhance the user speech
while attenuating (e.g., reducing or removing) the noise. The
noise removal model may include a machine learning model
as described below. The transformed audio signals may be
provided to online meeting 260 for distribution to meeting
participants 280. Alternatively, the speech transformation
module may be hosted by a server for the online meeting
(e.g., meeting supervisor 104, etc.) to produce transformed
audio signals 270 for distribution to the meeting partici-
pants. The transformed audio signals may be conveyed to
the meeting participants via corresponding audio speakers
922 of computer devices 102. The transformed audio signals
enhance the user speech while attenuating (e.g., reducing or
removing) the noise.

[0027] Transformed audio signals 270 are also provided to
speaker recognition module 230. The speaker recognition
module processes the transformed audio signals to verify or
recognize speech of a particular user in speech or voice



US 2024/0161765 Al

signals 210. The speaker recognition module may employ a
voice recognition model 232 to perform the speaker recog-
nition. The voice recognition model may include a machine
learning model as described below. The speaker recognition
module provides an indication of the presence or absence of
speech of the particular user to clean speech detector 240. A
user identifier may be determined, or provided by the user,
for retrieving a user speech profile or voiceprint for analyz-
ing transformed audio signals 270. The voiceprint may be
generated and stored in a database (e.g., model database 332,
etc.) during registration of the user. The user identifier may
include any identifier to indicate the user (e.g., user name or
identification, handle, email, etc.).

[0028] Clean speech detector 240 processes transformed
audio signals 270 to determine the presence of clean speech
(e.g., speech of the user with no or low levels of competing-
talker speech and other noise, etc.). The clean speech
detector receives audio signals 215 and transformed audio
signals 270 and compares transformed audio signals 270 to
audio signals 215 to determine a difference that corresponds
to a signal-to-noise ratio (SNR). For example, a large
difference indicates removal of a significant amount of noise
from audio signals 215 and corresponds to a low signal-to-
noise ratio (SNR), while a small difference indicates
removal of a low amount of noise from audio signals 215
and corresponds to a high signal-to-noise ratio (SNR). The
clean speech detector may employ a noise detection model
242 to determine the difference corresponding to the signal-
to-noise ratio (SNR). The noise detection model may include
a machine learning model as described below. When the
difference satisfies a threshold (e.g., indicating or corre-
sponding to an amount of noise, etc.), audio signals 215 are
considered to contain clean speech of the user. For example,
when the difference is below a threshold level indicating a
high signal-to-noise ratio (SNR), audio signals 215 are
considered to contain clean speech. However, the difference
or signal-to-noise ratio (SNR) may be compared to any
threshold in any fashion to determine the presence of clean
speech (e.g., greater than, greater than or equal to, less than,
less than or equal to, equal to, etc.). By way of example, the
threshold may be any value that corresponds to a signal-to-
noise ratio (SNR) greater than or equal to 20 dB. Audio
signals 215 containing clean speech and the corresponding
user identifier are provided to training module 250.

[0029] Training module 250 stores audio signals 215 con-
taining clean speech of the user (e.g., and a user identifier to
associate the clean speech to the user), and uses the clean
speech to generate training data for training (or updating or
personalizing) noise removal model 222 of background
noise removal (BNR) module 220 to the user as described
below. The training module may adjust characteristics of the
clean speech to produce training data. For example, the
training module may introduce speech of individuals at
various amplitude or power levels and/or other noise, and/or
reverberation into the clean speech to produce training data.
Further, ambient sounds during speech-free segments of live
meetings or other communication sessions may be detected
and recorded to supplement noise datasets used in training
with a form of personalized noise. Various characteristics
(e.g., classification of the ambient sounds into noise catego-
ries, distribution of types of noises, etc.) may further be used
to improve the personalized noise removal model. By way
of'example, when a user in a home office has a dog that barks
during calls, the dog bark may be attenuated (e.g., reduced
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or removed). Since the noise removal model is trained to
preserve speech of a particular user, the noise removal model
may attenuate (e.g., reduce or remove) all types of noise
(e.g., echoes, reverberations, ambient sounds, speech of
competing individuals, etc.). This provides improved per-
formance and simplifies a noise removal pipeline since
specialized processing (e.g., echo cancellation, etc.) in the
noise removal pipeline may no longer be needed.

[0030] In an embodiment, the training module may main-
tain a database of speech features and a machine learning
model (e.g., neural network coefficients or weights) for each
user for a noise removal model 222 as a form of speech
enhancement library. The library may be accessed to accel-
erate personalizing a noise removal model 222 for a user
(e.g., a new or other user without a previously established
personalized noise removal model, etc.). This may be
accomplished by matching speech features of the user to
speech features of other users stored in the library. The noise
removal model of the library corresponding to a best match
is selected as an initial noise removal model for adaptation
or personalization to the user.

[0031] The versions of a noise removal model are peri-
odically updated and evaluated. The evaluation determines
performance of an updated version relative to the current
version of the noise removal model. When the updated
version provides improved performance, the updated ver-
sion may replace the current version of the noise removal
model employed by background noise removal (BNR) mod-
ule 220.

[0032] The training data may be generated by a computer
device 102 of a user, or by a different or separate computing
device hosting speech transformation module 150 (e.g.,
meeting supervisor 104, etc.).

[0033] With continued reference to FIGS. 1 and 2, FIG. 3
illustrates training module 250 configured for training (or
updating) noise removal model 222 of background noise
removal (BNR) module 220 according to an example
embodiment. While FIG. 3 is described with respect to
transforming speech signals of a participant of an online
meeting, it will be appreciated that speech signals may be
transformed for any scenarios or activities involving voice
(e.g., telephone or other calls, communications, audio mes-
sages, speech and/or voice recognition systems, public
address systems, voice responsive systems for performing
actions, etc.).

[0034] Training module 250 includes a noise modeling
module 310, one or more data sources 320, a customization
module 330, and a model selection module 340. Noise
modeling module 310 adjusts characteristics of clean speech
of users to produce training data. The noise modeling
module receives clean speech of a user from clean speech
detector 240 (FIG. 2) and stores the clean speech (e.g., and
a user identifier to associate the clean speech with a user,
etc.) in data sources 320. The data sources may include a
noise database 322, a speech database 324, and a reverbera-
tion data source 326. Noise database 322 may store audio
samples of various forms of noise of a surrounding envi-
ronment (e.g., speech of competing individuals at various
amplitude or power levels, sounds of a surrounding envi-
ronment, noise from a microphone or other devices, noise
detected during speech-free segments of live meetings or
other communication sessions, etc.). Speech database 324
may store clean speech of users collected during live meet-
ings, while reverberation data source 326 may store models
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or data representing reverberation. The noise modeling
module combines or mixes clean speech of a user from
speech database 324 with noise from noise database 324
and/or reverberation based on reverberation models or data
from data source 326 to produce training data (e.g., audio
samples of any combination of clean speech, noise, rever-
beration, etc.) for personalizing or customizing noise
removal model 222 for the user. The corresponding clean
speech and user specific noise may be stored and retrieved
based on a user identifier.

[0035] The training data are provided to customization
module 330 to periodically train or update noise removal
model 222 for customization to the user (e.g., at a certain
time interval, at a scheduled time, after a number of new
training data, after a number of new clean speech samples
are collected, etc.). The training data may be produced to
train or generate a new version of noise removal model 222
based on new clean speech of the user collected during live
meetings or other communication sessions. The customiza-
tion model may store noise removal models 222 in model
database 332 (e.g., based on a user identifier). Model selec-
tion module 340 evaluates performance of an updated ver-
sion relative to the current version of the noise removal
model. When the updated version provides improved per-
formance, the model selection module informs background
noise removal (BNR) module 220 to use the updated version
to improve performance.

[0036] In addition, customization module 330 may main-
tain a model database 332 of speech features and store a
noise removal model 222 (e.g., neural network coefficients
or weights) for each user in the model database as a form of
a speech enhancement library. The library may be accessed
by model selection module 340 to accelerate customizing or
personalizing a noise removal model 222 for a user (e.g., a
new or other user without a previously established person-
alized noise removal model, etc.). This may be accom-
plished by matching speech features of the user to speech
features of other users stored in the library. The noise
removal model of the library corresponding to a best match
is selected as an initial noise removal model for adaptation
or personalization to the user. The initial noise removal
model may be trained and updated with training data from
noise modeling module 310 in substantially the same man-
ner described above. The speech features may be derived
from features used by voice recognition model 232, or from
any conventional or other clustering techniques. Further,
model selection module 340 may retrieve an existing noise
removal model 222 for a user from model database 332
based on a user identifier.

[0037] With continued reference to FIGS. 1-3, FIG. 4
illustrates a flowchart of an example method 400 for pro-
cessing speech signals to attenuate (e.g., reduce or remove)
speech of competing individuals and other forms of noise
according to an example embodiment. While FIG. 4 is
described with respect to transforming speech signals of a
participant of an online meeting, it will be appreciated that
speech signals may be transformed for any scenarios or
activities involving voice (e.g., telephone or other calls,
communications, audio messages, speech and/or voice rec-
ognition systems, public address systems, voice responsive
systems for performing actions, etc.).

[0038] The various machine learning models of back-
ground noise removal (BNR) module 220, speaker recog-
nition module 230, and clean speech detector 240 are trained
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at operation 405 as described herein. This may accomplished
by a computer device 102 of a corresponding user, or by
another computing device (e.g., meeting supervisor 104,
etc.). Noise removal model 222 of the BNR module may
initially be trained for general noise removal (e.g., without
customization to a specific user, etc.) as described below.
The machine learning models may be periodically trained
(e.g., at a certain time interval, at a scheduled time, after a
number of new training data, etc.). The training may occur
off-line, or dynamically during a meeting or other commu-
nication session. Thus, the machine learning models keep
improving based on samples collected for training as
described below.

[0039] Computer device 102 of a user enables the user to
join an online meeting at operation 410. Camera or other
image capture device 926 (FIG. 9) captures images (e.g.,
still images, video, etc.) of the user and a surrounding
environment, and microphone or other sound sensing device
924 captures voice signals of the user and produces audio
signals (corresponding to the voice signals) that are provided
to speech transformation module 150.

[0040] Speech transformation module 150 receives audio
signals from microphone 924 of a computer device 102 at
operation 415. The audio signals preferably include a com-
bination of user speech and noise (e.g., speech of competing
individuals near the user, sounds of a surrounding environ-
ment, noise from a microphone or other devices, etc.). The
speech transformation module may further receive or deter-
mine a user identifier indicating the user. For example, the
user may provide the user identifier to join the meeting,
and/or the speech transformation module may determine the
user identifier from user provided or other information (e.g.,
location of the user, user account, etc.).

[0041] The user identifier is used to select a noise removal
model for the user at operation 420. This may be accom-
plished by background noise removal (BNR) module 220
providing the user identifier to model selection module 340.
The model selection module determines a presence of an
associated noise removal model in model database 332. In
other words, the model selection module determines pres-
ence of a previously established personalized noise removal
model for the user. When the previous model exists, the
previous model is selected and retrieved for the user for use
by background noise removal (BNR) module 220. When a
previous model does not exist for the user, a general noise
removal model may initially be selected and used for the
user.

[0042] In the event a personalized model has not been
established for the user, personalizing the general noise
removal model to the user may consume significant
resources and time. In order to improve personalization of a
noise removal model for the user, an example embodiment
may identify a personalized model of another user in model
database 332 with speech features similar to speech features
of the user to use as the selected noise removal model as
described below.

[0043] Noise removal model 222 of background noise
removal (BNR) module 220 processes the audio signals to
attenuate (e.g., reduce or remove) the noise at operation 425.
The noise removal model may be initially trained for general
noise removal to produce transformed speech signals. In
other words, the speech transformation module produces
transformed audio signals that enhance the speech of the
user. The speech transformation module may partition the
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audio signals into audio segments of any size for processing
(e.g., each segment may correspond to a certain number of
seconds of voice signals (e.g., one or more seconds, portions
of a second, etc.), a particular phoneme or word, etc.).

[0044] Noise removal model 222 may include any con-
ventional or other machine learning models (e.g., math-
ematical/statistical, classifiers, feed-forward, recurrent, con-
volutional, deep learning, or other neural networks, etc.) to
transform the audio signals to attenuate (e.g., reduce or
remove) noise.

[0045] In an embodiment, noise removal model 222 may
employ a neural network. For example, neural networks may
include an input layer, one or more intermediate layers (e.g.,
including any hidden layers), and an output layer. Each layer
includes one or more neurons, where the input layer neurons
receive input (e.g., audio samples of users, feature vectors of
audio samples, etc.), and may be associated with weight
values. The neurons of the intermediate and output layers are
connected to one or more neurons of a preceding layer, and
receive as input the output of a connected neuron of the
preceding layer. Each connection is associated with a weight
value, and each neuron produces an output based on a
weighted combination of the inputs to that neuron. The
output of a neuron may further be based on a bias value for
certain types of neural networks (e.g., recurrent types of
neural networks).

[0046] The weight (and bias) values may be adjusted
based on various training techniques. For example, the
machine learning of the neural network may be performed
using a training set of (noisy) audio samples as input and
corresponding clean audio samples (with reduced or
removed noise) as outputs, where the neural network
attempts to produce the provided output and uses an error
from the output (e.g., difference between produced and
known outputs) to adjust weight (and bias) values (e.g., via
backpropagation or other training techniques).

[0047] In an embodiment, noisy audio samples may be
used for the training set as input, while their known corre-
sponding clean audio samples (with reduced or removed
noise) may be used for the training set as known output. In
an embodiment, feature vectors may be extracted from the
noisy audio samples and used for the training set as input,
while their known corresponding clean audio samples (with
reduced or removed noise) may be used for the training set
as known output. A feature vector may include any suitable
features of the audio samples (e.g., frequency, pitch, ampli-
tude, phonemes or other speech characteristics, etc.). How-
ever, the training set may include any desired audio samples
(e.g., clean, noisy, etc.) of any persons to learn the charac-
teristics for transforming speech signals.

[0048] The output layer of the neural network indicates the
transformed audio signal (with reduced or removed noise)
for input data. Further, the output layer neurons may indicate
a probability for the input data being associated with a
corresponding output. The received audio signals are pro-
vided to the neural network to produce the transformed
audio signals. The neural network may be initially trained
for general noise removal, and may be customized to a
specific user as described below. The training data for
general noise removal may include various audio samples
and known clean outputs, while the training data for per-
sonalized noise removal includes audio samples specific to
the user as described below and known clean outputs.
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[0049] In an embodiment, noise removal model 222 may
include an embedding network that produces and uses
embeddings for transforming audio samples. Basically, each
audio sample may be represented by a vector having
numeric elements corresponding to a plurality of dimensions
defining a space. User speech may have similar embeddings
or vector representations, thereby residing in a common area
of the space defined by the embedding dimensions. Noise
may have different embeddings and reside in a different area
of the space defined by the embedding dimensions. This
enables the user speech and noise to be separated or differ-
entiated. The embedding network may be implemented by a
neural network substantially similar to the neural network
described above, and produce and use embeddings based on
an analysis of various features of audio samples of user
speech and/or noise. The noise removal model may be
trained to transform noisy audio signals with an embedding
outside the area of user speech to audio signals having an
embedding within the area of user speech, thereby effec-
tively reducing or removing noise. The training data may
include audio samples and embeddings as input and corre-
sponding transformed audio samples and corresponding
embeddings as output, where the noise removal model may
be trained in substantially the same manner described above.

[0050] The transformed audio signals are used to identify
speech of the user in the received audio signals at operation
430. Initially, voice recognition model 232 of speaker rec-
ognition module 230 processes the transformed audio sig-
nals to verify or identify speech of the user in the speech or
voice signals. The voice recognition model may use a user
voice profile or voiceprint to perform the analysis. The user
profile or voiceprint may be generated and stored (e.g., in a
data source 320, model database 332, etc.) during registra-
tion of the user, and retrieved based on the user identifier.
The user profile or voiceprint includes various features (e.g.,
frequency, pitch, amplitude, phonemes or other speech char-
acteristics, etc.) extracted from samples of the user voice
obtained during registration. The voice recognition model
232 may include any conventional or other machine learning
models (e.g., mathematical/statistical, classifiers, feed-for-
ward, recurrent, convolutional, deep learning, or other neu-
ral networks, etc.) to perform the speaker recognition.

[0051] In an embodiment, voice recognition model 232
may employ a neural network substantially similar to the
neural network described above (e.g., for noise removal
model 222, etc.). Audio samples and corresponding user
voice profiles or voiceprints may be used for the training set
as input, while their known corresponding classifications
(e.g., a class indicating the presence of speech of the
particular user, a class indicating the absence of speech of
the particular user, etc.) may be used for the training set as
known output. In an embodiment, feature vectors may be
extracted from the audio samples and used with the user
voice profiles or voiceprints for the training set as input,
while their known corresponding classifications (e.g., pres-
ence of speech of the particular user, absence of speech of
the particular user, etc.) may be used for the training set as
known output. A feature vector may include any suitable
features of the audio samples (e.g., frequency, pitch, ampli-
tude, phonemes or other speech characteristics, etc.). How-
ever, the training set may include any desired audio samples
of any persons for the different classes to learn the charac-
teristics for recognizing speech of particular users.
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[0052] The output layer of the neural network indicates a
classification (e.g., presence of speech of the particular user,
absence of speech of the particular user, etc.) for input data.
By way of example, the classes used for the classification
may include a class associated with a presence of speech of
the particular user and an absence of speech of the particular
user. The output layer neurons may provide a classification
(or specity a particular class) that indicates the presence or
absence of speech of the particular user. Further, output layer
neurons may be associated with the different classes indi-
cating the presence or absence of speech of the particular
user, and indicate a probability for the input data being
within a corresponding class (e.g., a probability of the input
data being in a class associated with a presence of speech of
the particular user, a probability of the input data being in a
class associated with an absence of speech of the particular
user etc.). The class associated with the highest probability
is preferably selected as the class for the input data. In other
words, the indication (e.g., presence or absence of speech for
the particular user, etc.) associated with the class having the
highest probability is considered the indication for the input
data (e.g., captured audio signals of the user, etc.). The
transformed audio signals and user voiceprint are provided
to the neural network to verify or recognize speech of the
user based on the resulting classification.

[0053] The transformed audio signals are processed to
collect samples for training at operation 435. When speaker
recognition module 230 verifies or identifies the speech of
the user, clean speech detector 240 processes the trans-
formed audio signals to determine the presence of clean
speech (e.g., speech of the user with no or low levels of
competing-talker speech and other noise, etc.). When clean
speech is detected, the received audio signals corresponding
to the clean speech are stored in database 324 (e.g., based on
the user identifier, etc.) to generate training data.

[0054] In addition, ambient sounds during speech-free
segments of live meetings or other communication sessions
may be detected and recorded to supplement noise datasets
used in training with a form of personalized noise. The
various machine learning models of background noise
removal (BNR) module 220, speaker recognition module
230, and clean speech detector 240 may be trained based on
new samples at operation 437 as described herein. Thus, the
machine learning models keep improving based on the
samples collected for training. The machine learning models
may be periodically trained (e.g., at a certain time interval,
at a scheduled time, after a number of new training data,
etc.). The training may occur off-line, or dynamically during
a meeting or other communication session.

[0055] The transformed audio signals are distributed to
computer devices 102 of other users for conveyance as
transformed speech signals (with reduced or removed noise)
to meeting participants via corresponding audio speakers
922 at operation 440. Captured images may also be distrib-
uted to meeting participants and conveyed via corresponding
displays 930. When the meeting continues as determined at
operation 445, additional audio signals of the user are
received at operation 450, and the above process is repeated
from operation 425 in substantially the same manner
described above. When the meeting ends, the above process
repeats from operation 405 (e.g., training of the machine
learning models based on new training samples) for another
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meeting in substantially the same manner described above
until termination (e.g., power down, etc.) as determined at
operation 455.

[0056] With continued reference to FIGS. 1-4, FIG. 5
illustrates a flowchart of an example method 500 for select-
ing a noise removal model for a user based on speech
features according to an example embodiment. The method
may correspond to operation 420 of FIG. 4 described above.
While FIG. 5 is described with respect to transforming
speech signals of a participant of an online meeting, it will
be appreciated that speech signals may be transformed for
any scenarios or activities involving voice (e.g., telephone or
other calls, communications, audio messages, speech and/or
voice recognition systems, public address systems, voice
responsive systems for performing actions, etc.).

[0057] Initially, a user may join an online meeting, and
speech transformation module 150 receives audio signals
from microphone 924 of a computer device 102 in substan-
tially the same manner described above. The audio signals
preferably include a combination of user speech and noise
(e.g., speech of competing individuals, sounds of a sur-
rounding environment, noise from a microphone or other
devices, etc.).

[0058] In the event a personalized model has not been
established for the user, personalizing a general noise
removal model to the user may consume significant
resources and time. In order to improve personalization of a
noise removal model for the user, an example embodiment
identifies a personalized model of another user with speech
features similar to the speech features of the user to use as
the selected noise removal model. Since the personalized
noise removal model of the similar user is already trained,
customization of that model to the user is faster and requires
less training and computing and other resources. Customi-
zation module 330 may maintain a database of speech
features and a machine learning model (e.g., neural network
coeflicients or weights) for each user for a noise removal
model 222 as a form of speech enhancement library as
described above. The library may be accessed by model
selection module 340 to accelerate personalizing a noise
removal model 222 for the user.

[0059] Speech features may be extracted from the received
audio signals, or from audio signals transformed by back-
ground noise removal (BNR) module 220 using a general
noise removal model, at operation 505. The speech features
may be derived from features used by voice recognition
model 232 (e.g., frequency, pitch, amplitude, phonemes or
other speech characteristics, etc.), or from any conventional
or other clustering techniques as described below. Model
selection module 340 compares or matches the extracted
speech features of the user to speech features of other users
(associated with the noise removal models) stored in the
library at operation 510. The model selection module selects
the noise removal model of the library corresponding to a
best match as an initial noise removal model for adaptation
or personalization to the user at operation 515. This may be
accomplished by forming feature vectors of the extracted
and stored features and determining a distance or other
similarity measure (e.g., cosine similarity, Fuclidean or
other distance, etc.) between the feature vectors. The feature
vector associated with a noise removal model of the library
having a closest similarity or least distance measure to the
feature vector of the user may be selected as the initial noise
removal model for the user.
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[0060] In an embodiment, any conventional or other clus-
tering techniques may be used to select the noise removal
model from the library. The clustering techniques may
employ any conventional or other machine learning models
(e.g., mathematical/statistical, classifiers, feed-forward,
recurrent, convolutional, deep learning, or other neural net-
works, etc.). In this case, each stored noise removal model
may be considered a cluster, and the extracted features are
processed to be placed in a cluster based on correspondence
of the extracted features to the speech features associated
with the noise removal model of the clusters. The noise
removal model associated with the cluster assigned to the
extracted features of the user may be selected as the initial
noise removal model for the user.

[0061] With continued reference to FIGS. 1-5, FIG. 6
illustrates a flowchart of an example method 600 for col-
lecting clean speech during an online meeting or other
communication session for training a noise removal model
according to an example embodiment. The method may
correspond to operation 435 of FIG. 4 described above.
While FIG. 6 is described with respect to transforming
speech signals of a participant of an online meeting, it will
be appreciated that speech signals may be transformed for
any scenarios or activities involving voice (e.g., telephone or
other calls, communications, audio messages, speech and/or
voice recognition systems, public address systems, voice
responsive systems for performing actions, etc.).

[0062] Initially, a user may join an online meeting, and
speech transformation module 150 receives audio signals
from microphone 924 of a computer device 102 in substan-
tially the same manner described above. The audio signals
preferably include a combination of user speech and noise
(e.g., speech of competing individuals, sounds of a sur-
rounding environment, noise from a microphone or other
devices, etc.). The received audio signals are transformed by
a selected noise removal model in substantially the same
manner described above.

[0063] Clean speech detector 240 processes the trans-
formed audio signals from the selected noise removal model
to determine the presence of clean speech (e.g., speech of the
user with no or low levels of competing-talker speech and
other noise, etc.). Noise detection model 242 of the clean
speech detector compares the transformed audio signals to
the received audio signals to determine a difference at
operation 605. The difference corresponds to a signal-to-
noise ratio (SNR) of the received audio signals. For
example, a large difference indicates removal of a significant
amount of noise from the received audio signals and corre-
sponds to a low signal-to-noise ratio (SNR), while a small
difference indicates removal of a low amount of noise from
the received audio signals and corresponds to a high signal-
to-noise ratio (SNR). Noise detection model 242 may
include any conventional or other machine learning models
(e.g., mathematical/statistical, classifiers, feed-forward,
recurrent, convolutional, deep learning, or other neural net-
works, etc.) to determine the difference.

[0064] In an embodiment, noise detection model 242 may
employ a neural network substantially similar to the neural
network described above (e.g., for noise removal model 222,
voice recognition model 232, etc.). The neural network may
be trained using a training set of pairs of audio samples as
input, while their known corresponding differences (corre-
sponding to signal-to-noise ratios (SNR)) may be used for
the training set as known output. In an embodiment, feature
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vectors may be extracted from the audio samples and used
for the training set as input, while their known correspond-
ing differences (corresponding to signal-to-noise ratios
(SNR)) may be used for the training set as known output. A
feature vector may include any suitable features of the audio
samples (e.g., frequency, pitch, amplitude, etc.). However,
the training set may include any desired audio samples to
learn the characteristics for determining the differences
corresponding to signal-to-noise ratios (SNR).

[0065] The output layer of the neural network indicates a
difference (corresponding to a signal-to-noise ratio (SNR))
for input data. Further, output layer neurons may indicate a
probability for the input data having a corresponding dif-
ference. The received and transformed audio signals are
provided to the neural network to determine the difference
corresponding to the signal-to-noise ratio (SNR).

[0066] When the difference between the received and
transformed audio signals satisfies a threshold (e.g., indi-
cating or corresponding to an amount of noise, etc.) as
determined at operation 610, the received audio signals are
considered to contain clean speech of the user. For example,
the threshold may be a value for which differences below the
value correspond to a sufficiently high signal-to-noise ratio
(SNR) indicating clean or substantially clean speech. The
threshold may be any value that corresponds to a signal-to-
noise ratio (SNR) greater than or equal to 20 dB. The
received audio signals of clean speech are collected and
provided (along with a corresponding user identifier to
associate the clean speech with a user) to training module
250 for storage in speech database 324 at operation 615. The
collected clean speech are used to generate training data for
training or personalizing the noise removal model as
described herein.

[0067] With continued reference to FIGS. 1-6, FIG. 7
illustrates a flowchart of an example method 700 for training
and evaluating a noise removal model according to an
example embodiment. While FIG. 7 is described with
respect to transforming speech signals of a participant of an
online meeting, it will be appreciated that speech signals
may be transformed for any scenarios or activities involving
voice (e.g., telephone or other calls, communications, audio
messages, speech and/or voice recognition systems, public
address systems, voice responsive systems for performing
actions, etc.).

[0068] Initially, a user may join an online meeting, and
speech transformation module 150 receives audio signals
from microphone 924 of a computer device 102 in substan-
tially the same manner described above. The audio signals
preferably include a combination of user speech and noise
(e.g., speech of competing individuals, sounds of a sur-
rounding environment, noise from a microphone or other
devices, etc.). The received audio signals are transformed by
a selected noise removal model for clean speech detection
and collection in substantially the same manner described
above.

[0069] Noise removal model 222 for the user is periodi-
cally trained for customization to the user (e.g., at a certain
time interval, at a scheduled time, after a number of new
training data, after a number of new clean speech samples
are collected, etc.). The training may occur off-line, or
dynamically during a meeting or other communication ses-
sion. When the noise removal model is to be trained as
determined at operation 705, training data is generated at
operation 710. Noise modeling module 310 adjusts charac-
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teristics of clean speech of users to generate the training
data. The noise modeling module receives clean speech of a
user from clean speech detector 240 (e.g., during meetings
or other communication sessions) and stores the clean
speech in data sources 320 as described above. The noise
modeling module mixes or combines clean speech of the
user from speech database 324 (e.g., retrieved based on the
user identifier, etc.) with noise from noise database 324
and/or reverberation based on reverberation models and/or
data from data source 326 to produce training data (e.g.,
audio samples of any combination of clean speech, noise,
reverberation, etc.) for personalizing or customizing noise
removal model 222 for the user.

[0070] The training data are used to train noise removal
model 222 of the user at operation 715. The training data are
provided to customization module 330 to train or customize
noise removal model 222 for the user. The training data may
be produced and used to train or generate a new or updated
version of noise removal model 222 for the user based on
new clean speech of the user collected during live meetings
or other communication sessions. The noise removal model
may be trained using the generated training data in substan-
tially the same manner described above. The customization
module may store the new or updated version in model
database 332 (e.g., based on the user identifier, etc.). Model
selection module 340 evaluates performance of the updated
version relative to the current version of the noise removal
model at operation 720. For example, accuracy may be
measured between the current and updated versions. A
portion of the training data may be used as testing data and
provided to the current and updated versions. The amount of
correct outputs for the testing data (e.g., quantity or per-
centage of correct outputs, etc.) may be used to compare
performance. However, any suitable performance metric or
combination of performance metrics may be used (e.g.,
accuracy, running or processing time, etc.).

[0071] When the updated version provides improved per-
formance (e.g., greater quantity or percentage of correct
outputs, etc.) as determined at operation 725, the back-
ground noise removal (BNR) module 220 replaces the
current version with the updated version at operation 730 to
improve performance. The above process repeats from
operation 705 in substantially the same manner described
above until termination (e.g., power down, removal of a user
or model, etc.) as determined at operation 735.

[0072] FIG. 8 is a flowchart of an example method 800 for
transforming speech signals to attenuate noise according to
an example embodiment. At operation 805, speech signals
are received from a user during a communication session.
The received speech signals contain noise including speech
of other individuals. At operation 810, the received speech
signals are transformed by a machine learning model to
produce transformed speech signals corresponding to the
received speech signals with a reduced amount of the noise.
The machine learning model is trained with speech of the
user satisfying a noise threshold and collected during one or
more communication sessions.

[0073] Referring to FIG. 9, FIG. 9 illustrates a hardware
block diagram of a computing device 900 that may perform
functions associated with operations discussed herein in
connection with the techniques depicted in FIGS. 1-8. In
various embodiments, a computing device or apparatus,
such as computing device 900 or any combination of com-
puting devices 900, may be configured as any device entity/
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entities (e.g., computer devices, meeting supervisor or other
server systems, endpoint devices, etc.) as discussed for the
techniques depicted in connection with FIGS. 1-8 in order to
perform operations of the various techniques discussed
herein.

[0074] In at least one embodiment, computing device 900
may be any apparatus that may include one or more pro-
cessor(s) 902, one or more memory element(s) 904, storage
906, a bus 908, one or more network processor unit(s) 910
interconnected with one or more network input/output (1/O)
interface(s) 912, one or more [/O interface(s) 914, and
control logic 920. In various embodiments, instructions
associated with logic for computing device 900 can overlap
in any manner and are not limited to the specific allocation
of instructions and/or operations described herein.

[0075] In at least one embodiment, processor(s) 902 is/are
at least one hardware processor configured to execute vari-
ous tasks, operations and/or functions for computing device
900 as described herein according to software and/or
instructions configured for computing device 900. Processor
(s) 902 (e.g., a hardware processor) can execute any type of
instructions associated with data to achieve the operations
detailed herein. In one example, processor(s) 902 can trans-
form an element or an article (e.g., data, information) from
one state or thing to another state or thing. Any of potential
processing elements, microprocessors, digital signal proces-
sor, baseband signal processor, modem, PHY, controllers,
systems, managers, logic, and/or machines described herein
can be construed as being encompassed within the broad
term ‘processor’.

[0076] In at least one embodiment, memory element(s)
904 and/or storage 906 is/are configured to store data,
information, software, and/or instructions associated with
computing device 900, and/or logic configured for memory
element(s) 904 and/or storage 906. For example, any logic
described herein (e.g., control logic 920) can, in various
embodiments, be stored for computing device 900 using any
combination of memory element(s) 904 and/or storage 906.
Note that in some embodiments, storage 906 can be con-
solidated with memory elements 904 (or vice versa), or can
overlap/exist in any other suitable manner.

[0077] In at least one embodiment, bus 908 can be con-
figured as an interface that enables one or more elements of
computing device 900 to communicate in order to exchange
information and/or data. Bus 908 can be implemented with
any architecture designed for passing control, data and/or
information between processors, memory elements/storage,
peripheral devices, and/or any other hardware and/or soft-
ware components that may be configured for computing
device 900. In at least one embodiment, bus 908 may be
implemented as a fast kernel-hosted interconnect, poten-
tially using shared memory between processes (e.g., logic),
which can enable efficient communication paths between the
processes.

[0078] In various embodiments, network processor unit(s)
910 may enable communication between computing device
900 and other systems, entities, etc., via network 1/O inter-
face(s) 912 to facilitate operations discussed for various
embodiments described herein. In various embodiments,
network processor unit(s) 910 can be configured as a com-
bination of hardware and/or software, such as one or more
Ethernet driver(s) and/or controller(s) or interface cards,
Fibre Channel (e.g., optical) driver(s) and/or controller(s),
wireless receivers/transmitters/transceivers, baseband pro-
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cessor(s)/modem(s), and/or other similar network interface
driver(s) and/or controller(s) now known or hereafter devel-
oped to enable communications between computing device
900 and other systems, entities, etc. to facilitate operations
for various embodiments described herein. In various
embodiments, network I/O interface(s) 912 can be config-
ured as one or more Ethernet port(s), Fibre Channel ports,
any other I/O port(s), and/or antenna(s)/antenna array(s)
now known or hereafter developed. Thus, the network
processor unit(s) 910 and/or network /O interfaces 912 may
include suitable interfaces for receiving, transmitting, and/or
otherwise communicating data and/or information in a net-
work environment.

[0079] 1/O interface(s) 914 allow for input and output of
data and/or information with other entities that may be
connected to computing device 900. For example, 1/O
interface(s) 914 may provide a connection to external
devices such as a keyboard, keypad, a touch screen, and/or
any other suitable input device now known or hereafter
developed. In some instances, external devices can also
include portable computer readable (non-transitory) storage
media such as database systems, thumb drives, portable
optical or magnetic disks, and memory cards. In still some
instances, external devices can be a mechanism to display
data to a user, such as, for example, a computer monitor, a
display screen, or the like.

[0080] With respect to certain entities (e.g., computer
device, endpoint device, etc.), computing device 900 may
further include, or be coupled to, an audio speaker 922 to
convey sound, microphone or other sound sensing device
924, camera or image capture device 926, a keypad or
keyboard 928 to enter information (e.g., alphanumeric infor-
mation, etc.), and/or a touch screen or other display 930.
These items may be coupled to bus 908 or 1/O interface(s)
914 to transfer data with other elements of computing device
900.

[0081] In various embodiments, control logic 920 can
include instructions that, when executed, cause processor(s)
902 to perform operations, which can include, but not be
limited to, providing overall control operations of comput-
ing device 900; interacting with other entities, systems, etc.
described herein; maintaining and/or interacting with stored
data, information, parameters, etc. (e.g., memory element(s),
storage, data structures, databases, tables, etc.); combina-
tions thereof; and/or the like to facilitate various operations
for embodiments described herein.

[0082] Present embodiments may provide various techni-
cal and other advantages. In an embodiment, speech signals
are processed by a machine learning model in order to
attenuate (e.g., reduce or remove) various forms of noise and
provide significantly enhanced results (e.g., speech signals
without the noise, etc.). The machine learning model is
personalized or trained to a specific user based on clean
speech collected during live meetings or other communica-
tion sessions to provide enhanced accuracy. Since the
machine learning model is trained to enhance speech of a
particular user, the noise removal model may attenuate (e.g.,
reduce or remove) all types of noise (e.g., echoes, rever-
berations, ambient sounds, speech of competing individuals,
etc.). This provides improved performance and simplifies a
noise removal pipeline since specialized processing (e.g.,
echo cancellation, etc.) in the noise removal pipeline may no
longer be needed.
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[0083] In an embodiment, training data can be efficiently
produced (through combining or mixing the clean speech
with noise or other variants) that simulates various types of
noise (including noise effects) to improve accuracy and
training of machine learning models. Further, noise specific
to a user or user environment may be captured during
speech-free segments and used to train or personalize the
machine learning model for improved accuracy.

[0084] Moreover, personalizing a general noise removal
model to a user may consume significant resources and time.
In order to improve personalization of a noise removal
model for the user, an example embodiment identifies a
personalized model of another user with speech features
similar to the speech features of the user to use as the noise
removal model. Since the personalized noise removal model
of the similar user is already trained, customization of that
model to the user is faster and requires less training and
computing and other resources.

[0085] In addition, the machine learning model may be
dynamically updated or personalized to a user as clean
speech is collected during live meetings and other commu-
nication sessions. Further, the machine learning model may
be continuously updated (or trained) based on user feedback
or measurements indicating a quality of the transformed
speech signals. For example, user feedback or measurements
may indicate a poor quality signal (e.g., high noise level,
etc.). The feedback may be used to update or train the
machine learning model with new or different training data
(e.g., derived from new clean speech, different combinations
of clean speech and noise, etc.) to improve attenuation (e.g.,
reduction or removal) of noise. Thus, the machine learning
model may continuously evolve (or be trained) to learn
characteristics of a specific user and/or improve noise reduc-
tion.

[0086] The programs and software described herein may
be identified based upon application(s) for which they are
implemented in a specific embodiment. However, it should
be appreciated that any particular program nomenclature
herein is used merely for convenience; thus, embodiments
herein should not be limited to use(s) solely described in any
specific application(s) identified and/or implied by such
nomenclature.

[0087] Data relating to operations described herein may be
stored within any conventional or other data structures (e.g.,
files, arrays, lists, stacks, queues, records, etc.) and may be
stored in any desired storage unit (e.g., database, data or
other stores or repositories, queue, etc.). The data transmit-
ted between device entities may include any desired format
and arrangement, and may include any quantity of any types
of fields of any size to store the data. The definition and data
model for any datasets may indicate the overall structure in
any desired fashion (e.g., computer-related languages,
graphical representation, listing, etc.).

[0088] The present embodiments may employ any number
of any type of user interface (e.g., graphical user interface
(GUI), command-line, prompt, etc.) for obtaining or pro-
viding information, where the interface may include any
information arranged in any fashion. The interface may
include any number of any types of input or actuation
mechanisms (e.g., buttons, icons, fields, boxes, links, etc.)
disposed at any locations to enter/display information and
initiate desired actions via any suitable input devices (e.g.,
mouse, keyboard, etc.). The interface screens may include
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any suitable actuators (e.g., links, tabs, etc.) to navigate
between the screens in any fashion.

[0089] The environment of the present embodiments may
include any number of computer or other processing systems
(e.g., client or end-user systems, server systems, etc.) and
databases or other repositories arranged in any desired
fashion, where the present embodiments may be applied to
any desired type of computing environment (e.g., cloud
computing, client-server, network computing, mainframe,
stand-alone systems, datacenters, etc.). The computer or
other processing systems employed by the present embodi-
ments may be implemented by any number of any personal
or other type of computer or processing system (e.g., desk-
top, laptop, Personal Digital Assistant (PDA), mobile
devices, etc.), and may include any commercially available
operating system and any combination of commercially
available and custom software. These systems may include
any types of monitors and input devices (e.g., keyboard,
mouse, voice recognition, etc.) to enter and/or view infor-
mation.

[0090] It is to be understood that the software of the
present embodiments may be implemented in any desired
computer language and could be developed by one of
ordinary skill in the computer arts based on the functional
descriptions contained in the specification and flowcharts
and diagrams illustrated in the drawings. Further, any ref-
erences herein of software performing various functions
generally refer to computer systems or processors perform-
ing those functions under software control. The computer
systems of the present embodiments may alternatively be
implemented by any type of hardware and/or other process-
ing circuitry.

[0091] The various functions of the computer or other
processing systems may be distributed in any manner among
any number of software and/or hardware modules or units,
processing or computer systems and/or circuitry, where the
computer or processing systems may be disposed locally or
remotely of each other and communicate via any suitable
communications medium (e.g., Local Area Network (LAN),
Wide Area Network (WAN), Intranet, Internet, hardwire,
modem connection, wireless, etc.). For example, the func-
tions of the present embodiments may be distributed in any
manner among the various end-user/client, server, and other
processing devices or systems, and/or any other intermedi-
ary processing devices. The software and/or algorithms
described above and illustrated in the flowcharts and dia-
grams may be modified in any manner that accomplishes the
functions described herein. In addition, the functions in the
flowcharts, diagrams, or description may be performed in
any order that accomplishes a desired operation.

[0092] The networks of present embodiments may be
implemented by any number of any type of communications
network (e.g., LAN, WAN, Internet, Intranet, Virtual Private
Network (VPN), etc.). The computer or other processing
systems of the present embodiments may include any con-
ventional or other communications devices to communicate
over the network via any conventional or other protocols.
The computer or other processing systems may utilize any
type of connection (e.g., wired, wireless, etc.) for access to
the network. Local communication media may be imple-
mented by any suitable communication media (e.g., LAN,
hardwire, wireless link, Intranet, etc.).

[0093] Each of the elements described herein may couple
to and/or interact with one another through interfaces and/or
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through any other suitable connection (wired or wireless)
that provides a viable pathway for communications. Inter-
connections, interfaces, and variations thereof discussed
herein may be utilized to provide connections among ele-
ments in a system and/or may be utilized to provide com-
munications, interactions, operations, etc. among elements
that may be directly or indirectly connected in the system.
Any combination of interfaces can be provided for elements
described herein in order to facilitate operations as discussed
for various embodiments described herein.

[0094] In various embodiments, any device entity or appa-
ratus as described herein may store data/information in any
suitable volatile and/or non-volatile memory item (e.g.,
magnetic hard disk drive, solid state hard drive, semicon-
ductor storage device, Random Access Memory (RAM),
Read Only Memory (ROM), Erasable Programmable ROM
(EPROM), application specific integrated circuit (ASIC),
etc.), software, logic (fixed logic, hardware logic, program-
mable logic, analog logic, digital logic), hardware, and/or in
any other suitable component, device, element, and/or object
as may be appropriate. Any of the memory items discussed
herein should be construed as being encompassed within the
broad term ‘memory element’. Data/information being
tracked and/or sent to one or more device entities as dis-
cussed herein could be provided in any database, table,
register, list, cache, storage, and/or storage structure: all of
which can be referenced at any suitable timeframe. Any such
storage options may also be included within the broad term
‘memory element’ as used herein.

[0095] Note that in certain example implementations,
operations as set forth herein may be implemented by logic
encoded in one or more tangible media that is capable of
storing instructions and/or digital information and may be
inclusive of non-transitory tangible media and/or non-tran-
sitory computer readable storage media (e.g., embedded
logic provided in: an ASIC, Digital Signal Processing (DSP)
instructions, software [potentially inclusive of object code
and source code], etc.) for execution by one or more
processor(s), and/or other similar machine, etc. Generally,
memory element(s) 904 and/or storage 906 can store data,
software, code, instructions (e.g., processor instructions),
logic, parameters, combinations thereof, and/or the like used
for operations described herein. This includes memory ele-
ments 904 and/or storage 906 being able to store data,
software, code, instructions (e.g., processor instructions),
logic, parameters, combinations thereof, or the like that are
executed to carry out operations in accordance with teach-
ings of the present disclosure.

[0096] In some instances, software of the present embodi-
ments may be available via a non-transitory computer use-
able medium (e.g., magnetic or optical mediums, magneto-
optic mediums, Compact Disc ROM (CD-ROM), Digital
Versatile Disc (DVD), memory devices, etc.) of a stationary
or portable program product apparatus, downloadable file
(s), file wrapper(s), object(s), package(s), container(s), and/
or the like. In some instances, non-transitory computer
readable storage media may also be removable. For
example, a removable hard drive may be used for memory/
storage in some implementations. Other examples may
include optical and magnetic disks, thumb drives, and smart
cards that can be inserted and/or otherwise connected to a
computing device for transfer onto another computer read-
able storage medium.
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[0097] Variations and Implementations

[0098] Embodiments described herein may include one or
more networks, which can represent a series of points and/or
network elements of interconnected communication paths
for receiving and/or transmitting messages (e.g., packets of
information) that propagate through the one or more net-
works. These network elements offer communicative inter-
faces that facilitate communications between the network
elements. A network can include any number of hardware
and/or software elements coupled to (and in communication
with) each other through a communication medium. Such
networks can include, but are not limited to, any Local Area
Network (LAN), Virtual LAN (VLAN), Wide Area Network
(WAN) (e.g., the Internet), Software Defined WAN (SD-
WAN), Wireless Local Area (WLA) access network, Wire-
less Wide Area (WWA) access network, Metropolitan Area
Network (MAN), Intranet, Extranet, Virtual Private Net-
work (VPN), Low Power Network (LPN), Low Power Wide
Area Network (LPWAN), Machine to Machine (M2M)
network, Internet of Things (IoT) network, Ethernet net-
work/switching system, any other appropriate architecture
and/or system that facilitates communications in a network
environment, and/or any suitable combination thereof.
[0099] Networks through which communications propa-
gate can use any suitable technologies for communications
including wireless communications (e.g., 4G/5G/nG, IEEE
802.11 (e.g., Wi-Fi®/Wi-Fi6®), IEEE 802.16 (e.g., World-
wide Interoperability for Microwave Access (WiMAX)),
Radio-Frequency Identification (RFID), Near Field Com-
munication (NFC), Bluetooth™ mm.wave, Ultra-Wideband
(UWB), etc.), and/or wired communications (e.g., T1 lines,
T3 lines, digital subscriber lines (DSL), Ethernet, Fibre
Channel, etc.). Generally, any suitable means of communi-
cations may be used such as electric, sound, light, infrared,
and/or radio to facilitate communications through one or
more networks in accordance with embodiments herein.
Communications, interactions, operations, etc. as discussed
for various embodiments described herein may be per-
formed among entities that may be directly or indirectly
connected utilizing any algorithms, communication proto-
cols, interfaces, etc. (proprietary and/or non-proprietary)
that allow for the exchange of data and/or information.
[0100] In various example implementations, any device
entity or apparatus for various embodiments described
herein can encompass network elements (which can include
virtualized network elements, functions, etc.) such as, for
example, network appliances, forwarders, routers, servers,
switches, gateways, bridges, load-balancers, firewalls, pro-
cessors, modules, radio receivers/transmitters, or any other
suitable device, component, element, or object operable to
exchange information that facilitates or otherwise helps to
facilitate various operations in a network environment as
described for various embodiments herein. Note that with
the examples provided herein, interaction may be described
in terms of one, two, three, or four device entities. However,
this has been done for purposes of clarity, simplicity and
example only. The examples provided should not limit the
scope or inhibit the broad teachings of systems, networks,
etc. described herein as potentially applied to a myriad of
other architectures.

[0101] Communications in a network environment can be
referred to herein as ‘messages’, ‘messaging’, ‘signaling’,
‘data’, ‘content’, ‘objects’, ‘requests’, ‘queries’, ‘responses’,
‘replies’, etc. which may be inclusive of packets. As referred
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to herein and in the claims, the term ‘packet’ may be used in
a generic sense to include packets, frames, segments, data-
grams, and/or any other generic units that may be used to
transmit communications in a network environment. Gen-
erally, a packet is a formatted unit of data that can contain
control or routing information (e.g., source and destination
address, source and destination port, etc.) and data, which is
also sometimes referred to as a ‘payload’, ‘data payload’,
and variations thereof. In some embodiments, control or
routing information, management information, or the like
can be included in packet fields, such as within header(s)
and/or trailer(s) of packets. Internet Protocol (IP) addresses
discussed herein and in the claims can include any IP version
4 (IPv4) and/or IP version 6 (IPv6) addresses.

[0102] To the extent that embodiments presented herein
relate to the storage of data, the embodiments may employ
any number of any conventional or other databases, data
stores or storage structures (e.g., files, databases, data struc-
tures, data or other repositories, etc.) to store information.

[0103] Note that in this Specification, references to vari-
ous features (e.g., elements, structures, nodes, modules,
components, engines, logic, steps, operations, functions,
characteristics, etc.) included in ‘one embodiment’,
‘example embodiment’, ‘an embodiment’, ‘another embodi-
ment’, ‘certain embodiments’, ‘some embodiments’, ‘vari-
ous embodiments’, ‘other embodiments’, ‘alternative
embodiment’, and the like are intended to mean that any
such features are included in one or more embodiments of
the present disclosure, but may or may not necessarily be
combined in the same embodiments. Note also that a mod-
ule, engine, client, controller, function, logic or the like as
used herein in this Specification, can be inclusive of an
executable file comprising instructions that can be under-
stood and processed on a server, computer, processor,
machine, compute node, combinations thereof, or the like
and may further include library modules loaded during
execution, object files, system files, hardware logic, software
logic, or any other executable modules.

[0104] It is also noted that the operations and steps
described with reference to the preceding figures illustrate
only some of the possible scenarios that may be executed by
one or more device entities discussed herein. Some of these
operations may be deleted or removed where appropriate, or
these steps may be modified or changed considerably with-
out departing from the scope of the presented concepts. In
addition, the timing and sequence of these operations may be
altered considerably and still achieve the results taught in
this disclosure. The preceding operational flows have been
offered for purposes of example and discussion. Substantial
flexibility is provided by the embodiments in that any
suitable arrangements, chronologies, configurations, and
timing mechanisms may be provided without departing from
the teachings of the discussed concepts.

[0105] As used herein, unless expressly stated to the
contrary, use of the phrase ‘at least one of”, ‘one or more of”,
‘and/or’, variations thereof, or the like are open-ended
expressions that are both conjunctive and disjunctive in
operation for any and all possible combinations of the
associated listed items. For example, each of the expressions
‘at least one of X, Y and 7, “at least one of X, Y or Z’, ‘one
or more of X, Y and Z’, ‘one or more of X, Y or Z” and ‘X,
Y and/or 7’ can mean any of the following: 1) X, but not Y
and not Z; 2) Y, but not X and not Z; 3) Z, but not X and not
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Y; 4) X and Y, but not Z; 5) X and Z, but not Y; 6) Y and
Z,but not X; or 7) X, Y, and Z.

[0106] FEach example embodiment disclosed herein has
been included to present one or more different features.
However, all disclosed example embodiments are designed
to work together as part of a single larger system or method.
This disclosure explicitly envisions compound embodiments
that combine multiple previously-discussed features in dif-
ferent example embodiments into a single system or method.

[0107] Additionally, unless expressly stated to the con-
trary, the terms ‘first’, ‘second’, “third’, etc., are intended to
distinguish the particular nouns they modify (e.g., element,
condition, node, module, activity, operation, etc.). Unless
expressly stated to the contrary, the use of these terms is not
intended to indicate any type of order, rank, importance,
temporal sequence, or hierarchy of the modified noun. For
example, ‘first X and ‘second X are intended to designate
two ‘X’ elements that are not necessarily limited by any
order, rank, importance, temporal sequence, or hierarchy of
the two elements. Further as referred to herein, ‘at least one
of” and ‘one or more of” can be represented using the ‘(s)’
nomenclature (e.g., one or more element(s)).

[0108] One or more advantages described herein are not
meant to suggest that any one of the embodiments described
herein necessarily provides all of the described advantages
or that all the embodiments of the present disclosure nec-
essarily provide any one of the described advantages.
Numerous other changes, substitutions, variations, altera-
tions, and/or modifications may be ascertained to one skilled
in the art and it is intended that the present disclosure
encompass all such changes, substitutions, variations, altera-
tions, and/or modifications as falling within the scope of the
appended claims.

[0109] In one form, a method is provided. The method
comprises: receiving speech signals from a user during a
communication session, wherein the received speech signals
contain noise including speech of other individuals; and
transforming the received speech signals by a machine
learning model to produce transformed speech signals cor-
responding to the received speech signals with a reduced
amount of the noise, wherein the machine learning model is
trained with speech of the user satisfying a noise threshold
and collected during one or more communication sessions.

[0110] In one example, the method further comprises
training the machine learning model with user specific noise
data to customize the machine learning model to the user.

[0111] In one example, the method further comprises
generating training data to customize the machine learning
model to the user by combining the collected speech of the
user with one or more from a group of sounds, speech of
individuals, and reverberations.

[0112] In one example, the method further comprises
detecting sounds of a surrounding environment of the user
during segments of the one or more communication sessions
lacking speech, wherein the user specific noise data includes
the detected sounds to customize the machine learning
model to the user.

[0113] In one example, the method further comprises:
determining that performance of an updated version of the
machine learning model exceeds a current version of the
machine learning model, wherein the updated version of the
machine learning model is trained with data collected from
one or more new communication sessions; and replacing the
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current version of the machine learning model with the
updated version of the machine learning model.
[0114] In one example, the method further comprises
selecting the machine learning model to customize to the
user from a library of machine learning models associated
with other users based on a comparison of speech features of
the user to speech features of the other users.
[0115] In one example, transforming the received speech
signals further comprises producing the transformed speech
signals by the machine learning model maintaining the
speech signals of the user and removing the noise contained
in the received speech signals.
[0116] In another form, an apparatus is provided. The
apparatus comprises: a computing system comprising one or
more processors, wherein the one or more processors are
configured to: receive speech signals from a user during a
communication session, wherein the received speech signals
contain noise including speech of other individuals; and
transform the received speech signals by a machine learning
model to produce transformed speech signals corresponding
to the received speech signals with a reduced amount of the
noise, wherein the machine learning model is trained with
speech of the user satisfying a noise threshold and collected
during one or more communication sessions.
[0117] In another form, one or more non-transitory com-
puter readable storage media are provided. The non-transi-
tory computer readable storage media are encoded with
processing instructions that, when executed by one or more
processors, cause the one or more processors to: receive
speech signals from a user during a communication session,
wherein the received speech signals contain noise including
speech of other individuals; and transform the received
speech signals by a machine learning model to produce
transformed speech signals corresponding to the received
speech signals with a reduced amount of the noise, wherein
the machine learning model is trained with speech of the
user satisfying a noise threshold and collected during one or
more communication sessions.
[0118] The above description is intended by way of
example only. Although the techniques are illustrated and
described herein as embodied in one or more specific
examples, it is nevertheless not intended to be limited to the
details shown, since various modifications and structural
changes may be made within the scope and range of equiva-
lents of the claims.
What is claimed is:
1. A method comprising:
receiving speech signals from a user during a communi-
cation session, wherein the received speech signals
contain noise including speech of other individuals; and
transforming the received speech signals by a machine
learning model to produce transformed speech signals
corresponding to the received speech signals with a
reduced amount of the noise, wherein the machine
learning model is trained with speech of the user
satisfying a noise threshold and collected during one or
more communication sessions.
2. The method of claim 1, further comprising:
training the machine learning model with user specific
noise data to customize the machine learning model to
the user.
3. The method of claim 2, further comprising:
generating training data to customize the machine learn-
ing model to the user by combining the speech of the
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user with one or more from a group of sounds, speech
of individuals, and reverberations.

4. The method of claim 2, further comprising:

detecting sounds of a surrounding environment of the user
during segments of the one or more communication
sessions lacking speech, wherein the user specific noise
data includes the detected sounds to customize the
machine learning model to the user.

5. The method of claim 1, further comprising:

determining that performance of an updated version of the
machine learning model exceeds a current version of
the machine learning model, wherein the updated ver-
sion of the machine learning model is trained with data
collected from one or more new communication ses-
sions; and

replacing the current version of the machine learning
model with the updated version of the machine learning
model.

6. The method of claim 1, further comprising:

selecting the machine learning model to customize to the
user from a library of machine learning models asso-
ciated with other users based on a comparison of
speech features of the user to speech features of the
other users.

7. The method of claim 1, wherein transforming the

received speech signals further comprises:
producing the transformed speech signals by the machine
learning model maintaining the speech signals of the
user and removing the noise contained in the received
speech signals.
8. An apparatus comprising:
a computing system comprising one or more processors,
wherein the one or more processors are configured to:
receive speech signals from a user during a communi-
cation session, wherein the received speech signals
contain noise including speech of other individuals;
and

transform the received speech signals by a machine
learning model to produce transformed speech sig-
nals corresponding to the received speech signals
with a reduced amount of the noise, wherein the
machine learning model is trained with speech of the
user satistying a noise threshold and collected during
one or more communication sessions.

9. The apparatus of claim 8, wherein the one or more

processors are further configured to:

train the machine learning model with user specific noise
data to customize the machine learning model to the
user.

10. The apparatus of claim 9, wherein the one or more

processors are further configured to:

generate training data to customize the machine learning
model to the user by combining the speech of the user
with one or more from a group of sounds, speech of
individuals, and reverberations, wherein the sounds
include sounds detected within a surrounding environ-
ment of the user during segments of the one or more
communication sessions lacking speech.

11. The apparatus of claim 8, wherein the one or more

processors are further configured to:

determine that performance of an updated version of the
machine learning model exceeds a current version of
the machine learning model, wherein the updated ver-
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sion of the machine learning model is trained with data
collected from one or more new communication ses-
sions; and

replace the current version of the machine learning model
with the updated version of the machine learning
model.

12. The apparatus of claim 8, wherein the one or more
processors are further configured to:

select the machine learning model to customize to the user

from a library of machine learning models associated
with other users based on a comparison of speech
features of the user to speech features of the other users.

13. The apparatus of claim 8, wherein transforming the
received speech signals further comprises:

producing the transformed speech signals by the machine

learning model maintaining the speech signals of the
user and removing the noise contained in the received
speech signals.

14. One or more non-transitory computer readable storage
media encoded with processing instructions that, when
executed by one or more processors, cause the one or more
processors to:

receive speech signals from a user during a communica-
tion session, wherein the received speech signals con-
tain noise including speech of other individuals; and

transform the received speech signals by a machine
learning model to produce transformed speech signals
corresponding to the received speech signals with a
reduced amount of the noise, wherein the machine
learning model is trained with speech of the user
satisfying a noise threshold and collected during one or
more communication sessions.

15. The one or more non-transitory computer readable
storage media of claim 14, wherein the processing instruc-
tions further cause the one or more processors to:

train the machine learning model with user specific noise

data to customize the machine learning model to the
user.

16. The one or more non-transitory computer readable
storage media of claim 15, wherein the processing instruc-
tions further cause the one or more processors to:

generate training data to customize the machine learning

model to the user by combining the speech of the user
with one or more from a group of sounds, speech of
individuals, and reverberations.

17. The one or more non-transitory computer readable
storage media of claim 15, wherein the processing instruc-
tions further cause the one or more processors to:

detect sounds of a surrounding environment of the user

during segments of the one or more communication
sessions lacking speech, wherein the user specific noise
data includes the detected sounds to customize the
machine learning model to the user.

18. The one or more non-transitory computer readable
storage media of claim 14, wherein the processing instruc-
tions further cause the one or more processors to:

determine that performance of an updated version of the
machine learning model exceeds a current version of
the machine learning model, wherein the updated ver-
sion of the machine learning model is trained with data
collected from one or more new communication ses-
sions; and
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replace the current version of the machine learning model
with the updated version of the machine learning
model.

19. The one or more non-transitory computer readable
storage media of claim 14, wherein the processing instruc-
tions further cause the one or more processors to:

select the machine learning model to customize to the user

from a library of machine learning models associated
with other users based on a comparison of speech
features of the user to speech features of the other users.

20. The one or more non-transitory computer readable
storage media of claim 14, wherein transforming the
received speech signals further comprises:

producing the transformed speech signals by the machine

learning model maintaining the speech signals of the
user and removing the noise contained in the received
speech signals.



