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(57) ABSTRACT 

A method of operating a charged-particle microscope, the 
method comprising: recording a first image of a first region of 
an object in a first setting; recording a second image of a 
second region of the object using the charged-particle micro 
Scope in a second setting; reading a third image of a third 
region using the charged-particle microscope, wherein the 
first and second regions are contained at least partially within 
the third region; displaying a representation of the first image 
at least partly within the displayed third image, wherein the 
representation of the first image includes a first indicator 
which is indicative of the first setting; displaying a represen 
tation of the second image at least partly within the displayed 
third image, wherein the representation of the second image 
includes a second indicator which is indicative of the second 
setting, and wherein the displayed second indicator is differ 
ent from the displayed first indicator. 

  



Patent Application Publication May 3, 2012 Sheet 1 of 8 US 2012/0104250 A1 

  



May 3, 2012 Sheet 2 of 8 US 2012/0104250 A1 Patent Application Publication 

----------------- 

× 8---------------------------------------------'' 

''''''''''''''''''''''''''''''''''''. 

3. " 

****************************************************************** 

ww. 

  

  

  

  



Patent Application Publication May 3, 2012 Sheet 3 of 8 US 2012/0104250 A1 

x- - 

  



Patent Application Publication May 3, 2012 Sheet 4 of 8 US 2012/0104250 A1 

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - w - - - - - 

: 
-X- r 

s X: 
: 

  



Patent Application Publication May 3, 2012 Sheet 5 of 8 US 2012/0104250 A1 

A 

v 

  

  



May 3, 2012 Sheet 6 of 8 US 2012/0104250 A1 Patent Application Publication 

  

  



pºzzzzzzzzzzzzzz! ****************** 

US 2012/0104250 A1 May 3, 2012 Sheet 7 of 8 Patent Application Publication 

  



May 3, 2012 Sheet 8 of 8 US 2012/0104250 A1 Patent Application Publication 

{ % % % % % % % % % % % % ·% 

  



US 2012/0104250 A1 

MICROSCOPE SYSTEM, METHOD FOR 
OPERATING A CHARGED-PARTICLE 

MCROSCOPE 

CROSS-REFERENCES TO RELATED 
APPLICATIONS 

0001. The present application claims priority of European 
patent application No. 10 014 245.4, filed Nov. 3, 2010, 
entitled “MICROSCOPE SYSTEM, METHOD FOR OPER 
ATING A CHARGED-PARTICLE MICROSCOPE, the 
content of which is hereby incorporated by reference in its 
entirety. 

TECHNICAL FIELD 

0002 The present invention relates generally to a method 
of operating a charged-particle microscope or a method of 
operating a combination of a charged-particle microscope 
with another microscope of a different type. More specifi 
cally, the invention is concerned with a method of operating a 
charged-particle microscope for managing a plurality of 
images which have been acquired at different microscope 
Settings. 

BACKGROUND ART 

0003. In microscopic applications, it is typically necessary 
for a user to view a larger area of the object at a lower 
magnification in order to locate multiple Small areas to be 
viewed. When the smaller area to be viewed is located, the 
user refocuses and Switches the magnification. Thereby, the 
user typically generates a set of images of the object, which 
covers a range of magnifications. The user has to browse this 
set of images for identifying object features or for deciding at 
which locations of the object to acquire further images. 
0004. However, when comparing images of widely differ 
ent magnifications, it is difficult to see how they are related to 
each other. 
0005. In the field of scanning electron microscopy, objects 
are often analyzed by using images of different detector con 
figurations each of them revealing different characteristics of 
the object. For example, a secondary electron detector (SE 
detector) allows to identify topographic features of object. 
The resolution of the SE detector is typically 1 to 3.5 nm at an 
energy of the primary electron beam of 30 kV, enabling very 
fine details of the surface topography to be resolved. 
0006. A backscattered electron detector (BSE detector) is 
typically placed close to the exit opening of the electron 
optical system to capture electrons, which are reflected or 
backscattered at acute angles from the object. Since the inten 
sity of the BSE signal is strongly related to the atomic number 
(Z) of the object, BSE images can provide information about 
the distribution of chemical elements in the sample. BSE 
detectors are typically solid-state devices, often with multiple 
components. For example, by Switching of two of the four 
quadrants of a 4-Quadrant BSE detector, Some shadowing can 
be created resulting in a better topographical contrast. 
0007 Moreover, scanning electron microscopes are often 
provided with an energy-dispersive spectrometer (EDX 
detector). When the primary electron beam removes an inner 
shell electron from an atom of the object, characteristic 
X-rays are emitted when higher energy electrons fill the inner 
shell of the atom and release energy. These characterstic 
X-rays are measured by the EDX detector, resulting in a 
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spectrum which may be used to identify the elemental com 
position of the object and to measure the abundance of spe 
cific elements. 

0008. Therefore, a comprehensive study of an object with 
a scanning electron microscope may involve studying images 
of different magnifications which have been acquired by 
using different detectors from different locations on the speci 
men. However, it is typically difficult for the user to determine 
how these images are related to each other making the analy 
sis of a complex object a time-consuming task. 
0009. Accordingly, it is considered desirable to provide a 
method for operating a charged-particle microscope which 
allows a more efficient acquisition and analysis of image data 
of an object. 
00.10 Embodiments provide a method of operating a 
charged-particle microscope, wherein the method comprises: 
recording a first image of a first region of an object using the 
charged-particle microscope in a first setting; recording a 
second image of a second region of the object using the 
charged-particle microscope in a second setting, wherein the 
second setting differs from the first setting with respect to at 
least one of a kinetic energy of primary charged particles used 
for imaging, a detector setting used for imaging, a beam 
current of the charged particles used for imaging and a pres 
Sure in a measuring chamber of the charged-particle micro 
Scope; recording a third image of a third region of the object 
using the charged-particle microscope, wherein the first and 
second regions are contained at least partially within the third 
region; displaying at least a portion of the third image; dis 
playing a representation of the first image at least partly 
within the displayed third image, wherein the representation 
of the first image includes a first indicator which is indicative 
of the first setting; displaying a representation of the second 
image at least partly within the displayed third image, 
wherein the representation of the second image includes a 
second indicator which is indicative of the second setting, and 
wherein the displayed second indicator is different from the 
displayed first indicator. 
0011. The method may be in particular a computer-imple 
mented method. The charged-particle microscope may for 
example be an electron microscope or a helium ion micro 
Scope. The electron microscope may be a scanning electron 
microscope or a transmission electron microscope. 
0012. The third image may be read from a storage 
medium. The storage medium may be part of a computer 
system or a database. Additionally or alternatively, the third 
image may be read via a signal line from a light microscope or 
from the charged-particle microscope. 
0013 The first region of the object may for example be a 
region of the object which is scanned by the charged-particle 
beam for acquiring the first image. 
0014. The first and/or second setting may be defined as a 
set of operational parameters of the charged-particle micro 
Scope which are specified at a time when the first image is 
acquired. The first and/or second setting may comprise at 
least one of a kinetic energy of the electron beam, a detector 
setting used for imaging, a beam current of the charged par 
ticles used for imaging and a pressure in a measuring cham 
ber. The detector setting may comprise at least one of the 
following: a type of a detector used for acquiring the image, a 
number of the detectors used for acquiring the image and a 
value of an operational parameter of the one or more detectors 
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used for imaging. The measuring chamber may be a vacuum 
chamber. The pressure may be measured at the time when the 
image is acquired. 
0015 The operational parameters of the one or more 
detectors used for imaging may for example comprise: a 
detector Voltage, identifier of detector segments of a 4-Quad 
rant-BSE detector used for imaging and an arrangement of 
the detector with respect to an object region of the charged 
particle microscope. 
0016 For example in the case of a scanning electron 
microscope, the detector used for acquiring the image may be 
one or more from a combination of the following: a secondary 
electron detector (SE detector), an in-lens secondary electron 
detector (annular SE detector), a backscattered electron 
detector (BSE detector) and/or an in-lens detector for detect 
ing backscattered electrons. 
0017. At least a portion of the third image is displayed. The 
third image may be displayed on a display of a computer. The 
computer may comprise a graphical user interface which is 
configured to display the third image in a rendering space of 
a window of the graphical user interface. 
0018. A representation of the first image is displayed on 
the display. The representation of the first image may com 
prise an unfilled frame in addition to the representation of the 
first image, also at least a portion of the first image may be 
displayed. For example, in case the first image comprises a 
non-overlapping region with the third image, image data of 
the first image which correspond to the non-overlapping 
region may be displayed in the non-overlapping region. 
0019. The representation of the first image is displayed at 
least partially within the third image. In other words, the first 
image may be located within the third image or may comprise 
both an overlapping region with the third image and a non 
overlapping region with the third image. 
0020. The method may comprise determining the repre 
sentation of the first image such that the representation of the 
first image is indicative of and/or depends on a location and an 
extent of the first region relative to the third region. 
0021. The location of the first region relative to the third 
region may be expressed by a displacement vector represent 
ing a displacement of a reference point of the first region 
relative to a reference point of the third region. Additionally, 
the location of the first region relative to the third region may 
be expressed by angles by which the orientation of the first 
region relative to the third region is described. In other words, 
the location of the first region relative to the third region may 
be expressed in the same manner as the linear position and 
angular position of a rigid body. 
0022. The extent may be a lateral extent, which is mea 
Sured perpendicular to the optical axis of the charged-particle 
microscope. The lateral extent may be measured by project 
ing the Surface topography of the imaged region of the object 
onto the object plane of the charged-particle microscope. 
0023 The extent of the first region relative to the third 
region may be expressed for example by a scale factor or by 
a first and a second scale factors, wherein the first scale factor 
corresponds to a first coordinate axis and the second scale 
factor corresponds to a second coordinate axis, wherein the 
first coordinate axis is non-parallel to the second coordinate 
aX1S. 

0024. Each of the representation of the first image and the 
representation of the second image comprises an indicator. 
The indicator may be a color and/or geometry of the respec 
tive representation. An indicator, which is represented by the 
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geometry of the representation may for example be a line 
pattern of the representation and/or an icon of the represen 
tation. Each of the indicators is indicative of the setting of the 
electron microscope at which the respective image was taken. 
For example, a red-colored frame may indicate that the first 
image has been acquired by using an SE detector, wherein a 
blue-colored frame may indicate that the first image has been 
acquired by using a BSE detector. 
0025. Each of the indicators may be determined from a 
group of pre-defined indicators. For example, the color “red 
for the first indicator may chosen from the group of colors 
“red and “blue. 
0026. The first indicator may indicate a setting of the 
charged-particle microscope independently from the indicat 
ing of the location and extent of the first region by the location 
and the form of the representation of the first image. Accord 
ingly, the second indicator may indicate a setting of the 
charged-particle microscope independently from the indicat 
ing of the extent and the location of the second region by the 
location and the form of the representation of the second 
image. 
0027. The first and second indicator may indicate first and 
second settings independently from the extent and locations 
of the first and second region relative to the third region. 
Thereby, the first and second indicator may provide addi 
tional information about the first and second settings. This 
additional information may comprise a detector setting and/ 
or a primary charged-particle beam setting. 
0028. The second indicator is different from the first indi 
cator. For example, the second indicator may be visibly dif 
ferent from the first indicator. 
0029. Accordingly, a method is provided which allows to 
operate a charged-particle microscope in an efficient way. In 
particular, the method combines the information of an image 
with its context (i.e. the information provided by other 
images). Thereby, it is easier for a user to relate the features of 
an image to features of an object and to determine which 
images are necessary to conduct a comprehensive study of the 
object. Consequently, the method allows to conduct a thor 
ough and comprehensive study of complex objects within a 
short time. 
0030. According to an embodiment, the method further 
comprises recording the third image using a light microscope 
or the charged-particle microscope. 
0031. Alternatively, the method may comprise, recording 
the third image using a confocal laser Scanning microscope, 
an atomic force microscope or a scanning tunneling micro 
Scope. 
0032. According to an embodiment, the second indicator 

is different from the first indicator such that the difference 
indicates and/or is dependent on a difference of the kinetic 
energies of the primary charged particles of the first and the 
second setting and/or a difference of the detector settings of 
the first and the second setting. 
0033. By way of example, the first indicator may depend 
on the detector setting and/or the energy of the charged 
particle beam of the first setting. The second indicator may 
depend on the detector setting and/or the energy of the 
charged-particle beam of the second setting. 
0034. According to a further embodiment, a form and a 
location of the representation of the first image is indicative of 
and/or dependent on an extent and a location of the first region 
of the object relative to the third region of the object; and a 
form and a location of the representation of the second image 
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is indicative of and/or dependent on an extent and a location 
of the second region relative to the third region of the object. 
0035. The form and location, of the representation of the 

first image and the second image may be determined depend 
ing on a magnification factor of the third image. The magni 
fication factor of the third image may be defined as a magni 
fication of the displayed third image. In particular, a size of 
the representation of the first image may be determined by 
multiplying the extent of the first image with the magnifica 
tion factor. The location of the representation of the first 
image relative to the third image may be determined by mul 
tiplying the location of the first region relative to the third 
region with the magnification factor. 
0036. According to a further embodiment, the displayed 
second indicator has a color different from a color of the 
displayed first indicator. The color of the first indicator and 
the color of the second indicator may be visually distinguish 
able. 
0037 According to a further embodiment, the displayed 
second indicator has a geometry different from a geometry of 
the displayed first indicator. The geometry of the first indica 
tor may be visually distinguishable from the geometry of the 
second indicator. 
0038. For example, the geometry of the first indicator may 
comprise an icon. The icon may indicate the first setting. The 
icon may example comprise a symbol which represents the 
detector, which has been used when acquiring the first image. 
As a further example, the representation of the first image 
may comprise a frame. The line pattern of the frame may be 
determined from the group of a solid line, a dashed line and a 
dashed-dotted line, depending on the first setting. 
0039. According to an embodiment, the charged-particle 
microscope is an electron microscope and a first detector is 
used for imaging of the first image and a second detector is 
used for imagine of the second image, wherein the first detec 
tor has a higher relative sensitivity forbackscattered electrons 
than the second detector. 
0040. For example, the first detector is a BSE detector and 
the second detector is an SE detector. 
0041 According to an embodiment a first kinetic energy 
of the primary charged particles is used for imaging of the first 
image and a second kinetic energy of the primary charged 
particles is used for imaging of the second image, wherein the 
first kinetic energy is greater than 1.1 times or greater than 1.5 
times or greater than 2 times the second kinetic energy. 
0042. According to a further embodiment, a lateral extent 
of the first region of the object is greater than a lateral extent 
of the second region of the object; wherein the third image 
and the representations of the first and second images are 
displayed on a display medium; and wherein a lateral extent 
of the displayed representation of the first image on the dis 
play medium is greater than a lateral extent of the displayed 
representation of the second image on the display medium. 
0043. A lateral extent of the first region may for example 
be a diameter of the first region, an area of the first region or 
a length of the first region along a coordinate axis. 
0044 According to a further embodiment, an angle 
between a line between a center of the first region of the object 
and a center of the third region of the object and a line between 
a center of the second region of the object and a center of the 
third region of the object is a first angle; wherein an angle 
between a line between a center of the displayed representa 
tion of the first image and a center of the displayed third image 
and a line between a center of the representation of the second 
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image and the center of the displayed third image is a second 
angle; and wherein an absolute value of a difference between 
the first angle and the second angle is less than 30 degrees. 
0045. The absolute value of the difference between the 

first angle and the second angle may be less than 10 degrees, 
less than 5 degrees or less than 1 degree. 
0046 Accordingly, it is possible for the user to recognize, 
based on the displayed representations of the first and second 
image, and the displayed third image the location of the first 
region and the second region relative to the third region. 
Thereby, it is possible for the user to see from the represen 
tations which portions of the object already have been imaged 
and which setting of the charged-particle microscope have 
been used for acquiring those images. 
0047 According to an embodiment, the representation of 
the first image includes a frame which represents and/or 
which depends on a lateral extent of the first region. Accord 
ing to an embodiment, the first representation is displayed 
within the third image and image data, which are enclosed by 
the first frame, represent the first region and image data, 
which are enclosed by the second frame represent the second 
region. 
0048. The frame may comprise lines, which are connected 
and arranged to define a region on the display. In other words, 
the frame may be an unfilled circle or an unfilled polygon, 
Such as a rectangle. In the region enclosed by the frame, 
image data values of the third image are displayed in case the 
frame is located completely inside the third image. In case the 
frame has a non-overlapping region with the third image, 
image data of the first image may be displayed in the non 
overlapping region. In case the frame is located outside of the 
third image, image data of the first image may be displayed 
inside the frame and outside the displayed third frame. A form 
of the frame relative to the displayed third image may corre 
spond to an extent of the imaged region of the object relative 
to an extent of the third image. In particular, a size of the frame 
relative to a size of the displayed third image may correspond 
to an extent of the first region of the object relative to an extent 
of the third region. The size of the frame relative to the third 
image may be expressed by the size of the frame divided by 
the size of the third image. A location of the frame relative to 
the displayed third image may correspond to a location of the 
first region relative to the third region. The form and location 
of the frame may be determined depending on a magnifica 
tion factor of the displayed third image. The magnification 
factor of the third image may be defined as a magnification of 
the displayed third image. In particular, a size of the frame 
may be determined by multiplying the extent or the first 
image with the magnification factor. The location of the frame 
relative to the third image may be determined by multiplying 
the location of the first region relative to the third region with 
the magnification factor. 
0049 According to an embodiment, the method further 
comprises selecting one of the first and second images by 
selecting one of the representation of the first image and 
representation of the second image and displaying the 
selected image. According to a further embodiment, the first 
and/or second representation is configured to be selectable. 
According to a further embodiment, the method further com 
prises displaying at least one of the first and the second image 
after the representation of the at least one of the first and the 
second image has been selected. According to a further 
embodiment, the method comprises displaying a list or links, 
which are provided by at least one of the first and second 
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representation after the at least one of the first and second 
representation has been selected. 
0050 Selecting a representation may comprise selecting 
the representation with a pointer of a mouse. 
0051. According to an embodiment, a lateral extent of the 
displayed selected image on a display medium is greater than 
a lateral extent of the displayed representation of the respec 
tive image on the display medium. 
0052 According to an embodiment, the method further 
comprises: selecting a region within the displayed third 
image; determining a fourth region of the object based on the 
selected region within the displayed third image; and record 
ing an image of the fourth region of the object using the 
charged-particle microscope. The charged-particle micro 
Scope may be an electron microscope. 
0053 Accordingly, it is possible for the user to identify a 
region of the object, where an image is to be acquired, based 
on the displayed third image and based on the displayed 
representations of the first and second image. 
0054 According to a further embodiment, a size of the 
fourth region of the object is at least 10 times smaller than a 
size of the third region of the object. 
0055 According to an embodiment, the method further 
comprises: recording a fifth image of a fifth region of the 
object using a second microscope, and displaying a represen 
tation of the fifth image at least partially within the third 
image, wherein the representation of the fifth image includes 
an indicator, which is indicative of the second microscope. 
0056. The indicator, which is indicative of the second 
microscope may be different, in particularly visually differ 
ent, from the first indicator and the second indicator. The fifth 
image may be displayed at least partially within the third 
image. The fifth image may be recorded using the second 
microscope in a second setting. The indicator which is indica 
tive of the second microscope may be further indicative of the 
setting of the second microscope. 
0057 The second microscope may be a light microscope. 
The light microscope may comprise an optical system for 
imaging an object region onto a detector Surface of an image 
sensor. Alternatively, the second microscope may be a con 
focal laser Scanning microscope, an atomic force microscope, 
a scanning tunneling microscope or any type of microscope 
known in the art. 
0058 Accordingly, there is provided a method which 
combines image data which are acquired by using different 
microscopic techniques. Thereby, it is possible for the user to 
conduct a thorough and efficient microscopic study of an 
object by combining different microscopes. 
0059. According to an embodiment, a form and a location 
of the representation of the first image relative to the third 
image corresponds to an extent and a location of the first 
region of the object relative to the third region of the object; 
and a form and a location of the representation of the second 
image relative to the third image corresponds to an extent and 
a location of the second region relative to the third region of 
the object. 
0060. The form of the representation of the first image 
may be for example a quadrilateral, wherein each of the 
angles of the quadrilateral is greater or less than 90 degrees. 
Thereby, the representation indicate that the first region is 
inclined with respect to the third region. According to an 
embodiment, the form or the indicator of the first representa 
tion indicates an angle of an imaging direction of the first 
image relative to an imaging direction of the third image in 
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case the angle is greater than 0 degrees. The imaging direction 
may be defined as a direction parallel to the optical axis of the 
charged-particle microscope or the light microscope when 
the image is acquired. The imaging direction is expressed 
relative to the object's coordinate system. Thereby, it is pos 
sible for the user to identify images, which at least partially 
show a same object portion but which are imaged from dif 
ferent imaging directions. This may allow to determine fea 
tures of Surface topography. 
0061 The electron microscope may comprise a position 
ing system which is configured to rotate the object with 
respect to the object region of the charged-particle micro 
Scope. Thereby, the first, second and third image may corre 
spond to different orientations of the object with respect to the 
object region of the charged-particle optical system. 
0062 According to a further embodiment, the displaying 
of the third image, the displaying of the representation of the 
first image and the displaying of the representation of the 
second image is performed depending on a pre-selectable 
viewing direction. 
0063. By way of example, in case the representation of the 

first image indicates that the first region is inclined with 
respect to the third region or that an imaging direction of the 
first region and the imaging direction of the third region form 
an angle greater than 0 degrees, the user may change a view 
ing direction Such that the representation of the first image is 
shown as a rectangle or a square, indicating that the viewing 
direction is parallel to the optical axis of the charged-particle 
microscope at the time of acquiring the first image, or that the 
viewing direction is parallel to the imaging direction of the 
first image. Then, the first image and a representation of the 
third image may be displayed, wherein a form and a location 
of the representation of the third image indicates and/or is 
dependent on a location and extent of the third region relative 
to the first region. 
0064. According to an embodiment, the method further 
comprises: acquiring a spectrum and/or a diffraction pattern 
from an interaction region of the charged-particle beam with 
the object; and displaying a representation of the spectrum 
and/or the diffraction pattern at least partially within the third 
image; wherein the representation of the spectrum and/or 
diffraction pattern includes an indicator of the spectrum and/ 
or diffraction pattern. 
0065. The spectrum may be for example an X-ray spec 
trum, a secondary ion mass spectrum or a cathodolumines 
cence spectrum. The diffraction pattern may for example be a 
pattern of diffracted backscattered electrons. The X-ray spec 
trum may be for example measured by an energy dispersive 
spectrometer (EDX spectrometer) or a wavelength dispersive 
spectrometer (WDS spectrometer). The pattern of diffracted 
backscattered electrons may be for example acquired by an 
electron backscattered diffraction detector (EBSD detector). 
0066. A location of the representation of the spectrum 
and/or diffraction pattern relative to the third image may be 
indicative of and/or depend on a location of the interaction 
region relative to the location of the third image. The repre 
sentation of the spectrum and/or the diffraction pattern may 
be for example a mark or an unfilled frame. The representa 
tion of the spectrum and/or diffraction pattern may be select 
able. The displayed indicator of the spectrum and/or diffrac 
tion pattern may be different from indicators of 
representations of images, thereby indicating the presence of 
a spectrum or a diffraction pattern. An indicator of a repre 
sentation of a spectrum may be different from an indicator of 
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a representation of a diffraction pattern. The indicator may be 
indicative of and depend on characteristics of the spectrum 
and/or diffraction pattern. For example, the indicator of a 
spectrum may be indicative of and/or depend on an element, 
which is revealed by the spectrum. Further by way of 
example, the indicator of a diffraction pattern may be indica 
tive of and/or depend on a crystallographic orientation. 
0067. According to a further embodiment, the method fur 
ther comprises displaying an icon at an icon location within 
the third image; wherein the icon is configured to provide at 
least one link to a data object of the icon. 
0068. The icon may be placeable by the user at a selected 
location within the third image, which thereby gets the loca 
tion of the icon. The data necessary for defining the icon may 
be saved in a data file. The data object may comprise meta 
data. The data object may be an instance of a data type. The 
data type may be a primitive data type or a complex data type. 
The complex data type may be for example a data structure or 
a class. Generating the data object may comprise extracting 
contents of a data file and/or sending a request to a database. 
By way of example, at least one of the links may provide 
access to the data object via a computer network. For 
example, the link may be a weblink. The data object may be 
generated by extracting contents of an application data file to 
which the link points. The file may contain a text, image data, 
Video data and/or audio data. Examples for Such files are: a 
word processor file, an audio file, a spreadsheet file, a slide 
presentation file, an image file, a video file and an audio file. 
By way of example, the data object contains measurement 
data taken from the object, information related to the object, 
information related to the measurement process, information 
related to the charged-particle microscope and/or information 
related to the light microscope. By way of example, the mea 
Surement data may be a particle microscopic image acquired 
with the charged-particle microscope, a spectrum and/or a 
diffraction pattern from an interaction region of the charged 
particle beam with the object. The measurement data may 
further comprise data, which have been generated by apply 
ing an evaluation routine to at least one of the images. The 
information related to the object may comprise an object 
identifier or parameters of object preparation. The informa 
tion related to the measurement process or the microscope 
system may be for example control signals for a positioning 
device for positioning the object, wherein the control signals 
are indicative, of the icon location, a magnification of the 
charged-particle microscope or a magnification of the light 
microscope. The data object may correspond to one or a 
combination of the following: a voice recording, a text docu 
ment, a spectrum, a camera image, a Video recording, an 
audio recording, a charged-particle microscopic image and a 
light microscopic image. Additionally or alternatively, the 
data object may be stored on a computer of the microscope 
system and/or on a remote computer. 
0069. The charged-particle microscope may be configured 
Such that the icon is selectable. Selecting the icon may com 
prise selecting the icon with the pointer of the mouse. After 
having selected the icon, the graphical user interface may 
display a dialog box. The dialog box may be configured to 
display a list of the at least one link, wherein links are attach 
able or removable from the list of links. The dialog box may 
further be configured such that a link of the one or more links 
is activatable. Activating the link may result in displaying at 
least a portion of the contents of the data object. The graphical 
user interface may be configured Such that the icon is dis 
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placeable to a different location within the same image or to 
a different location within a different image. 
0070 The icon may include an indicator, which is indica 
tive of one or more of the following: a number of the at least 
one link of the icon, the data type of the data objects to which 
the link points, the contents of the data object and the file type 
of the file from which the data object is generated. The indi 
cator may be a geometry and/or a color of the icon. For 
example, the icon may be in the form of a symbol of an audio 
cassette when the linked data object corresponds to a Voice 
recording. 
0071. According to an embodiment, the method further 
comprises placing an icon at the icon location within the third 
image; and adding a link to the icon. Placing the icon at the 
icon location may comprise selecting an image region of the 
third image. Parameters defining the region may be saved as 
part, of the data, which defines the icon. Thereby, the data 
object of the icon is assigned to the selected image region. 
0072 According to a further embodiment, the method fur 
ther comprises displaying the first image; and displaying the 
icon at a location within the first image, wherein the location 
within the first image corresponds to a portion of the object, 
which corresponds to the icon location within the third image. 
0073. Accordingly, when the first image is displayed, the 
icon is still displayed at a location, which corresponds to the 
location at which the user originally has placed the icon 
within the third image. Thereby, it is possible for the user to 
attach information to a selected location on the surface of the 
object, wherein the information is accessible for the user 
irrespective of which image data is displayed on the display. 
The displaying may be performed after the representation of 
the first image has been selected. 
0074. A data value, which indicates the time, when the 
data object of the icon has been generated, may be assigned to 
the icon. Thereby, it is possible to display the icon only in 
those images, which have been acquired at Substantially the 
same time as the data object of the icon. For example, the icon 
may represent a comment, which has been generated Substan 
tially at the same time as a first set of images. Then, the icon 
may be displayed only in those images, which show a portion 
of the object, which corresponds to the icon location and 
which are part of the first set of images. 
0075 According to a further embodiment, the representa 
tion of the first image is configured to provide at least one link 
to a data object of the first image. According to a further 
embodiment, the third image is configured to provide at least 
one link to a data object of the third image. 
0076. The links of the representation and/or images and 
the data objects to which the links point may be configured in 
the same manner, as has been described with reference to the 
links and the data objects of the icons. 
0077. The representation may be configured provide a link 
to image data of one or more images. By way of example, the 
representation of the first image may provide a link to image 
data of the first image. The representation of the first image 
may also provide a link to one or more further images. Each 
of the images which are linked to a common representation 
may at least partially show a same portion of the object. The 
images may differ from each other, for example, in the detec 
tor setting used for acquiring the respective image. By way of 
example, a representation of an image may provide a link to a 
BSE image and a link to an SE image, wherein both images 
show the same portion of the object surface. 
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0078. The identifier of the representation may depend on 
one or more of the following: the data type of the data object 
and the content of the data object. For example, the represen 
tation may appear in dashed lines when it provides a link to a 
text document. 
0079 According to an embodiment, the method further 
comprises: adding a further link to the at least one link. 
Thereby, it is possible for the user to attach further informa 
tion to the representation of an image. 
0080 According to a further embodiment, one of the at 
least one link is activatable by selecting the representation. By 
way of example, after the representation has been selected, a 
list of the at least one link is displayed. Each of the links, 
which are displayed in the list of links is configured to be 
selectable, for example with the pointer of the mouse. By 
activating the link, the user may access the contents of the 
data object. 
0081. According to embodiments, there is provided a 
method of operating a user-interface of a charged-particle 
microscope, comprising: reading a first image of a first region 
of an object, wherein the first image corresponds to a first 
setting of the charged-particle microscope; reading a second 
image of a second region of an object, wherein the second 
image corresponds to a second setting of the charged-particle 
microscope, wherein the second setting differs from the first 
setting with respect to at least one of a kinetic energy of 
primary charged particles used for imaging, a detector setting 
used for imaging, a beam current of the primary charged 
particles used for imaging and a pressure in a measuring 
chamber of the charged-particle microscope; reading a third 
image of a third region of the object, wherein the first and 
second regions are contained, at least partially within the third 
region; displaying at least a portion of the third image; dis 
playing a representation of the first image at least partially 
within the displayed third image, wherein the representation 
of the first image includes a first indicator which is indicative 
of the first setting; displaying a representation of the second 
image at least partially within the displayed third image, 
wherein the representation of the second image includes a 
second indicator which is indicative of the second setting, and 
wherein the displayed second indicator is different from the 
displayed first indicator. These embodiments may be com 
bined with any one of the previously described embodiments. 
0082. The user interface may be a graphical user interface 
of a computer. The method may be a computer-implemented 
method. The computer having the graphical user-interface for 
performing the method may be in signal connection to a 
microscope or may be a computer which is isolated from 
microscopes. The images may be read from a memory of a 
computer or a database. The images may be acquired by a 
charged-particle microscope or a light microscope. In other 
words, the group consisting of the first image, the second 
image and the third image may be acquired by using a light 
microscope, a charged-particle microscope or a combination 
of a light microscope and a charged-particle microscope. 
0083. The first image corresponds to the first setting and 
the second image corresponds to the second setting. In other 
words, the first image is acquired using a charged-particle 
microscope at a first setting and the second image is acquired 
using a charged-particle microscope at a second setting. 
0084. According to embodiments, there is provided a 
charged-particle microscope configured to perform the 
method according to the embodiments as described above. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0085. The foregoing as well as other advantageous fea 
tures of the invention will be more apparent from the follow 
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ing detailed description of exemplary embodiments of the 
invention with reference to the accompanying drawings. It is 
noted that not all possible embodiments of the present inven 
tion necessarily exhibit each and every, or any, of the advan 
tages identified herein. 
I0086 FIG. 1A shows an image of a scanning electron 
microscope which is acquired by using an chamber mounted 
SE detector. 
I0087 FIG. 1B shows an image of a scanning electron 
microscope which is acquired by using aan in-lens SE detec 
tOr. 

I0088 FIG. 2 is a schematic illustration of a microscope 
system according to an exemplary embodiment; 
I0089 FIG. 3 is a flow-chart illustrating a method accord 
ing to an exemplary embodiment; 
0090 FIG. 4A is a schematic illustration of a graphical 
user interface in the “oriented view' mode according to an 
exemplary embodiment; 
0091 FIG. 4B is an illustration of the correspondence 
between imaged regions of the object and the images and 
representations shown in the graphical user interface accord 
ing to the exemplary embodiment shown in FIG. 4A: 
0092 FIG. 5 is a schematic illustration of the graphical 
user interface shown in FIG. 4A in the “grid view' mode: 
0093 FIG. 6 is a schematic illustration of the graphical 
user interface shown in FIG. 4A in the “select viewing direc 
tion' mode; and 
0094 FIG. 7 is a schematic illustration of the graphical 
user interface shown in FIG. 4A in the “time line view mode'. 

DETAILED DESCRIPTION OF EXEMPLARY 
EMBODIMENTS 

0.095 FIGS. 1A and 1B show images acquired by an elec 
tron microscope. The micrograph of FIG. 1A has been taken 
by using a chamber mounted SE detector. Images of a cham 
ber mounted SE detector allow to identify large scale topo 
graphic features of object. 
0096 FIG. 1B has been acquired by using an in-lens SE 
detector. 
(0097 While the SE image in FIG. 1A shows some topo 
graphical information on a large scale, the in-lens image 
shows topographic and compositional contrast and Sup 
presses charging or edge enhancement effects. 
(0098. However, comparing FIG. 1A and FIG. 1B, it is 
difficult to judge just by looking at the images, whether they 
refer to the same object and whether the imaged object region 
of FIG. 1A overlaps with the imaged object region shown of 
FIG. 1B. 
0099. This problem is in particular aggravated by the fact 
that images, which have been acquired from an object often 
cover a wide range of magnification. The magnification of a 
scanning electron microscope can be controlled over a com 
paratively wide range of up to six orders of magnitude. 
0100. Accordingly, it is considered desirable to provide a 
method for operating a charged-particle microscope which 
allows a more efficient acquisition and analysis of image data 
of an object. 
0101 FIG.2 shows a microscope system 1 according to an 
exemplary embodiment. The microscope system 1 comprises 
an electron microscope 2 and a light microscope 3. The elec 
tron microscope has an electron optical system 23 which 
comprises an objective lens 25. The electron optical system 
23 is designed such that a beam of electrons is focusable onto 
an object 10, which is positioned by a positioning system 22 
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in an object region of the electron optical system 23. A com 
puter 4 is in signal communication with the electron optical 
system 23. The computer 4 is configured to control the elec 
tron optical system 23 via signals transmitted on a signal line 
54. The electron microscope 2 comprises a backscattered 
electron detector 24 (also denoted as BSE detector) and a 
secondary electron detector 26 (also denoted as SE detector). 
The BSE detector 24 is arranged upstream of the object region 
and Surrounds an exit opening of the electron optical system 
23. The computer 4 is in signal communication with the BSE 
detector via a signal line 51. The computer 4 is configured to 
read signals which represent image data and which are trans 
mitted from the BSE detector via the signal line 51 to the 
computer 4. The computer is further configured to control via 
the signal line 51 settings of the BSE detector. The electron 
microscope 2 further comprises a secondary electron detector 
26 (also denoted as SE detector). The microscopy system 1 
therefore comprises two electron detectors wherein the BSE 
detector 24 has a higher sensitivity for backscattered elec 
trons than the SE detector 26. 
0102 The SE detector 26 is in signal communication with 
the computer 4 via signal line 52. The computer 4 is config 
ured to read signals which are transmitted from the SE detec 
tor 26 and which represent image data. The computer 4 is 
further configured to control via signal line 52 settings of the 
SE detector. 
0103) The electron microscope 2 further comprises a 
vacuum chamber 21 and a vacuum pumping system 27. The 
vacuum pumping system 27 and the vacuum chamber 21 are 
designed Such that the vacuum chamber is evacuatable to a 
vacuum of between high vacuum and approximately 22 Torr, 
depending on the settings of the electron microscope 2. 
0104. The electron microscope 2 further comprises a posi 
tioning system 22. The positioning system 22 is designed as a 
six-axis stage. In other words, the object holder 11, which is 
mounted on the positioning system 22 and to which the object 
10 is attached, is movable by the positioning system 22 with 
six degrees of freedom. It is also conceivable that the posi 
tioning system 22 is configured such that the object holder 11 
is movable with between one and five degrees of freedom. Via 
signal line 55, the computer 4 transmits position control sig 
nals to the positioning system 22 to position the object 10 with 
respect to the object region of the electron optical system 23. 
0105. The computer 4 is further configured such that posi 
tion control signals transmitted to the positioning system 22 
are recorded by the computer 4. The computer 4 is configured 
to determine locations of regions of the object 10 which are 
imaged by the electronbeam based on the recorded signals for 
controlling the position of the object 10. For example, the 
computer 4 may determine from the recorded position control 
signals a position and an orientation of a second region 
imaged by the electron microscope 2 relative first region 
imaged by the electron microscope 2. 
0106 For example, the computer 4, after having retrieved 
signals from the SE detector 26 or the BSE detector 24 which 
represent a first image, may transmit position control signals 
to the positioning system 22 to displace the object 50 
micrometers along an X-axis. Then, the computer generates 
control signals for the electron optical system 23 to acquire a 
second image. The imaged region of the second image rela 
tive to the imaged region of the first image may then be 
determined to be shifted by -50 micrometers along the x-axis. 
0107 Between the acquiring of the first image and the 
acquiring of the second image, the computer 4 may also 
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change a setting of the electron optical system 23. The com 
puter 4 is configured to transmit field of view control signals 
via signal line 54 to the electron optical system 23 to control 
the field of view of the electron optical system 23. For 
example, the field of view of an overview image may be taken 
with a wider field of view and at a lower resolution than a 
detail image. The computer 4 is configured to record the 
control signals transmitted to the electron optical system 23 
for setting the field of view. 
0.108 Hence, the computer 4 is configured calculate based 
on the position control signals and the field of view control 
signals a relative position and orientation of two imaged 
regions of the object 10. 
0109 Additionally or alternatively, in case the first and 
second image overlap, the computer 4 may be configured to 
determine the field of view of the second image relative to the 
field of view of the first image by performing image process 
ing routines on image data values of the first and second 
image. For example, the computer 4 may apply an edge 
detection filter for locating edges of the Surface topography 
within the images. Thereby, it is possible to determine the 
imaged region of the second image with respect to the imaged 
region of the first image with an accuracy which corresponds 
to a resolution of the electron microscope 2. 
0110. The electron microscope 2 further comprises an 
EDX detector 28 for an energy-resolved detection of X-rays 
which are emitted from an interaction region where an elec 
tron beam of the electron optical system 23 interacts with the 
object 10. 
0111. The EDX detector 28 is in signal communication 
with the computer 4 via signal line 57. The computer 4 is 
configured to receive signals representing EDX spectra and to 
generate files containing the data of spectra. However, it is 
also conceivable that a further computer which is separate 
from the computer 4 is in signal communication with the 
EDX via signal line 57. The computer 4 is further configured 
to record positioning signals which are generated by the com 
puter 4 and transmitted via signal line 55 to the positioning 
system 22. The computer is further configured to determine a 
working distance of the electron optical system 23 from 
operation parameters of the particle optical system 23. The 
computer 4 is configured to calculate depending on values of 
the operation parameters of the particle optical system 23 and 
from the recorded positioning signals transmitted to the posi 
tioning system 22 the location of the interaction region with 
respect to the imaged region of the third image. Additionally 
or alternatively to the EDX detector, the electron microscope 
3 may comprise at least one of a wavelength dispersive spec 
trometer (WDS spectrometer), an electron backscattered dif 
fraction detector (EBSD detector) or any other spectrometers 
for charged-particles or emitted light known in the art. 
0112 The microscope system 1 further comprises a light 
microscope 3. The light microscope 3, the electron micro 
Scope 2 and the sample holder 11 may be designed such that 
the sample holder 11 is transferable between the light micro 
scope 3 and the electron microscope 2. In FIG. 2, this is 
indicated by arrow 12. The light microscope 3 further com 
prises a positioning system 34. The positioning system 34 of 
the light microscope 3 is designed such that the object 10 
which is attached to the object holder 11 is positionable 
relative to an object region of an optical system of the light 
microscope 3. The optical system of the light microscope 3 
comprises an objective lens 31 and an imaging lens system 
32. The optical system of the light microscope 3 is designed 
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Such that the object region of the optical system of the light 
microscope 3 is imaged onto an image sensor 33 of the light 
microscope 3. The computer 4 is configured to receive signals 
of the image sensor 33 via signal line 53 and to generate 
image data from the received signals. 
0113. As an alternative to the computer 4, it is also con 
ceivable that a first computer is in signal communication with 
the positioning system 34 of the light microscope 3 via signal 
line 56 and in signal communication with the image sensor 33 
via signal line 53; and second computer is in signal commu 
nication with the positioning system 22 of the electron micro 
scope via signal line 55 and with the electron optical system 
23 via signal line 54. The first and the second computer may 
be separate (i.e. they do not share common components). It is 
also conceivable that each of the first computer and the second 
computer comprise network interfaces for data communica 
tion over a common data network. The first computer and the 
second computer may be in data communication with a data 
base, which is configured to store images, which have been 
acquired by the electron microscope 2 or the light microscope 
3 
0114. The computer 4 comprises a display 41. The com 
puter 4 further comprises a graphical user interface that 
resides within a machine-readable media 42 to direct the 
operation of the computer 4 and based on the position control 
signals of the positioning systems 22 and 34. 
0115 The sample holder 11 may comprise marks on an 
upper surface 11A of the sample holder 11. The marks are 
imageable by the light microscope 3 and by the electron 
microscope 2. For example, the marks may be designed Such 
that they are reflective for light of wavelengths which are used 
for imaging in the light microscope 3. The marks may further 
comprise a topography or a chemical composition which is 
imageable by the electron microscope 2. The computer 4 is 
configured Such that the marks are detectable in images of the 
light microscope 3 and images of the electron microscope 2. 
The computer 4 is further configured to determine the loca 
tion and extent of an imaged region of an image acquired by 
the electron microscope 2 relative to the imaged region of at 
image acquired by the light microscope 3 based on the 
detected marks in the images. 
0116 FIG. 3 is a flowchart which illustrates an exemplary 
embodiment. The embodiment is described with reference to 
the microscope system 1, which is illustrated in FIG. 2. A first, 
second and a third image are recorded 100 by using the 
electron microscope 2 or the light microscope 3. Each of the 
images is generated by imaging a respective region of the 
object. For example, an image is acquired by the electron 
microscope 2 by scanning the region of the Surface of the 
object with an electron beam of the electron optical system 
23. An image acquired by the light microscope 3 is acquired 
by imaging a region of the object onto the image sensor 33. 
The computer 4 is configured to determine 101 from settings 
of the electron microscope 2 and/or from settings of the light 
microscope 3 the lateral extent of each of the regions of the 
first, second and third image. The determined lateral extent 
may be a relative extent between the first, second and third 
image. A lateral extent of the region may be for example a 
diameter, an area or a length along a coordinate axis. 
0117 The computer 4 is further configured to determine 
102 a location and an extent of each of the first and the second 
regions relative to the third region. The computer 4 displays 
103 the third image on a display 41 of the computer 4. Rep 
resentations of the first and second image are displayed on the 
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display 41 by displaying a frame, wherein a form of the frame 
relative to the displayed third image corresponds to an extent 
of the imaged region of the object relative to an extent of the 
third region. 
0118. The computer 4 is further configured to determine 
104 a first identifier for the representation of the first image 
and a second identifier for the representation of the second 
image. Then, the representations of the first and second image 
are displayed 105 with their identifiers. For example, the 
representation of the first image may be displayed on the 
display 41 having a red-colored frame, indicating that the first 
image was acquired by using the SE detector 26 of the elec 
tron microscope 2. Correspondingly, the representation of the 
second image may be displayed on the display 41 having a 
blue-colored frame, indicating that the image was acquired by 
no the BSE detector 24 of the electron microscope 2. 
0119 Each of the representation of the first image and the 
representation of the second image are configured to be 
selectable. In other words, the computer 4 is configured Such 
that the representation is selectable by an input from the user. 
For example, the computer 4 may stay 106 in a waiting loop 
until the frame of the first and/or second image is selected 
with the pointer of the mouse. 
0.120. The computer 4 is further configured to display 107 
the first image on the display 41 upon selection of the repre 
sentation of the first image. Accordingly, upon selection of the 
representation of the second image, the second image is dis 
played on the display 41. 
I0121 FIG. 4A shows agraphical user interface 200, which 
is displayed on the computer display 41 according to an 
exemplary embodiment. The graphical user interface 200 as 
displayed in FIG. 4A is described with reference to the micro 
Scope system 1 as displayed in FIG. 2. The graphical user 
interface 200 comprises a rendering space 210. The rendering 
space 210 is configured for rendering images which have 
been generated using the electron microscope 2 and the light 
microscope 3 of the microscope system 1. The graphical user 
interface 200 further comprises a directory tree view 220. The 
directory tree view 220 is configured to display directories 
221 and file names 222 in a hierarchical list. The computer 4 
may configured such that upon selection of a directory 221 in 
the directory tree view 220, the image files 222 contained in 
the selected directory 221 are selected to be a group of 
images, wherein each image of the group of images is dis 
played as an image or as a representation in the rendering 
space 210. The graphical user interface 200 further comprises 
a command bar, which comprises a button for selecting a grid 
view 231, a button for selecting an oriented view 230, abutton 
for selecting a time line view 234. Thereby, the graphical user 
interface is configured to be switchable between an oriented 
view mode, a grid view mode and a timeline view mode of the 
graphical user interface 200. The command bar further com 
prises an input field 232 for inputting a magnification factor. 
FIG. 4A shows the graphical user interface 200 in the oriented 
view mode. 
I0122. Upon selection of the directory 221 in the directory 
tree view 220, the computer 4 determines a third image 212 
from the images in the directory 221. The third image 212 is 
displayed in the rendering space 210 of the graphical user 
interface 200. The third image 212 may be determined for 
example by determining the image with the widest field of 
view of the images in the directory 221. The third image 212 
shows object features 217. Furthermore, a representation 211 
of a first image from the selected group of images is displayed 
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in the rendering space 210. The representation 211 of the first 
image comprises aframe. The frame of the representation 211 
of the first image comprises a first indicator, which is a Solid 
line pattern, indicating that the image has been acquired by 
using the SE-detector 26 of the electron microscope 2. 
0123. The computer may also be configured to display 
concurrently with the image data of the third image a repre 
sentation of the third image. Accordingly, in FIG. 4A, the 
third image 212 is provided with a frame which also com 
prises continuous lines, indicating that the image has been 
acquired by using the SE detector 26 of the electron micro 
Scope 2. 
0.124. The computer 4 is further configured to display a 
representation 213 of a second image of the selected group of 
images. The representation 213 of the second image com 
prises a second indicator which is a dashed-and-dotted line 
pattern, indicating that the second image has been acquired by 
using the BSE detector 24. 
0.125. The computer 4 is further configured such that upon 
selection of a region of interest 214 with a pointer 240 of a 
mouse of the computer 4, the computer 4 identifies image data 
values which correspond to the selected region of interest 214 
from all images of the selected group of images in the direc 
tory 221. 
0126. Accordingly, it is possible for the user to directly 
compare portions of images, which correspond to a common 
region of the object, wherein the common region has been 
selected with the region of interest. Thereby, it is easier for the 
user to identify object features which appear in images of 
different microscope settings. 
0127. The computer is further configured that upon selec 
tion of a region of interest 240 by the user, an object region is 
defined, where a fourth image is taken by the electron micro 
Scope. 
0128. In the graphical user interface 200, also a represen 
tation of a fifth image 216 is shown. The representation of the 
fifth image 216 comprises a quadrilateral having our angles of 
greater or less than 90°. Thereby, the representation of the 
fifth image 216 indicates that the fifth image corresponds to 
an imaged region of the object which is inclined with respect 
to the imaged regions of the third image 212, and/or that an 
imaging direction of the fifth image and the imaging direction 
of the first image form an angle of greater than 0 degrees. 
0129. The computer 4 is further configured to display a 
representation of a first spectrum 218 and a representation of 
a second spectrum 219. The first and second spectrum have 
been acquired by using the EDX detector 28 of the electron 
microscope 2. The representation of the first spectrum 218 
comprises a frame. The frame indicates the location of the 
interaction region where the electron beam has interacted 
with the object and from which the X-rays have been emitted. 
The representation of the first spectrum 218 further comprises 
an identifier, which comprises a name “spectrum 1 of the 
first spectrum. The graphical user interface 200 is further 
configured that the representation of the first spectrum 218 is 
selectable. When the representation of the first spectrum 218 
is selected (e.g. by using the pointer of the mouse), the spec 
trum is displayed in the rendering space 210. 
0130. The computer 4 is further configured such that icons 
250,251 are placeable at locations within the third image 212. 
Each of the icons provides at least one link to a data object. 
For example, a first icon 250 provides a link to a data object, 
which contains text of a comment. The text is stored in a file 
on the machine-readable media 42 (shown in FIG. 2). When 
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the user selects the icon with the pointer of the mouse, the 
graphical user interface 200 displays a dialog box, allowing 
the user to activate the link. After having activated the link, the 
computer 4 starts a word processing application and opens the 
text file with the word processing application. A second icon 
251 provides a link to a data object, which contains a voice 
recording. When the user activates the link of the second icon 
251, the computer starts an application, which plays the Voice 
recording. 
I0131 The computer 4 is further configured such that one 
or more links to data objects can be added to each of the 
representations of the images and/or spectra. Each of the links 
points to a data object of a data type. The data object may for 
example contain data, which refer to the setting of the 
charged-particle microscope, when the respective image has 
been acquired. The data may comprise one or a combination 
of the following: a kinetic energy of the primary charged 
particles used for imaging, a detector setting used for imag 
ing, a beam current of the primary charged particles used for 
imaging and a pressure of the measuring chamber. Addition 
ally or alternatively, the data object may contain data, which 
refer to the object, Such as a stage of object preparation and/or 
parameters for object preparation. Activating the link may 
comprise selecting the representation of the respective image 
or spectrum (for example with the pointer of the mouse). 
Thereby, the data object is accessible to the user. 
0.132. The first icon 250 is placed within the representation 
of the first image 211. By selecting the representation of the 
first image 211, image data of the first image are displayed on 
the display. Furthermore, also the fist icon 250 is displayed at 
a location within the first image, which corresponds to the 
location at which the first icon 250 is placed within the third 
image 212. 
0.133 Accordingly, the icons allow the user to access 
information, which is relevant for a specific location on the 
object Surface, irrespective of which image data of the images 
in the selected group of images of the directory 221 are shown 
in the rendering space 210. 
0.134 FIG. 4B schematically illustrates how imaged 
regions of the object correspond to images and representa 
tions of images shown in the graphical user interface 200, 
which has been described with reference to FIG. 4A. FIG. 4B 
shows object features 217A which are located on a surface of 
the object and which are imaged by the electron microscope 
2. The objects 217A are imaged with a first field of view 
defining a first region 311 of the object for acquiring the first 
image. Then, by controlling the positioning system 22, the 
object is moved laterally with respect to the optical axis such 
that a center of the field of view of the microscope is shifted 
from point P to point Q on the object. Furthermore, the lateral 
width of the field of view is widened. At the new position, the 
third image is acquired by scanning the third region 312. 
Then, by controlling the positioning system 22, the object is 
again moved laterally such that the center of the field of view 
is shifted from point Q to point Rand the lateral width of the 
field of view is narrowed. Then, the second image is acquired 
by Scanning a second region 313. 
0.135 The third image 212 and representations of the first 
image 211 and the second image 213 are displayed by the 
graphical user interface 200 shown in FIG. 4A. The location 
and form of the representation of the first image 211 relative 
to the third image 212 is determined such that it depends on 
and/or is indicative of the relative locator and extent of the 
first region 311 relative to the third region 312. Accordingly, 
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the location and form of the representation of the second 
image 213 relative to the third image 212 is determined such 
that it depends on and/or is indicative of the relative location 
and extent of the second region 313 relative to the third region 
312. This is indicated in FIG. 4B by double arrow 350. 
0136. A first line between a center of the first region 311 
and the center of the third region 312 and a second line 
between the center of the second region 313 and the center of 
the third region 312 form an angle (). A third line between the 
center of the third image 212 and the center of the first image 
211 and a fourth line between the center of the third image 
232 and the center of the second image 213 form an angle S2. 
An absolute difference between () and () amounts to less than 
30 degrees. Thereby, the relative locations of the first image 
211 and second image 213 compared to the third image 212 is 
indicative of the relative locations of the first region 311 and 
the second region 313 compared to the third region 312. 
0137 FIG. 5 illustrates the graphical user interface 200 as 
described with reference to FIG. 4a when the user has 
selected the grid view mode, for example by selecting the grid 
button 231 in the command bar of the graphical user interface 
200 with the pointer 240 of the mouse. As shown in FIG. 5, all 
images in the selected directory 221 are displayed in the 
rendering space 210 side-by-side. In the grid view mode, also 
the first spectrum 258 and the second spectrum 259 are dis 
played side-by-side with the images. 
0138 Furthermore, for each of the data objects, to which 
the links of the icons 250, 251 point, a representation of the 
data object or at least a portion of the contents of the data 
object is displayed. For example, a text 252, to which the link 
of the icon 250 (shown in FIG. 4A) points, is at least partially 
displayed. Furthermore, a link button 253 is displayed for 
accessing the audio file to which the link of the icon 251 
(shown in FIG. 4A) points. Accordingly, all the information, 
which is displayed to the user in the oriented view mode by 
way of representations and icons, is now presented to the user 
simultaneously. In each of the images, which are shown in the 
grid view mode, the icons 250, 251 are displayed when a 
region of the respective image shows an object portion, which 
corresponds to the location, at which the icon is placed within 
the third image 212, as shown in FIG. 4A. Thereby, it is also 
possible to access the data objects, to which the links of the 
icons point, by selecting the icons displayed within the 
images shown in the grid view mode. 
0139 FIG. 6 shows the graphical user interface, as 
described with reference to FIG. 4a when the “set viewing 
direction” button 233 is selected with the pointer of the 
mouse. The images displayed in FIG. 6 have been imaged 
with the microscope of FIG.2, wherein in the electron micro 
scope 2, the object 10 has been rotated with respect to the 
object region of the electron optical system 23 by using the 
positioning system 22. 
0140. As shown in FIG. 6, the image 262 is displayed in 
the rendering space 210 of the graphical user interface 200. 
Furthermore, representations of a first, second, fourth and 
fifth image 261, 263,264, 265 are displayed. The represen 
tations of each of these images comprises a frame, wherein 
the location and the form of each of the frames indicates a 
location and an extent of the respective imaged region relative 
to the imaged region of the third image 262. In addition to the 
representations, also image data of the first, second, fourth 
and fifth image 261,263. 264, 265 are displayed within the 
respective representations. 
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0141 Furthermore, representations of a first spectrum 266 
and a second spectrum 267 are displayed in the rendering 
space 210. A location of the representation of the first spec 
trum 266 relative to the third image 262 depends on a location 
of the interaction region of the first spectrum relative to the 
imaged region of the third image. A location or the represen 
tation of the second spectrum 267 depends on a location of the 
interaction region of the second spectrum relative to the 
imaged region of the second image. 
0142. When the user has selected the “set viewing direc 
tion” button 233 of the commandbar, it is possible for the user 
to change the viewing direction, for example, by moving the 
mouse or by using arrow keys of the keyboard. The selectable 
viewing direction is indicated by arrows 271 and 270 in FIG. 
6. 
0.143 FIG. 7 shows the graphical user interface, as 
described with reference to FIG. 4A, when the user has 
selected the time line mode, for example by selecting the 
“time line' button 234 in the commandbar with the pointer of 
the mouse. 
0144. In the time line mode, each of the images, spectras 
and data objects are displayed arranged in a time-ordered 
manner with respect to the time of their generation. In other 
words, for any two objects (i.e. images, spectras and data 
objects), the object, which is arranged at a more leftward 
position has been generated at an earlier time. Thereby, a 
horizontal axis within the graphical user interface 200 repre 
sents a coordinate axis of time. This is schematically illus 
trated by arrow 260. 
0145 Accordingly, the time line mode allows the user to 
get an overview on how the images, spectras and data objects 
are related to each other with respect to their time of genera 
tion. 
0146 Furthermore, the images are arranged in the render 
ing space 210 depending on the detector settings, which has 
been used for acquiring the images. As illustrated in FIG. 7. 
images 280 and 282 are displayed in a first portion 223 of the 
rendering space 210 for displaying images, which have been 
acquired by using the backscattered electron detector (BSE 
detector). Images 281 and 283 are displayed in a second 
portion 224 of the rendering space 210 for displaying images, 
which have been acquired by using the secondary electron 
detector (SE detector). For all other images, spectras and for 
data objects, which are linked to the representations, images 
or icons, there is provided a third portion 225 of the rendering 
space 210. As shown in FIG. 7, the first spectrum 258, the text 
252 and the link button 253 for accessing the audio file are 
displayed in the third portion 225 of the rendering space 210. 
0147 Also in the time line view, the icons (such as the first 
icon 250 and the second icon 251) may be displayed at loca 
tions in the images, which correspond to the location at which 
the icon is placed in the third image 212 (shown in FIG. 4A). 
Thereby, also in the time line view, the data objects, which are 
linked to the icons, are accessible by selecting the icons which 
are displayed in the images. 

1. A method of operating a charged-particle microscope, 
the method comprising: 

recording a first image of a first region of an object using 
the charged-particle microscope in a first setting; 

recording a second image of a second region of the object 
using the charged-particle microscope in a second set 
ting, wherein the second setting differs from the first 
setting with respect to at least one of a kinetic energy of 
primary charged particles used for imaging, a detector 
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setting used for the imaging, a beam current of the pri 
mary charged particles used for the imaging, and a pres 
Sure in a measuring chamber of the charged-particle 
microscope; 

reading a third image of a third region of the object, 
wherein the first and second regions are contained at 
least partially within the third region; 

displaying at least a portion of the third image: 
displaying a representation of the first image at least par 

tially within the displayed third image, wherein the rep 
resentation of the first image includes a first indicator 
which is indicative of the first setting; and 

displaying a representation of the second image at least 
partially within the displayed third image, wherein the 
representation of the second image includes a second 
indicator which is indicative of the second setting: 

and wherein the displayed second indicator is different 
from the displayed first indicator. 

2. The method of claim 1, further comprising: recording the 
third image using a light microscope or the charged-particle 
microscope. 

3. The method of claim 1, wherein at least one of the 
following holds: 

the displayed second indicator has a color different from a 
color of the displayed first indicator; and 

the displayed second indicator has a geometry different 
from a geometry of the displayed first indicator. 

4. The method of claim 1, wherein the charged-particle 
microscope is an electron microscope and a first detector is 
used for imaging of the first image and a second detector is 
used for imaging of the second image, wherein the first detec 
tor has a higher relative sensitivity forbackscattered electrons 
than the second detector. 

5. The method of claim 1, wherein a lateral extent of the 
first region of the object is greater than a lateral extent of the 
second region of the object; 

wherein the third image and the representations of the first 
and second images are displayed on a display medium; 
and 

wherein a lateral extent of the displayed representation of 
the first image on the display medium is greater than a 
lateral extent of the displayed representation of the sec 
ond image on the display medium. 

6. The method of claim 1, wherein an angle between a line 
between a center of the first region of the object and a center 
of the third region of the object and a line between a center of 
the second region of the object and a center of the third region 
of the object is a first angle; 

wherein an angle between a line between a center of the 
displayed representation of the first image and a center 
of the displayed third image and a line between a center 
of the representation of the second image and the center 
of the displayed third image is a second angle; and 

wherein an absolute value of a difference between the first 
angle and the second angle is less than 30°. 

7. The method of claim 1, wherein the representation of the 
first image includes a frame representing a lateral extent of the 
first region. 

8. The method of claim 1, further comprising: 
Selecting one of the first and second images by selecting 
one of the representation of the first image and the rep 
resentation of the second image; and 

displaying the selected image. 
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9. The method according to claim 8, wherein a lateral 
extent of the displayed selected image on a display medium is 
greater than a lateral extent of the displayed representation of 
the respective image on the display medium. 

10. The method of claim 1, further comprising: 
selecting a region within the displayed third image: 
determining a fourth region of the object based on the 

Selected region within the displayed third image; and 
recording an image of the fourth region of the object using 

an electron microscope as the charged-particle micro 
Scope. 

11. The method of claim 1, further comprising: 
recording a fifth image of a fifth region of the object using 

a second microscope; and 
displaying a representation of the fifth image at least par 

tially within the third image, wherein the representation 
of the fifth image includes an indicator, which is indica 
tive of the second microscope. 

12. The method of claim 1, wherein a form and a location 
of the representation of the first image relative to the third 
image corresponds to an extent and a location of the first 
region of the object relative to the third region of the object; 
and 

wherein a location and form of the representation of the 
second image relative to the third image corresponds to 
a location and extent of the second region relative to the 
third region of the object. 

13. The method of claim 1, further comprising: 
acquiring at least one of a spectrum and a diffraction pat 

tern from an interaction region of a charged-particle 
beam of the charged-particle microscope with the 
object; and 

displaying at least one of a representation of the spectrum 
and a representation of the diffraction pattern at least 
partially within the third image: 

wherein the at least one of the representation of the spec 
trum and the representation of the diffraction pattern 
includes an indicator of the at least one of the spectrum 
and the diffraction pattern. 

14. (canceled) 
15. (canceled) 
16. (canceled) 
17. A method of operating a user-interface of a charged 

particle microscope, comprising: 
reading a first image of a first region of an object, wherein 

the first image corresponds to a first setting of the 
charged-particle microscope; 

reading a second image of a second region of the object, 
wherein the second image corresponds to a second set 
ting of the charged-particle microscope; 

wherein the second setting differs from the first setting with 
respect to at least one of a kinetic energy of primary 
charged particles used for imaging, a detector setting 
used for the imaging, a beam current of the primary 
charged particles used for the imaging, and a pressure in 
a measuring chamber of the charged-particle micro 
Scope; 

reading a third image of a third region of the object, 
wherein the first and second regions are contained at 
least partially within the third region; 

displaying at least a portion of the third image: 
displaying a representation of the first image at least par 

tially within the displayed third image, wherein the rep 
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resentation of the first image includes a first indicator 
which is indicative of the first setting: 

displaying a representation of the second image at least 
partially within the displayed third image; wherein the 
representation of the second image includes a second 
indicator which is indicative of the second setting; and 

wherein the displayed second indicator is different from 
the displayed first indicator. 

18. (canceled) 
19. (canceled) 
20. (canceled) 
21. (canceled) 
22. A microscope system comprising a charged-particle 

microscope, wherein the microscope system is configured to 
perform the method according to claim 1. 

23. The microscope system of claim 22, further comprising 
a light microscope; 

wherein the microscope system is further configured to 
record the third image using the light microscope or the 
charged-particle microscope. 

24. The microscope system of claim 22, wherein at least 
one of the following holds: 

the displayed second indicator has a color different from a 
color of the displayed first indicator; and 

the displayed second indicator has a geometry different 
from a geometry of the displayed first indicator. 
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25. The microscope system of claim 22, wherein the 
charged-particle microscope is an electron microscope and 
wherein the charged-particle microscope further comprises a 
first detector and a second detector; 

wherein the first detector is used for imaging of the first 
image and the second detector is used for imaging of the 
Second image; and 

wherein the first detector has a higher relative sensitivity 
for backscattered electrons than the second detector. 

26. The microscope system of claim 22, wherein the rep 
resentation of the first image includes a frame representing a 
lateral extent of the first region. 

27. The microscope system of claim 22, wherein the micro 
Scope system is further configured 

to acquire at least one of a spectrum and a diffraction 
pattern from an interaction region of a charged-particle 
beam of the charged-particle microscope with the 
object; and 

to display at least one of a representation of the spectrum 
and a representation of the diffraction pattern at least 
partially within the third image: 

wherein the at least one of the representation of the spec 
trum and the representation of the diffraction pattern 
includes an indicator of the at least one of the spectrum 
and the diffraction pattern. 

c c c c c 


