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METHOD AND APPARATUS FOR
REPLICATION SIZE ESTIMATION AND
PROGRESS MONITORING

FIELD OF THE DISCLOSURE

[0001] Aspects of the present disclosure relate to file sys-
tems. More particularly, aspects of the present disclosure
involve an apparatus and method for estimating the size of
datasets used for replication and monitoring replication
progress.

BACKGROUND

[0002] Asthenumberof computing devices increase across
society, electronic data management has become increasingly
challenging. Modern devices create and use ever increasing
amounts of electronic data ranging from digital photos and
videos, to large data sets related to any number of topics
including energy exploration, human resources, seismic
activity, and gene research. This explosion in digital data has
naturally led to ever increasingly large amounts of data that
must be stored. Correspondingly, the data storage field is
under constant pressure to increase size, performance, acces-
sibility, reliability, security, and efficiency of data storage
systems.

[0003] In order to meet these demands for data storage,
various storage systems have been developed. Large scale
storage systems often include storage appliances that include
arrays of spinning hard drives, magnetic tape drives, and/or
solid state drives. Multiple storage appliances may be net-
worked together to form a cluster. A cluster of storage appli-
ances provides for added capacity as well as added redun-
dancy, as compared to a single appliance. Storage appliances
in a cluster may be configured to synchronize data between
the clustered appliances to increase both access speeds and
availability.

[0004] Referring to FIG. 1, an example storage network
100 is depicted. This example storage network includes one
or more of Oracle’s ZFS storage appliances 110, 120 each
including one or more disk drives. As mentioned, the storage
appliances may be clustered; therefore, a second storage
appliance 120 may be configured to sync with a first storage
appliance 110. The storage network 100 is accessible by
clients 130, 132, 134, 136 using a network 140. Generally
speaking, the storage appliance 110, 120 manages the storage
of data on spinning disk or solid state hard drives. The
depicted networks may be local in nature or geographically
dispersed such as with large private enterprise networks or the
Internet.

[0005] Although discussed in the context of ZFS appli-
ances, the storage appliances 110, 120 may include any con-
ventional storage appliance. ZFS is a combined file system
and volume manager designed by Sun Microsystems® in
2005 that allows for data integrity verification and repair, high
storage capacities, along with numerous other features. ZFS
based systems utilize storage pools (often referred to, as
zpools) constructed of virtual devices (often referred to as
vdevs) constructed of block devices. A block device is any
device that moves data in the form of blocks including hard
disk drives and flash drives. A ZFS volume is a dataset that
represents a single block device. A virtual device (vdev) may
span a number of block devices/volumes and a zpool may
include one or more vdevs.
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[0006] One feature of computing systems running ZFS, as
well as other file systems, is the ability to perform replication.
Replication allows for a first system to create a replica of itself
or a portion of itself on another system by utilizing snapshots.
One advantage of replication is that it allows for the second
system to be regularly synchronized to the first system. For
example, the systems may be configured to perform replica-
tion at certain times thereby keeping the systems relatively
synchronized. This is accomplished by taking snapshots of
the various file systems, volumes, or datasets on the first
network storage appliance that a user wishes to replicate and
then transferring the snapshots and any associated data to the
second network storage appliance. Although the process of
creating a snapshot on the first network storage appliance is
very quick, the replication process may take a significant
amount of time, sometimes taking many hours to complete,
depending on the size of the data to be replicated.

[0007] Currently systems suffer from not being able to
accurately monitor the progress of replication, or determining
that the replication has encountered a problem causing the
replication to hang or fail entirely. Because of this, an admin-
istrator may suspect a problem had occurred and needlessly
restart the replication causing replications to take even longer
than required and causing user dissatisfaction among other
problems.

[0008] Itis with these and other issues in mind that various
aspects of the present disclosure were developed.

SUMMARY

[0009] Implementations of the present disclosure involve a
system and/or method for replication progress monitoring in
file systems. More specifically, the system and method allow
for the estimation of the size of a data transfer that will take
place due to the replication, and using the estimated transfer
size and transfer statistics, estimates the progress of the rep-
lication as time elapses.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] FIG. 1is ablock diagram illustrating an example of
a file system environment.

[0011] FIG. 2 is a block diagram illustrating a first system
and a second system configured for replication.

[0012] FIG. 3 is a flow diagram illustrating an example
method of replication progress monitoring in accordance
with this disclosure.

[0013] FIGS. 4A-D are block diagrams illustrating an
example file system structure and changes to the structure at
four distinct points in time (e.g. three days).

[0014] FIGS. 5A-C are block diagrams of snapshots and
dead lists at three distinct points in time, which correspond to
the example file system changes of FIGS. 4A-D.

[0015] FIG. 6 is a block diagram depicting an example
graphical display for replication progress monitoring in
accordance with this disclosure.

[0016] FIG. 7 is a flow diagram illustrating an example
method of replication progress monitoring in accordance
with this disclosure.

[0017] FIGS. 8A-C are block diagrams illustrating
example three consecutive snapshots and dead lists of a file
system.

[0018] FIG. 9is ablock diagram illustrating an example of
a general purpose computing system that may be used in the
application of the present disclosure.
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DETAILED DESCRIPTION

[0019] Implementations of the present disclosure involve a
system and/or method for monitoring replication progress. In
particular, the present disclosure provides for a system and
method for estimating the progress of replication between a
first network storage appliance and a second network storage
appliance (or multiple appliances) or a single network storage
appliance performing a replication to itself. The replication
monitoring system allows for an estimation of the amount of
data that will be transferred from the first network storage
appliance and the second network storage appliance and pro-
vide an estimated progress, estimated time of completion, and
data transfer rate as time elapses.

[0020] The estimation of the amount of data that will be
transferred during the replication may be quickly and effi-
ciently calculated by adding a snapshot size difference to the
size of the current dead list. This may be done by comparing
the size of a current snapshot being replicated and the size of
a corresponding past snapshot that was replicated immedi-
ately prior to the current replication. The dead list, as further
explained below, includes a listing of any blocks that were
included in the past snapshot, but were released before the
current snapshot. The sizes of the snapshots are generally
known by the operating system and file system, while the
dead list size may be quickly calculated. Thus, the estimation
of the transfer size may involve obtaining each of the sizes
from the operating system or file system and performing
subtraction and addition. Once the transfer size has been
estimated, the progress may be estimated by monitoring the
total bytes transferred, transfer speed, and elapsed time.
[0021] Referring to FIG. 2, a first network storage appli-
ance 210 and a second network storage appliance 260 that are
in communication using a network 270 or other form of
communication, are depicted. Each network storage appli-
ance manages files and volumes and allows access to the files
and volumes the files through a file system, such as ZFS. In
this example, the first network storage appliance 210 is oper-
ating using multiple file systems 220, 240, 250 spread across
two pools 222, 230 that each include three virtual devices
(vdevs)224,226,228,232,234,236. The first file system 220
is configured on the first pool 222 and the second and third file
systems 240, 250 are configured on the second pool 230. It
should be understood that in various other examples, the first
network storage appliance 210 and the second network stor-
age appliance 260 may be configured with any number of file
systems, pools, volumes, and virtual devices. The second
network storage appliance 260 also includes one or more
pools, each with one or more vdevs, and may also include one
or more file systems. In this example, the first and second
network storage appliances 210, 260 may be configured to
host one or more of the same file systems 220, 240, 250.
[0022] The replication from the first network storage appli-
ance 210 to the second network storage appliance 260 may
involve snapshots. One feature of network storage appliances
210,260, is the ability to save an image ofthe network storage
appliance 210, 260 and use that image to recreate the state of
the network storage appliance 110, 120 at a later time. This
image is referred to as a “snapshot.” Snapshots are, more
specifically, read-only copies of a file system or volume on a
network storage appliance or other storage device that
includes information required to reproduce the file system or
volume at the time of the snapshot. Put another way, a snap-
shot is a copy of a specified dataset that also includes any
hierarchical information necessary to reproduce the dataset in
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content and structure. Snapshots can be created quickly, and
they initially consume little disk space. However, as data
within the active dataset changes, the snapshot consumes
additional disk space by continuing to reference the old data,
thus preventing the disk space from being freed.

[0023] More specifically, the first network storage appli-
ance 210 may be configured to regularly take snapshots of one
ormore file systems 220, 240, 250, volumes, or other datasets.
To perform replication, one or more snapshots may be sent
from the first network storage appliance 210 to the second
network storage appliance 260. In the context of ZFS, the data
transfer may be accomplished using a ZFS send command
and a ZFS receive command. The ZFS send command may
include a list of one or more snapshots being sent as well as
the destination location and any connection information
required for sending the snapshots. The ZFS send operation
may then appropriately package each data block being sent
and transfers the data blocks in accordance with the sending
standard being used. For example, the first network storage
appliance 210 may connect to the second network storage
appliance 260 using a Transmission Control Protocol/Inter-
net Protocol (TCP/IP) connection, and therefore the snapshot
(s) being sent may have appropriate header information added
to each data block sent to the second network storage appli-
ance. When performing a replication to a second network
storage appliance, a command to receive the snapshot(s) is
issued on the second network storage appliance contempora-
neously with the entering of the send command.

[0024] Inanother example, the first network storage appli-
ance 210 may be performing replication to another portion of
the first network storage appliance. In this example, the first
network storage appliance 210 may replicate the file system
220 onto a different storage pool 230. Thus, the send opera-
tion in this case does not involve using a TCP/IP connection
and simply involves file transfer protocols within a single
system.

[0025] Referring now to FIG. 3, an example flow diagram
ofreplication monitoring process is depicted. In this example,
the replication process may be started by a user or an auto-
mated process, and may involve the execution of one or more
replication related commands on a first network storage
appliance (operation 310). The replication may be directed at
performing replication between a first network storage appli-
ance and a second network storage appliance. Although the
examples below are discussed in relation to a replication
between two discrete network storage appliances, it should be
understood that replication may involve replicating one or
more file systems from one part of a network storage appli-
ance to a second part of the same network storage appliance
and that the process described involves the execution of com-
mands and monitoring of a single network storage appliance.
The one or more replication related commands may, for
example, include commands to take one or more snapshots of
one or more file systems targeted for replication as well as
executing a ZFS send command on the first network storage
appliance and a ZFS receive command on a second network
storage appliance. Before the send/receive commands have
been executed, the replication process monitoring system
may be initiated.

[0026] In the specific method discussed hereafter, replica-
tion progress monitoring system performs three primary
functions including estimating the size of the transfer that will
be made for the replication (operation 320), monitoring the
replication process, and providing the user with a replication
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progress estimation (operation 340). Once the size of the
transfer is estimated, the first network storage appliance may
begin sending blocks of data to the second network storage
appliance (operation 330). Once data has begun to be trans-
ferred, the replication progress monitoring system may moni-
tor and display any data related to the replication including
the elapsed time of the replication, the total estimated transfer
size, and the amount of data transferred as time elapses (op-
eration 340).

[0027] Estimating the size of the data transfer that will be
performed for the replication (operation 320) takes place
before any data is sent from the first network storage appli-
ance to the second network storage appliance. The estimation
of'the transfer size includes estimating the amount of data that
will be transferred that is related to snapshot(s) being repli-
cated (operation 322), estimating the size of the data being
transferred related to data blocks that have been released for
to the operating system for overwriting since a previous rep-
lication (operation 324), and adding the size estimates (opera-
tion 326). Each of these operations are now discussed in more
detail.

[0028] Invarious embodiments, the estimation of the over-
all replication transfer size begins with estimating the size of
atransfer related to a snapshot being replicated by comparing
the size of the snapshot(s) being replicated to the correspond-
ing previously transferred snapshot(s). The blocks that are
included in a snapshot are analyzed to determine the size of
the snapshot. So, for example if a first snapshot has two
blocks with a size of 1 kB and 10 kB, then the total snapshot
size would be 11 kB. The aggregate size of the blocks for each
snapshot included in the replication may then be compared to
the size of the corresponding snapshots sent during the last
replication and the difference in size for each snapshot may be
totaled. The total difference in size is then used as the esti-
mated transfer size for the snapshots (operation 322). Thus, if
a second snapshot has a size of 20 kB, the estimated transfer
size would be the difference in size between the first and
second snapshots, in this case 9 kB. In addition to using the
difference in snapshot size to estimate the total transfer size,
the replication will also include transferring data related to
deleted data, which in turn needs to be added to the total
transfer size.

[0029] In addition to determining the snapshot size differ-
ence, the replication transfer also includes data sent that is
related to data blocks that were in the previously sent snap-
shot(s), but have subsequently been deleted (operation 324).
When a file has been deleted, the data blocks storing the
information in that file are “released” so that they are no
longer referenced in the file system and the locations of the
released data blocks may be written over with new data. The
total size of the data blocks that have been released may be
determined by analyzing a “dead list” corresponding to each
snapshot. A dead list includes a list of data blocks that were in
the previous snapshot and have since been released before the
corresponding snapshot was taken. For example, if a block
was created, often referred to as being “born,” before the
previous snapshot and is deleted, often referred to as having
“died,” after the previous snapshot, but before the current
snapshot, then in addition to the block being released, the
block is added to the dead list associated with the current
snapshot. Continuing the example from above, the second
snapshot may include a dead list that references a 10kB block
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from the first snapshot that was deleted before the second
snapshot was taken. Thus, the size estimate of the released
blocks is 10 kB.

[0030] The replication transfer size may then be estimated
by adding the snapshot size difference to the dead list size
(operation 326). Thus, in the example above the estimated
replication transfer size is 19 kB since the snapshot size
difference was 9 kB and the dead list size was 10 kB.

[0031] Referring now to FIGS. 4A-D, a simplified ZFS file
system 400 and the changes that occur to it over the course of
three days, or otherwise at four points in time are illustrated to
provide an example file system for replication progress moni-
toring. In this example, the file system 400 has a tree-like
structure starting with a root node 402-408 and spanning to
leaf nodes 420-430 containing blocks of data. When a user
attempts to access data, the operating system, in this case
ZF8S, is tasked with navigating the tree to access the requested
data. For example, with reference to FIG. 4A, a request for
data block 1 (420) may be received. In order to retrieve data
block 1 (420) the network storage appliance starts at root
block 1 (402) and traverses to the appropriate intermediary
node 410, and then to the requested data block 1 (420). It
should be understood that a file system may include a large
number of blocks (ZFS currently has a theoretical maximum
number of files of 2**, each of which may have a size up to 2%*
bytes, and a variable block size of up to 1 MB). In addition to
the blocks storing file data, each file system also includes one
or more layers of intermediary blocks used to navigate from
the root to each leaf. The represented file system 400 is only
provided as a simplified example for illustrative purposes.
Each type of block may be of a different size. For example, a
“root block” may consume onekilobyte of space on a network
storage appliance, while an “intermediary block™ may also
consume one kilobyte of space but each “data block”™ may
consume one megabyte of space. Each intermediary block
may include pointers to one or more data blocks, and each
intermediate block also includes information allowing the
intermediary block to function as a node for navigating the
file system to access data blocks.

[0032] Referring now specifically to FIGS. 4A and 5A, a
snapshot 500 of the file system 400, and a dead list 502 are
depicted. In the figures, a node represented by a heavy lined
box, such as root block 2 (404), indicates a change has
occurred at that box since the previous point in time. The
snapshot 500 includes all the information from the file system
400 needed to exactly recreate the file system 400. Thus, the
snapshots of the file system 400 includes the root block 1
(402), intermediary blocks 1 and 2 (410, 412), and data blocks
1-4 (420-426). In this example, there are no previous snap-
shots. The dead list 502, therefore, is empty because no blocks
have been deleted.

[0033] Referring now to FIGS. 4B and 5B representing the
file system 400 at day two and the snapshot at day two, a data
block 5 (428) has been added to the file system 400. In order
to facilitate locating the new data block 5 (428), intermediary
block 2 (412) and root block 1 (402) are replaced with root
block 2 (404) and intermediary block 3 (414). The snapshot
504 again includes all of the information from the file system
400, but the dead list 506 now includes the blocks that are no
longer being used, in this case, the original root block 1 (402)
and intermediary block 2 (412) since root block 1 (402) and
intermediary block 2 (412) were born before the last snapshot
500 and deleted before the current snapshot 504.
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[0034] Referring now to FIGS. 4C, 4D, and 5C, the file
system 400 is depicted at two different times on a third day. In
this example, FIG. 4C depicts the file system 400 at some time
after day 2, but before the snapshot 508 is taken on day 3. At
the time of the snapshot 508, the file system 400 resembles the
file system depicted in FIG. 4D. Referring to FIG. 4C first, in
this example, data block 2 (422) is replaced by data block 6
(430) and then deleted before the day 3 snapshot 508 is taken.
Because data block 2 (422) is replaced with data block 6
(430), root block 2 (404) is replaced with root block 3 (406)
and intermediary block 1 (410) is replaced with intermediary
block 4 (416). Referring now to FIG. 4D, data block 6 (430)
has been deleted and root block 3 (406) has been replaced
with root block 4 (408) and intermediary block 4 (416) has
been replaced with intermediary block 5 (418). Thus, when
the snapshot 508 is taken, the snapshot includes all of the
blocks shown in FIG. 4D and has no record of root block 3
(406), intermediary block 4 (416), or data block 6 (430). The
dead list 510 includes root block 2 (404), intermediary block
1 (410), data block 2 (422), but does not include root block 3
(406), intermediary block 4 (416), and data block 6 (430),
because these blocks were added after the day two snapshot
504 was taken and deleted before the day 3 snapshot 508 was
taken.

[0035] Referring back to FIG. 3, and with continued refer-
ence to FIGS. 4A-D and 5A-C, the replication progress of the
file system 400 may be estimated for a replication taking
place on each day. For example, a first network storage appli-
ance having the file system 400 may be configured to replicate
the file system 400 to a second network storage appliance. On
day 1, a snapshot is taken and a replication is initiated (opera-
tion 310). Before any data is sent from the first network
storage appliance to the second network storage appliance,
the size of the transfer that will take place is estimated (opera-
tion 320). The size of the snapshot 500 is one root block 402,
two intermediary blocks 410, 412, and four data blocks 420-
426. In this example, there is no snapshot before the day 1.
Thus, the difference in size between the first snapshot 500 and
no snapshot is the size of the first snapshot 500, in this case,
one root block 402, two intermediary blocks 410, 412, and
four data blocks 420-426 (operation 322).

[0036] Thedeadlist502 contains alisting of each block that
was born before the previous snapshot was taken, but deleted
before the current snapshot was taken. In this example, there
was no previously snapshot taken. Thus, the dead list 500
does not contain any blocks and has a size of zero (operation
324). The difference in size between the snapshots (in bytes)
and the size of the dead list are then added to determine the
estimated total transfer size (operation 326).

[0037] For illustrative purposes, a root block may have a
size of 1 kB, an intermediary block may have a size of 1 kB,
and each data block may have a size of 10 kB. The estimated
size of the transfer would therefore be 43 kB since the snap-
shot includes one root block (1 kB), two intermediary blocks
(2 kB), and four data blocks (40 kB) and in this example the
dead list 500 is empty (0 kB). Once the size estimation has
been completed, the first network storage appliance may start
sending the data (operation 330). As the data is sent, the
system updates and displays estimated progress (operation
340). For example, once the transfer size has been estimated,
the system may display an estimated transfer size of 43 kB
and the total bytes that have been sent. As time progresses, the
system may update the total bytes sent until the replication
has been completed.
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[0038] Referring to FIGS. 4B and 5B, the state of the file
system 400 on a second day is depicted, along with the cor-
responding snapshot 504 and dead list 506. On the second
day, once replication has been initiated (operation 310) the
size of the data transfer may again be estimated (operation
320). In this case, the size of the snapshot 504 is one root
block 404, two intermediary blocks 410, 414, and five data
blocks 420-428. Thus, the difference in size between the
snapshot on day one and the snapshot on day two is one data
block 428 (operation 322). The dead list 506 includes one root
block 402 and one intermediary block 412 (operation 324).
The combined difference between the current and past snap-
shots and the size of the dead list 506 is therefore one root
block 402, one intermediary block 412, and one data block
428 (operation 326). By using the difference in snapshot size
and the dead list size, the transfer size may be estimated very
quickly when compared to determining every difference
between the snapshot from the first day and the snapshot from
the second day. The example file system 400 is very small for
use as an example, but in many cases, a replication may
include a transfer of many gigabytes or even terabytes of data.
In those cases, determining each change between snapshots
would take an immense amount of time to compute compared
to determining file sizes and performing addition and subtrac-
tion. Returning to the example, using the example block sizes
above, the estimated transfer size would be 12 kB, since the
difference in snapshots includes one 10kB data block 428 and
the dead list includes a 1 kB root block 402 and a 1 kB
intermediary block 412. Once the size estimation has been
completed, the first network storage appliance may start send-
ing the data (operation 330). As the data is sent, the system
displays the estimated transfer size of 12 kB and updates the
number of bytes sent as time elapses (operation 340).

[0039] Referring to FIGS. 4C-D and 5C, the state of the file
system 400 on a third day is depicted, along with the corre-
sponding snapshot 508 and dead list 510. In this case, the size
of the snapshot 508 is one root block 408, two intermediary
blocks 414, 418, and four data blocks 420, 424-428. Thus, the
difference in size between the snapshot from the second day
and the snapshot from the third day is that the snapshot from
the third day has one less data block less than the snapshot
from the second day (operation 322). In this case, the third
day includes two changes to the file system 400 before the
snapshot 508 was taken. Specifically, data block 2 (422) was
replaced with data block 6 (430) and then data block 6 (430)
was subsequently deleted. These changes resulted in root
block 2 (404) to be replaced with root block 3 (406) and
intermediary block 1 (410) to be replaced by intermediary
block 4 (416) when data block 2 (422) was replaced with data
block 6 (430). Root block 3 (406) and intermediary block 4
(416) were replaced with root block 4 (408) and intermediary
block 5 (418) respectively when data block 6 (430) was
deleted. Since root block 2 (404) was created before the
day-two snapshot 504 and deleted before the day-three snap-
shot 508, root block 2 (404) is included in the dead list 510.
Similarly, intermediary block 1 (410) and data block 2 (422)
are included in the dead list 510. Root block 3 (406), inter-
mediary block 4 (416), and data block 6 (430) were each born
after the day-two snapshot (504) and deleted before the day-
three snapshot 508. Thus, root block 3 (406), intermediary
block 4 (416), and data block 6 (430) are not included in the
current dead list 510 and are depicted on the day three dead
list 510 with a dashed line and “X” for reference only. The
dead list 510 has a size of one root block 404, one interme-
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diary block 410, and one data block 422 (operation 324). The
total estimated size of the transfer is therefore one root block
and one intermediary block (operation 326). The size associ-
ated with data block 2 (422) in the deadlist (510) is cancelled
out by the size difference between the day-three snapshot 508
and the day-two snapshot 504 (the day-three snapshot 508 is
smaller than the day-two snapshot 504 by one data block).
Once the size estimation has been completed, the first net-
work storage appliance may start sending the data (operation
330). Using the same block sizes above, the estimated transfer
size in this case is 2kB (1 kB rootblock and 1 kB intermediary
block). As the data is sent, the system displays the estimated
transfer size of 2 kB and updates the number of bytes sent as
time elapses (operation 340).

[0040] In most cases, the size of a snapshot may simply be
expressed in terms of bytes. For example, using the block size
values above, the day-one snapshot 500 may have a size of 43
kB, the day-one dead list 502 may have a size of 0 kB, the
day-two snapshot may have a size of 53 kB, the day-two dead
list 506 may have a size of 2 kB, the day-three snapshot 508
may have a size 0of 43 kB, and the day-three dead list 510 may
have a size of 12 kB. Thus, the comparison in size between
snapshots may involve a direct subtraction of snapshot size.
Similarly, the total size of the dead list in bytes may then be
added to the snapshot size difference.

[0041] Referring now to FIG. 6, an example system display
600 depicting the replication progress is illustrated. In this
example, the display 600 shows the estimated transfer data
610 that includes the estimated total size of the transfer, the
number of bytes transferred, and elapsed time since the trans-
fer began. The display also includes a progress bar 620 show-
ing graphically representing the total Bytes sent and the esti-
mated size. In various other embodiments, the display 600
may include any other available information related to the
transfer. For example, the transfer data 610 may also include
real-time transfer speeds, estimated time to completion,
source and destination information, or any other information
that is relevant to a user.

[0042] In various embodiments, the replication monitoring
system may be configured to address various system configu-
rations and potential problems that a system may encounter.
For example, an administrator may configure a first network
storage appliance to capture snapshots on a daily basis, but
only perform replications on a weekly basis. In this case, the
replication would include each snapshot taken since the pre-
vious snapshot.

[0043] Referring now to FIG. 7, the operation of an alter-
native embodiment of a replication progress monitoring sys-
tem is shown. In this embodiment, the replication progress
monitoring system is capable of estimating the transfer size
for configurations that may or may not include intermediate
snapshots. Intermediate snapshots are snapshots of a file sys-
tem that are taken between replications. Information from
boththe latest snapshot and any intermediate snapshot may be
sent to the receiving system in order to perform a replication
of a file system that uses intermediate snapshots.

[0044] For example, a first network storage appliance may
receive a command or series of commands to begin the rep-
lication of one or more file systems (operation 702). Before
beginning the replication, the replication progress monitoring
system estimates the size of the transfer (operation 704). The
replication progress monitoring system may then assess
whether the file systems being replicated include intermedi-
ate snapshots (operation 706). If there are no intermediate
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snapshots, the system operates similarly to what was
described above with reference to FIGS. 3, 4A-D, and 5A-C.
The size of the selected snapshot is compared to the size of the
last snapshot sent (operation 708) and the size of the dead list
of the selected snapshot is added to the difference (operation
710).

[0045] If, on the other hand, the replication involves inter-
mediate snapshots, then the replication progress monitoring
system may sequentially analyze the preceding intermediate
snapshots to estimate the total transfer size. More particu-
larly, starting with the current snapshot, the size of the current
snapshot may be compared to the size of the immediately
previous intermediate snapshot (operation 712). The size of
the data freed between the latest snapshot and the intermedi-
ate snapshot may then be added (operation 714). The system
then checks to see if the previous snapshot was the last snap-
shot sent (operation 716). If the previous snapshot was the last
snapshot sent for replication, then the totals may be aggre-
gated and the system may move forward. If the previous
snapshot was an intermediate snapshot then the process is
repeated, setting the previous snapshot to the current snapshot
and then comparing it to the snapshot taken before immedi-
ately prior to it. The process is repeated for each snapshot
until the last snapshot sent for replication has been compared
to the intermediate snapshot taken before it.

[0046] The process for determining the size of a transfer
involving intermediate snapshots may be illustrated using
FIGS. 4A-D and 5A-C. For example, the network storage
appliance operating the file system 400 may be configured to
take snapshots on a daily basis and to perform replication
every other day. Thus, on the first day, illustrated in FIGS. 4A
and 5A, the snapshot 500 is sent to the second network storage
appliance. On the second day, illustrated in FIGS. 4B and 5B,
the snapshot 504 is taken, but is stored on the first network
storage appliance. On the third day, illustrated in FIGS. 4D
and 5C, the snapshot from the previous day 504 and the
current day 508 are sent to the second network storage appli-
ance. In this example, the estimation of the transfer size on the
first day would operate in the same manner described above
with reference to FIG. 3, but, in this case, the intermediate
snapshot from day two is used by the replication monitoring
system to estimate the transfer size on day 3.

[0047] The size of the day-one snapshot 500 is one root
block 402, two intermediary blocks 410, 412, and four data
blocks 420-426 and the day-one dead list 502 is empty. The
size of the day-two snapshot 504 is one root block 404, two
intermediary blocks 410, 414, and five data blocks 420-428
and day-two dead list 506 includes one root block 402 and one
intermediary block 412. The size of the day-three snapshot
508 is one root block 408, two intermediary blocks 414, 418,
and four data blocks 420, 424-428 and the size of the day-
three dead list 510 is one root block 404, one intermediary
block 410 and one data block 422.

[0048] To estimate the size of the data transfer that will
occur during the replication, the process starts by comparing
the most current snapshot to the previous snapshot. In this
case, the day-three snapshot 508 is the most current snapshot
and the day-two snapshot 504 is the immediately previous
snapshot. The difference in size between the day-three snap-
shot 508 and the day-two snapshot 504 is one data block
(operation 712) and the day-three dead list 510 includes one
root block 404, one intermediary block 410 and one data
block 422 (operation 714). The estimated transfer size there-
fore includes one root block and one intermediary block.
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Since the day-two snapshot 504 is an intermediate snapshot
and was not the last snapshot sent for replication, the opera-
tion is repeated with the intermediate snapshot 504 and its
preceding snapshot, here the day-one snapshot 500 (opera-
tion 716). The difference in size between the day-two snap-
shot 504 and the day-one snapshot 500 is the size of one data
block 428. The size of a single data block is then added to the
estimated total (operation 712). The day-two dead list 506
includes one root block 402 and one intermediary block 412.
The size of these blocks may also be added to the total esti-
mate (operation 714). Since the day-one snapshot 500 was
previously sent to the second network storage appliance for
replication, the estimation of the size of the data transfer
related to that file system is completed (operation 716). The
total estimated size includes the size of two root blocks (1 kB
each), two intermediary blocks (1 kB each), and one data
block (10 kB each). Using the same block sizes as described
above, the estimated total transfer size is 14 kB.

[0049] After the replication progress monitoring system
has estimated the size of a file system that is being replicated,
it may move any additional file systems that are slated for
replication from the first network storage appliance to the
second network storage appliance (operation 718) and the
process of estimating the transfer size for the replication may
be repeated for each file system and the estimated sizes may
be aggregated into an estimated total transfer size. The repli-
cation monitoring system may also include any metadata
associated with the replication in the total estimated size
(operation 720). The system may then allow the data transfer
for the replication to begin and start displaying the estimated
replication progress including the elapsed time, total number
of bytes sent, estimated total transfer size, transfer rate, and
estimated time to complete.

[0050] In some cases, an intermediate snapshot may be
deleted. Referring to FIGS. 8A-C, a first snapshot 800 and
dead list 802, a second snapshot 804 and dead list 804, and a
third snapshot 808 and third dead list 810 are depicted. In this
example, the first snapshot 800 and dead list 802 were used in
areplication, and replication is scheduled to occur again after
taking the second snapshot 804 and the third snapshot 808.
For various reasons, a system administrator may have deleted
the second snapshot 804 before replication could take place.
[0051] In network storage appliances, a snapshot may be
deleted using a snapshot specific delete command. When the
snapshot delete command is executed, the network storage
appliance determines which blocks of data are freed from
memory and also maintains the dead list associated with the
snapshot. This may be accomplished by iterating over the
dead list of a later in time snapshot and comparing the birth
time of each block in the dead list (here, the third dead list
810) to the birth time of a previous snapshot (first snapshot
800). Any blocks in the third dead list 810 that were born after
the first snapshot may be removed. In this case, root block 2
(814) is removed from the third dead list 810 since it was born
after the first snapshot 802. Furthermore, the blocks found in
the second dead list 806 are also moved to the third dead list
810. The result is that any block that was born before the first
snapshot 800 (and therefore present in the first snapshot 800)
and deleted before the third snapshot 808 was taken, is
included in the third dead list 810.

[0052] In the case of an intermediate snapshot being
deleted, the replication progress monitoring system is con-
figured to operate in relatively the same manner when a snap-
shot has not been deleted. For example, with continued ref-
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erence with to FIGS. 8 A-C and with reference to FIG. 7, a
network storage appliance may receive one or more com-
mands to begin the replication of the a file system illustrated
by the snapshot 808 (operation 702). In this example, the last
snapshot used for replication was the first snapshot 800. The
second snapshot 804 was taken at some time between the first
snapshot 800 and the third snapshot 808, but was deleted
before the replication was initiated. Thus, when the replica-
tion monitoring system begins the estimation of the size of the
transfer (operation 704), there are no intermediate snapshots
between the third snapshot 808 and the first snapshot 800
(operation 706). Thus, the size estimation includes compar-
ing the size of the third snapshot 808 and the first snapshot
800 (operation 708). In this case, the third snapshot 808 and
the first snapshot 800 both include one root block, two inter-
mediary blocks, and four data blocks. Thus, there is no dif-
ference in size between the third snapshot 808 and the first
snapshot 800. The day three dead list includes one root block,
two intermediary blocks, and one data block and thus the size
of'the blocks may be added to the total transfer size (operation
718). In this case, there is only a single file system being
replicated and for simplicity, only a negligible amount of
metadata in comparison to the total size of the transfer (opera-
tions 718, 720). The transfer may be initiated from the first to
the second network storage appliance, and the estimated
progress of the replication may be displayed to the user (op-
eration 722).

[0053] FIG. 9 illustrates an example general purpose com-
puter 900 that may be useful in implementing the described
technology. The example hardware and operating environ-
ment of FIG. 9 for implementing the described technology
includes a network storage appliance, such as general purpose
computing device in the form of a personal computer, server,
or other type of computing device. In the implementation of
FIG. 9, for example, the network storage appliance 800
includes a processor 910, a cache 960, a system memory 970,
980, and a system bus 990 that operatively couples various
system components including the cache 960 and the system
memory 970, 980 to the processor 910. There may be only
one or there may be more than one processor 910, such that
the processor of the network storage appliance 900 comprises
a single central processing unit (CPU), or a plurality of pro-
cessing units, commonly referred to as a parallel processing
environment. The network storage appliance 900 may be a
conventional computer, a distributed computer, or any other
type of computer; the invention is not so limited.

[0054] The system bus 990 may be any of several types of
bus structures including a memory bus or memory controller,
a peripheral bus, a switched fabric, point-to-point connec-
tions, and a local bus using any of a variety of bus architec-
tures. The system memory may also be referred to as simply
the memory, and includes read only memory (ROM) 970 and
random access memory (RAM) 980. A basic input/output
system (BIOS) 972, containing the basic routines that help to
transfer information between elements within the network
storage appliance 900 such as during start-up, is stored in
ROM 970. The network storage appliance further includes
one or more hard disk drives or Flash-based drives 920 for
reading from and writing to a persistent memory such as a
hard disk, a flash-based drive, and an optical disk drive 930
for reading from or writing to a removable optical disk such as
a CD ROM, DVD, or other optical media.

[0055] The hard disk drive 920 and optical disk drive 930
are connected to the system bus 990. The drives and their
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associated computer-readable media provide nonvolatile
storage of computer-readable instructions, data structures,
program engines and other data for the network storage appli-
ance 900. It should be appreciated by those skilled in the art
that any type of computer-readable media which can store
data that is accessible by a computer, such as magnetic cas-
settes, flash memory cards, digital video disks, random access
memories (RAMs), read only memories (ROMs), and the
like, may be used in the example operating environment.
[0056] A number of program engines may be stored on the
hard disk, optical disk, ROM 970, or RAM 980, including an
operating system 982, a volume manager 984, one or more
application programs 986, and program data 988. A user may
enter commands and information into the network storage
appliance 900 through input devices such as a keyboard and
pointing device connected to the USB or Serial Port 940.
These and other input devices are often connected to the
processor 910 through the USB or serial port interface 940
that is coupled to the system bus 990, but may be connected
by other interfaces, such as a parallel port. A monitor or other
type of display device may also be connected to the system
bus 990 via an interface, such as a video adapter 960. In
addition to the monitor, computers typically include other
peripheral output devices (not shown), such as speakers and
printers.

[0057] The network storage appliance 900 may operate in a
networked environment using logical connections to one or
more remote computers. These logical connections are
achieved by a network interface 950 coupled to or a part of the
network storage appliance 900; the invention is not limited to
aparticular type of communications device. The remote com-
puter may be another computer, a server, a router, a network
PC, a client, a peer device, a network storage appliance such
as a ZFS storage appliance, or other common network node,
and typically includes many or all of the elements described
above relative to the network storage appliance 900. The
logical connections include a local-area network (LAN) a
wide-area network (WAN), or any other network. Such net-
working environments are commonplace in office networks,
enterprise-wide computer networks, intranets and the Inter-
net, which are all types of networks.

[0058] The network adapter 950, which may be internal or
external, is connected to the system bus 990. In a networked
environment, programs depicted relative to the network stor-
age appliance 900, or portions thereof, may be stored in the
remote memory storage device. It is appreciated that the
network connections shown are example and other means of
and communications devices for establishing a communica-
tions link between the computers may be used.

[0059] The embodiments of the invention described herein
are implemented as logical steps in one or more computer
systems. The logical operations of the present invention are
implemented (1) as a sequence of processor-implemented
steps executing in one or more computer systems and (2) as
interconnected machine or circuit engines within one or more
computer systems. The implementation is a matter of choice,
dependent on the performance requirements of the computer
system implementing the invention. Accordingly, the logical
operations making up the embodiments of the invention
described herein are referred to variously as operations, steps,
objects, or engines. Furthermore, it should be understood that
logical operations may be performed in any order, unless
explicitly claimed otherwise or a specific order is inherently
necessitated by the claim language.
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[0060] The foregoing merely illustrates the principles of
the invention. Various modifications and alterations to the
described embodiments will be apparent to those skilled in
the art in view of the teachings herein. It will thus be appre-
ciated that those skilled in the art will be able to devise
numerous systems, arrangements and methods which,
although not explicitly shown or described herein, embody
the principles of the invention and are thus within the spirit
and scope of the present invention. From the above descrip-
tion and drawings, it will be understood by those of ordinary
skill in the art that the particular embodiments shown and
described are for purposes of illustrations only and are not
intended to limit the scope of the present invention. Refer-
ences to details of particular embodiments are not intended to
limit the scope of the invention.
What is claimed is:
1. A method of replication progress monitoring, compris-
ing:
obtaining a first snapshot size difference for a dataset resid-
ing on a first computing device, the first snapshot size
difference based on a difference between a first size of a
first copy of the dataset, the first copy having an associ-
ated first dataset structure, from a second size of a sec-
ond copy of the dataset, the second copy having an
associated second dataset structure; and
estimating a replication transfer size by combining a
released data size to the snapshot size difference; and

estimating replication progress of dataset on the first com-
puting device to a second computing device using the
replication transfer size.

2. The method of claim 1, wherein:

the first copy the dataset and the associated first dataset

structure comprises a first snapshot;

the second copy the dataset and the associated second

dataset structure comprises a second snapshot; and

wherein, calculating the snapshot size difference for the

dataset comprises:

obtaining a first snapshot for a first point in time, the first
snapshot being associated with a first size;

obtaining a second snapshot for a second point in time,
the second snapshot being associated with a second
size; and

calculating the difference between the first size from the
second size to obtain the first snapshot size difference.

3. The method of claim 2, wherein the released data size
comprises a size of any blocks of data included in the first
snapshot and released before the second point in time.

4. The method of claim 3, further comprising adding a
metadata size to the estimated replication transfer size,
wherein the metadata size comprises one or more bytes of
data related to an overhead data for transferring data.

5. The method of claim 1, further comprising:

beginning a data transfer for a replication; and

displaying the progress of the replication by showing a

total number of bytes transferred and the estimated rep-
lication transfer size.

6. The method of claim 5, wherein displaying the progress
of'the replication further comprises displaying at least one of
a data transfer rate and an estimated time to complete.

7. The method of claim 1, wherein the first computing
device and the second computing device operate using ZFS.

8. The method of claim 1, wherein the released data size
includes a total size of data blocks present on a dead list.
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9. The method of claim 3, further comprising:

obtaining a third snapshot for a third point in time, the third
snapshot being associated with a third size;

obtaining the difference between the second size from the
third size to obtain a second snapshot size difference;

estimating a second released data size, wherein the second
released data size includes the size of any blocks of data
included in the second snapshot and released before the
third point in time; and

wherein estimating a replication transfer size further com-
prises combining the first snapshot size difference with
the first released size estimate, the second snapshot size
difference, and the second released data size estimate.

10. A system for estimating replication progress compris-
ing:

a computing device including a processor coupled to a
system memory and a persistent memory, the persistent
memory storing a file system and the system memory
storing instructions for execution on the processor, the
instructions configured to cause the processor to:

obtain a first snapshot of the file system for a first point in
time, the first snapshot being associated with a first size;

obtain a second snapshot of the file system for a second
point in time, the second snapshot being associated with
a second size;

calculate the difference between the first size from the
second size to obtain a first snapshot size difference;

estimate a first released data size, wherein the first released
data size includes the size of any blocks of data included
in the first snapshot and released before the second point
in time; and

estimate a replication transfer size by adding the first snap-
shot size difference with the first released size estimate.

11. The system of claim 10, wherein the instructions are
further configured to cause the processor to:

begin a data transfer for a replication; and

display the progress of the replication on a monitor coupled
to the processor, wherein the progress includes a total
number of bytes transferred and the estimated replica-
tion transfer size.

12. The system of claim 11, wherein the computing device
further comprises a network interface configured to connect
to a second system over a network for the replication.

13. The system of claim 12, wherein the instructions are
further configured to cause the processor to add a metadata
size to the estimated replication transfer size, wherein the
metadata size comprises one or more bytes of data related to
an overhead data for transferring data.

14. The system of claim 10, wherein the computing system
operates using ZFS.

15. The system of claim 14, wherein the released data size
includes a total size of data blocks present on a dead list.

16. The system of claim 10, wherein the instructions are
further configured to cause the processor to further compris-
ing:
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obtaining a third snapshot of the file system for a third point
in time, the third snapshot being associated with a third
size;

calculating the difference between the second size from the
third size to obtain a second snapshot size difference;

estimating a second released data size, wherein the second
released data size includes the size of any blocks of data
included in the second snapshot and released before the
third point in time; and

wherein estimating a replication transfer size further com-
prises adding the first snapshot size difference with the
first released size estimate, the second snapshot size
difference, and the second released data size estimate.

17. A method of replication progress monitoring for a file

system operating using ZFS on a computing system, com-
prising:

obtaining a first snapshot of a file system for a first point in
time, the first snapshot being associated with a first size;

obtaining a second snapshot of the file system for a second
point in time, the second snapshot being associated with
a second size;

obtaining a third snapshot of the file system for a third point
in time, the third snapshot being associated with a third
size;

calculating the difference between the first size from the
second size to obtain a first snapshot size difference;

calculating the difference between the second size from the
third size to obtain a second snapshot size difference;

estimating a first released data size, wherein the first
released data size includes the size of any blocks of data
included in the first snapshot and released before the
second point in time;

estimating a second released data size, wherein the second
released data size includes the size of any blocks of data
included in the second snapshot and released before the
third point in time; and

estimating a replication transfer size by adding the first
snapshot size difference with the first released size esti-
mate, the second snapshot size difference, and the sec-
ond released data size estimate.

18. The method of claim 15, further comprising:

beginning a data transfer for a replication; and

displaying the progress of the replication by showing a
total number of bytes transferred and the estimated rep-
lication transfer size.

19. The method of claim 16, wherein the data transfer for

the replication comprises connecting to a second system
using a network and wherein the data transfer for the replica-
tion is for replication on the second system.

20. The method of claim 17, further comprising adding a

metadata size to the estimated replication transfer size,
wherein the metadata size comprises one or more bytes of
data related to an overhead data for transferring data.

21. The method of claim 15, wherein the released data size

includes a total size of data blocks present on a dead list.
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