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The present disclosure provides an image correction method 
and device . The method includes : correcting a target face 
image ; obtaining first eye position information and second 
eye position information through calculation according to 
the face image ; obtaining a first image correction parameter 
and a second image correction parameter via calculation 
based on the first eye position information and the second 
eye position information , and correcting a first image 
according to the first image correction parameter and cor 
recting a second image according to the second image 
correction parameter . 
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IMAGE CORRECTION METHOD AND 
DEVICE 

CROSS - REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] This application claims the benefit and priority of 
Chinese Application No . 201810135496 . 1 , filed on Feb . 9 , 
2018 , the entire disclosure of which is incorporated herein 
by reference . 

first eye position information , and obtaining the second 
image correction parameter through calculation based on the 
second function relationship and the second eye position 
information . 
[ 0008 ] Optionally , the first function relationship is 
expressed as : k = f ( u , , V , ) ; and the second function relation 
ship is expressed as : k , = f ( u , , V , ) ; wherein k , is the initial first 
image correction parameter , k , is the initial second image 
correction parameter , ( u , , V , ) is the first eye preset position , 
and ( u , v ) is the second eye preset position . 
[ 0009 ] Optionally , the correcting a first image according to 
the first image correction parameter and correcting a second 
image according to the second image correction parameter , 
includes : correcting the first image and the second image 
according to the following formula , respectively , 

TECHNICAL FIELD 
[ 0002 ] The present disclosure relates to the field of image 
correction technologies , and in particular to an image cor 
rection method and device . 

X = 1 + kv : ( 1 + kymax ) 
p ' = y 

BACKGROUND 
[ 0003 ] With continuous development of science and tech 
nology , some automakers also have added head up display 
( HUD ) devices to cars to attract consumers . 
[ 0004 ] When one driver turns during the driver ' s driving , 
the driver ' s position may be changed to cause changes in a 
viewing position of the driver , and there are different dis 
tortions in vehicle - mounted HUD images due to different 
positions of the driver , thereby adversely affecting the driver 
watching the HUD images . 

SUMMARY 
[ 0005 ] One embodiment of the present disclosure provides 
an image correction method that includes : collecting a target 
face image ; obtaining first eye position information and 
second eye position information through calculation accord 
ing to the face image ; obtaining a first image correction 
parameter and a second image correction parameter via 
calculation based on the first eye position information and 
the second eye position information , and correcting a first 
image according to the first image correction parameter and 
correcting a second image according to the second image 
correction parameter . 
[ 0006 ] Optionally , the obtaining first eye position infor 
mation and second eye position information through calcu 
lation according to the face image includes : detecting the 
first eye and the second eye from the face image according 
to an eye detection algorithm ; and tracking in real time 
positions of the first eye and the second eye according to a 
tracking algorithm , and obtaining the first eye position 
information and the second eye position information through 
calculation . 
[ 0007 ] Optionally , the obtaining a first image correction 
parameter and a second image correction parameter via 
calculation based on the first eye position information and 
the second eye position information , includes : setting a 
threshold quantity of first eye preset positions and a thresh 
old quantity of second eye preset positions ; obtaining each 
initial first image correction parameter at each first eye 
preset position for the first eye , and obtaining each initial 
second image correction parameter at each second eye preset 
position for the second eye ; determining a first function 
relationship between each first eye preset position and each 
initial first image correction parameter , and determining a 
second function relationship between each second eye preset 
position and each initial second image correction parameter ; 
and obtaining the first image correction parameter through 
calculation based on the first function relationship and the 

[ 0010 ] where x is a row coordinate of the first image or the 
second image ; y is a column coordinate of the first image or 
the second image ; X ' is a row coordinate of a corrected first 
image or a corrected second image ; y ' is a column coordinate 
of the corrected first image or the corrected second image ; 
Y mar is a height of the first image or the second image ; and 
k is a correction parameter . 
[ 0011 ] Optionally , the first image and the second image are 
head up display images . 
[ 0012 ] Optionally , the collecting a target face image 
includes : collecting the target face image once every a first 
quantity of frames . 
[ 0013 ] One embodiment of the present disclosure further 
provides an image correction device that includes : a collec 
tor configured to collect a target face image ; a position 
information calculation circuit configured to obtain first eye 
position information and second eye position information 
through calculation according to the face image ; a correction 
parameter calculation circuit configured to , based on the first 
eye position information and the second eye position infor 
mation , obtain a first image correction parameter and a 
second image correction parameter via calculation ; and a 
correction circuit configured to correct a first image accord 
ing to the first image correction parameter and correct a 
second image according to the second image correction 
parameter . 
[ 0014 ] Optionally , the position information calculation 
circuit includes : an eye detection sub - circuit configured to 
detect the first eye and the second eye from the face image 
according to an eye detection algorithm ; and an eye position 
information calculation sub - circuit configured to track in 
real time positions of the first eye and the second eye 
according to a tracking algorithm , and obtain the first eye 
position information and the second eye position informa 
tion through calculation . 
[ 0015 ) Optionally , the correction parameter calculation 
circuit includes : a preset position setting sub - circuit config 
ured to set a threshold quantity of first eye preset positions 
and a threshold quantity of second eye preset positions ; an 
initial image correction parameter obtaining sub - circuit con 
figured to obtain each initial first image correction parameter 
at each first eye preset position for the first eye and obtain 
each initial second image correction parameter at each 
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( 0024 ] FIG . 3 is a schematic diagram of an image correc 
tion device according to an embodiment of the present 
disclosure . 

DETAILED DESCRIPTION 

second eye preset position for the second eye ; a function 
relationship determining sub - circuit configured to determine 
a first function relationship between each first eye preset 
position and each initial first image correction parameter and 
determine a second function relationship between each 
second eye preset position and each initial second image 
correction parameter ; and an image correction parameter 
calculation sub - circuit configured to obtain the first image 
correction parameter through calculation based on the first 
function relationship and the first eye position information 
and obtain the second image correction parameter through 
calculation based on the second function relationship and the 
second eye position information . 
[ 0016 ] Optionally , the first function relationship is 
expressed as : k = f ( u , , V1 ) ; and the second function relation 
ship is expressed as : k , = f ( u , v ) ; wherein k , is the initial first 
image correction parameter , k , is the initial second image 
correction parameter , ( u7 , V ) is the first eye preset position , 
and ( u , , V , ) is the second eye preset position , and wherein the 
image correction parameter calculation sub - circuit is further 
configured to obtain the first image correction parameter 
through calculation based on the first function relationship 
k = f ( u , , V , ) and the first eye position information and obtain 
the second image correction parameter through calculation 
based on the second function relationship k , = f ( u , , V . , ) and the 
second eye position information . 
0017 ] Optionally , the correction circuit includes a correc 

tion sub - circuit configured to use the following formula to 
correct the first image and the second image , respectively , 

! = 1 + ky ( 1 + kymax ) 
y ' = y 

[ 0025 ] Reference will now be made in detail to exemplary 
embodiments , examples of which are illustrated in the 
accompanying drawings . The following description refers to 
the accompanying drawings in which the same numbers in 
different drawings represent the same or similar elements 
unless otherwise indicated . The following description of 
exemplary embodiments is merely used to illustrate the 
present disclosure and is not to be construed as limiting the 
present disclosure . 
[ 0026 ] FIG . 1 is a flow chart of an image correction 
method according to an embodiment of the present disclo 
sure . Referring to FIG . 1 , the image correction method 
includes the following steps 101 - 103 . 
[ 0027 ] At the step 101 , one target face image is collected . 
[ 0028 ] In one embodiment of the present disclosure , the 
image correction method is used to correct a distorted 3D 
image . 
[ 0029 ] When a user watches displayed images , it is needed 
to collect a face image of the user ( i . e . , the target face image ) 
and then analyze whether the displayed images are distorted 
according to characteristics of the face image . 
[ 0030 ] In an optional embodiment of the present disclo 
sure , the above step 101 may include a sub - step N1 of 
collecting the face image of the user once every preset 
quantity of frames . 
[ 0031 ] In one embodiment of the present disclosure , the 
face image of the user may be collected once every preset 
quantity of frames . For example , the face image of the user 
may be collected once every frame to analyze whether the 
displayed images are distorted . In some embodiments , the 
face image of the user may be collected by means of a 
camera . 
[ 0032 ] The preset quantity of frames ( which is also 
referred as a first quantity of frames ) may be set according 
to actual situations . For example , the preset quantity of 
frames may be 1 , 3 and so on , which is not limited thereto . 
[ 0033 ] In an optional embodiment of the present disclo 
sure , before the above step 101 , the image correction method 
further includes the following steps S1 - S3 . 
0034 ] At the step Si , a first initial position information 
for a first eye and a second initial position information for a 
second eye are set . 
[ 0035 ] At the step S2 , a first preset image correction 
parameter for a first image is calculated according to the first 
initial position information , and a second preset image 
correction parameter for a second image is calculated 
according to the second initial position information . 
[ 0036 ] At the step S3 , the first image is projected accord 
ing to the first preset image correction parameter , and the 
second image is projected according to the second preset 
image correction parameter . 
10037 ] In one embodiment of the present disclosure , when 
the first eye is the left eye of the user , then the second eye 
is the right eye of the user . When the first eye is the right eye 
of the user , then the second eye is the left eye of the user . 
[ 0038 ] By setting the first initial position information for 
the first eye and the second initial position information for 
the second eye , the first preset image correction parameter 
for the first image corresponding to the first eye as well as 

[ 0018 ] where x is a row coordinate of the first image or the 
second image ; y is a column coordinate of the first image or 
the second image ; x ' is a row coordinate of a corrected first 
image or a corrected second image ; y ' is a column coordinate 
of the corrected first image or the corrected second image ; 
Ymor is a height of the first image or the second image ; and 
k is a correction parameter . 
[ 0019 ] Optionally , the first image and the second image 
are head up display images . 
[ 0020 ] Optionally , the collector is further configured to 
collect the target face image once every a first quantity of 
frames . 

BRIEF DESCRIPTION OF THE DRAWINGS 
10021 ] A brief introduction will be given hereinafter to the 
accompanying drawings which will be used in the descrip 
tion of the embodiments in order to explain the embodi 
ments of the present disclosure more clearly . Apparently , the 
drawings in the description below are merely for illustrating 
some embodiments of the present disclosure . Those skilled 
in the art may obtain other drawings according to these 
drawings without paying any creative labor . 
10022 ] . FIG . 1 is a flow chart of an image correction 
method according to an embodiment of the present disclo 
sure ; 
[ 0023 ] FIG . 2 is a schematic diagram showing correction 
of a distorted image according to an embodiment of the 
present disclosure ; and 
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the second preset image correction parameter for the second 
image corresponding to the second eye are obtained through 
calculation . The first preset image correction parameter and 
the second preset image correction parameter may be preset 
image correction parameters that are calculated based on 
experience of developers or based on the experience of 
developers as well as the initial position information for the 
first eye and the second eye . Then , the first image is 
projected according to the first preset image correction 
parameter , and the second image is projected according to 
the second preset image correction parameter . 
[ 0039 ] After collecting the face image of the user , the step 
102 is performed . 
10040 ] At the step 102 , first eye position information and 
second eye position information of the user are obtained 
through calculation according to the face image . 
[ 0041 ] After collecting the face image of the user , the 
current position information of the eyes are analyzed accord 
ing to the characteristics of the face image and compared 
with the initial position information for projecting images , 
thereby determining a variation scale of positions of the 
eyes , such as an offset distance of the left eye or right eye 
towards a right / left direction or in a front / rear direction . The 
image correction parameters may be obtained through cal 
culation according to the variation scale of the first eye and 
the second eye 
[ 0042 ] Optionally , the above step 102 may include the 
following sub - steps S1 and S2 . 
[ 0043 ] At the sub - step S1 , the first eye and the second eye 
are detected from the face image according to an eye 
detection algorithm . 
[ 0044 ] At the sub - step S2 , positions of the first eye and the 
second eye are tracked in real time according to a tracking 
algorithm , and obtaining the first eye position information 
and the second eye position information through calculation . 
[ 0045 ] In one embodiment of the present disclosure , 
detecting the first eye and the second eye from the face 
image according to the eye detection algorithm includes : a 
first step of determining a face region in the face image ; a 
second step of determining an eye range in the face region ; 
and a third step of , based on an active shape model , 
determining initial positions of feature points corresponding 
to the eyes according to the eye range , and determining 
positions of the eyes by fitting . 
10046 ] The active shape model is a set of attributes of 
multiple feature points of the human face obtained from 
sample training . The multiple feature points at least include 
points corresponding to the eyes , and the attributes at least 
include position information , location constraint condition 
and texture information of the corresponding points . 
[ 0047 ] It should be noted that the above first step to the 
third step are provided to better understand the technical 
solution of one embodiment of the present disclosure , and 
any eye detection algorithm ( e . g . , Viola - Jones eye detection 
algorithm ) in the related art that can detect the first eye and 
the second eye from the face image may be applied to 
embodiments of the present disclosure , which will not be 
elaborated herein . 
10048 ) . After the first eye and the second eye are detected 
from the face image according to the eye detection algo 
rithm , the positions of the first eye and the second eye are 
tracked in real time according to the tracking algorithm , and 
then the first eye position information and the second eye 
position information are obtained through calculation . 

[ 0049 ] It should be noted that the tracking algorithm is an 
algorithm commonly used by those skilled in the related art , 
such as the meanshift tracking algorithm commonly used in 
relevant technical solution , and so on . 
[ 0050 ] After obtaining the first eye position information 
and the second eye position information of the user , the step 
103 is performed . 
10051 ] At the step 103 , based on the first eye position 
information and the second eye position information , a first 
image correction parameter and a second image correction 
parameter are obtained via calculation according to a preset 
algorithm . 
10052 ] In one embodiment of the present disclosure , after 
obtaining the first eye position information and the second 
eye position information of the user , the first image correc 
tion parameter corresponding to the first image and the 
second image correction parameter corresponding to the 
second image are obtained according to the preset algorithm . 
[ 0053 ] The preset algorithm will be described in the 
following optional embodiment . 
[ 0054 ] Optionally , the above step 103 may include the 
following sub - steps N1 to N4 . 
10055 ] . At the sub - step Ni , a threshold quantity of first eye 
preset positions and a threshold quantity of second eye 
preset positions are set in advance . 
[ 0056 ] At the sub - step N2 , each initial first image correc 
tion parameter at each first eye preset position for the first 
eye are calculated , and each initial second image correction 
parameter at each second eye preset position for the second 
eye are calculated . 
[ 0057 ] At the sub - step N3 , a first function relationship 
between each first eye preset position and each initial first 
image correction parameter is determined , and a second 
function relationship between each second eye preset posi 
tion and each initial second image correction parameter is 
determined . 
[ 0058 ] At the sub - step N4 , the first image correction 
parameter is obtained through calculation based on the first 
function relationship and the first eye position information , 
and the second image correction parameter is obtained 
through calculation based on the second function relation 
ship and the second eye position information . 
[ 0059 ] In one embodiment of the present disclosure , the 
threshold quantity of first eye preset positions and the 
threshold quantity of second eye preset positions are set in 
advance . For example , the threshold quantity may be 100 , 
180 , 200 , and so on . 
[ 0060 ] By calculating each initial first image correction 
parameter at each first eye preset position for the first eye 
and each initial second image correction parameter at each 
second eye preset position for the second eye , the first 
function relationship between each first eye preset position 
and each initial first image correction parameter can be 
determined according to each initial first image correction 
parameter , and the second function relationship between 
each second eye preset position and each initial second 
image correction parameter can be determined according to 
each initial second image correction parameter . 
[ 0061 ] As an example , FIG . 2 is a schematic diagram 
showing correction of a distorted image according to an 
embodiment of the present disclosure . 
[ 0062 ] When an original image passes through an optical 
system , trapezoidal distortion may be generated ; thus , it is 
needed to correct the original image . Generally , the distor 
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tion correction algorithm is used to correct the original 
image , thereby eliminating the trapezoidal distortion gener 
ated when the original image passes through the optical 
system . For example , as shown in FIG . 2 , d represents a 
distortion amount which may be obtained by means of using 
a central processing unit ( CPU ) to compare an image 
obtained by using a polarized camera to capture the original 
image with the original image ; p represents a correction 
amount which is an index used to measure correction degree 
of the correction algorithm . An arrow 1 shown in FIG . 2 
represents that the original image has been corrected , and an 
arrow 2 shown in FIG . 2 represents that one image passes 
through the optical system . 
10063 ] As shown in FIG . 2 , when one original image is not 
corrected and passes through the optical system , trapezoidal 
distortion may be generated with an distortion amount d ( as 
shown in FIG . 2a and FIG . 2c ) . When the correction amount 
p is set to be equal to the distortion amount d , i . e . , p = d , the 
original image may be corrected through the following 
distortion correction algorithm to eliminate the trapezoidal 
distortion ( as shown in FIG . 2b and FIG . 2d ) . 
[ 0064 ] The distortion correction algorithm may be real 
ized through the following formula ( 1 ) : 

( 1 ) fx ' = 1kw : ( 1 + Kymer ) 
y ' = y 

[ 0065 ] Where , x ' is a row coordinate of the original image ; 
y ' is a column coordinate of the original image ; x is a row 
coordinate of the corrected original image ; y is a column 
coordinate of the corrected original image ; ymar represents a 
height of the original image ; k is a correction parameter . As 
can be seen from the above formula ( 1 ) , the greater the k , the 
greater the p . 
10066 ] By setting a preset quantity of first eye positions 
and a preset quantity of second eye positions in the original 
image and continuously adjusting values of k until obtaining 
an image that is not distorted at the current position of the 
eyes , the value of k at this point is recorded , thereby 
obtaining a corresponding quantity of correction parameters 
k corresponding to the preset quantity of the first eye 
positions and the preset quantity of second eye positions . 
Then , based on coordinates of the preset quantity of the first 
eye positions , coordinates of the preset quantity of second 
eye positions as well as values of k , a function relationship 
between k and the coordinates of the first eye positions as 
well as the coordinates of the second eye positions can be 
determined . 
[ 0067 ] . For example , when a size of an original image is 
1024 * 768 , 200 different positions in the original image may 
be randomly set in advance for the first eye , i . e . , a first image 
position , a second image position , . . . , an i - th image 
position , . . . a 200 - th image position . Meanwhile , positions 
of the second eye in the original image may be obtained 
through calculation according to a pupil distance of the eyes , 
and the positions of the second eye in the original image are 
corresponding to the positions of the first eye in the original 
image , respectively , i . e . , a P1 - th image position , a P2 - th 
image position , . . . , an Pi - th image position , . . . a P200 - th 
image position . Then , coordinates of the 200 image posi 
tions for the first eye and coordinates of the corresponding 
200 image positions for the second eye can be determined . 

For example , when the first eye is at the i - th image position , 
coordinates of the corresponding Pi - th image position for the 
second eye is u ; , V ; ) ; then the correction parameter k capable 
of eliminating distortion is determined when the first eye is 
at each of the first image position , the second image position , 
. . . , the i - th image position , . . . the 200 - th image position 
while the second eye is at each of the corresponding P1 - th 
image position , the P2 - th image position , . . . , the Pi - th 
image position , . . . the P200 - th image position . It is assumed 
that when the first eye and the second eye are in an i - th 
image block , values of k are adjusted until one tester can 
watch an image that is not distorted . Values of the correction 
parameter k , when the first eye is at each of the first image 
position , the second image position , . . . , the i - th image 
position , . . . the 200 - th image position while the second eye 
is at each of the corresponding P1 - th image position , the 
P2 - th image position , . . . , the Pi - th image position , . . . the 
P200 - th image position , can be obtained through calculation 
according to the above way , i . e . , obtaining k? , k2 , . . . , k200 . 
Based on the least - square method , by using the above 200 
coordinates of the first eyes and the above 200 values of k , 
the first function relationship between the coordinates and k 
may be fitted as k = f ( u , , V . ) . Based on the least - square 
method , by using the above 200 coordinates of the second 
eyes and the above 200 values of k , the second function 
relationship between the coordinates and k may be fitted as 
k , = f ( u , v , ) . 
[ 0068 ] It should be noted that , any way in the related art 
that can obtain function relationships for each first eye preset 
position , each second eye preset position , each initial first 
image correction parameter and each initial second image 
correction parameter may be applied in one embodiment of 
the present disclosure , and will not be elaborated herein . 
[ 0069 ] After the function relationships for each first eye 
preset position , each second eye preset position , each initial 
first image correction parameter and each initial second 
image correction parameter have been obtained in the above 
way , the first image correction parameter is obtained through 
calculation based on the function relationship and the first 
eye position information , and the second image correction 
parameter is obtained through calculation based on the 
function relationship and the second eye position informa 
tion . 

[ 0070 ] It should be noted that , the above example is 
merely an algorithm for calculating image correction param 
eters , which is enumerated for better understanding of the 
technical solutions of the embodiments of the present dis 
closure , and any algorithm for calculating image correction 
parameters in the related art may be applied in one embodi 
ment of the present disclosure , and will not be elaborated 
herein . 
10071 ] After the first image correction parameter and the 
second image correction parameter are obtained through 
calculation , the step 104 is performed . 
[ 0072 ] At the step 104 , the first image is corrected accord 
ing to the first image correction parameter , and the second 
image is corrected according to the second image correction 
parameter . 
[ 0073 ] In one embodiment of the present disclosure , the 
first image and the second image may be head up display 
( HUD ) images . The HUD is a flight aid instrument , which 
is a flight aid instrument commonly used in aircrafts today , 
and may also be applied to some cars . 
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[ 0074 ] When the first image is a left eye image of the user 
( i . e . , driver or pilot ) , the second image is a right eye image 
of the user ; while the first image is a right eye image of the 
user ( i . e . , driver or pilot ) , the second image is a left eye 
image of the user , which are not specifically limited . 
[ 0075 ] After the first image correction parameter and the 
second image correction parameter are obtained , the first 
image is corrected according to the first image correction 
parameter , and the second image is corrected according to 
the second image correction parameter . This enables the user 
to watch in real time corrected 3D images during driving , 
thereby improving the user ' s viewing experience . 
[ 0076 ] Optionally , the above step 104 may include a 
sub - step K1 of using the following formula ( 1 ) to correct the 
first image and the second image , respectively , 

: 1 + kv : ( 1 + kymax ) 
y ' = y 

[ 0077 ] In one embodiment of the present disclosure , the 
first image and the second image may be corrected accord 
ing to the above formula ( 1 ) , respectively . In the above 
formula ( 1 ) , x is a row coordinate of the first image or the 
second image ; y is a column coordinate of the first image or 
the second image ; x ' is a row coordinate of the corrected first 
image or the corrected second image ; y ' is a column coor 
dinate of the corrected first image or the corrected second 
image ; y mor represents a height of the first image or the 
second image ; and k is a correction parameter . 
[ 0078 ] After the first image correction parameter and the 
second image correction parameter are obtained according 
to the function relationships , the position of the first eye and 
the position of the second eye , by setting the first correction 
parameter k , and the second correction parameter k2 while 
setting the row coordinate of the first image before being 
corrected , the column coordinate of the first image before 
being corrected and the height of the first image as x1 , y , and 
y mor , respectively , X , y , and y mor and k , are substituted 
into the above formula ( 1 ) , then the row coordinate x ' and 
the column coordinate y ' of the corrected first image can be 
obtained through calculation , thereby obtaining the cor 
rected first image . Then , setting the row coordinate of the 
second image before being corrected , the column coordinate 
of the second image before being corrected and the height of 
the second image as X2 , Y2 and y2max , respectively , X2 , Y2 and 
Y2max and k2 are substituted into the above formula ( 1 ) , then 
the row coordinate x ' 2 and the column coordinate y ' 2 of the 
corrected second image can be obtained through calculation , 
thereby obtaining the corrected second image . 
[ 0079 ] It should be noted that , using the above formula ( 1 ) 
to correct the first image and the second image is merely an 
optional solution of one embodiment of the present disclo 
sure , and is not intended to limit the present disclosure . 
[ 0080 ] By collecting the face image of the user , obtaining 
the first eye position information and the second eye position 
information of the user through calculation according to the 
face image , obtaining the first image correction parameter 
and the second image correction parameter though calcula 
tion based on the first eye position information and the 
second eye position information according to a preset algo 
rithm , and then correcting the first image according to the 
first image correction parameter and correcting the second 

image according to the second image correction parameter , 
the image correction method of one embodiment of the 
present disclosure can solve the problems in the relater art 
that there are different distortions in vehicle - mounted HUD 
images due to different positions of the driver , thereby 
improving the user ' s viewing experience . 
[ 0081 ] FIG . 3 is a schematic diagram of an image correc 
tion device according to an embodiment of the present 
disclosure . As shown in FIG . 3 , the image correction device 
includes a collector 310 , a position information calculation 
circuit 320 , a correction parameter calculation circuit 330 
and a correction circuit 340 . 
[ 0082 ] The collector 310 is configured to collect a face 
image of a user . In one embodiment , the collector 310 may 
be implemented as a camera . The position information 
calculation circuit 320 is configured to obtain first eye 
position information and second eye position information of 
the user through calculation according to the face image . 
The correction parameter calculation circuit 330 is config 
ured to , based on the first eye position information and the 
second eye position information , obtain a first image cor 
rection parameter and a second image correction parameter 
via calculation according to a preset algorithm . The correc 
tion circuit 340 is configured to correct the first image 
according to the first image correction parameter and correct 
the second image according to the second image correction 
parameter . In one embodiment , the position information 
calculation circuit 320 , the correction parameter calculation 
circuit 330 and the correction circuit 340 may be imple 
mented as a processor provided separately or a computing 
device such as a processor in the head up display device . 
[ 0083 ] Optionally , the position information calculation 
circuit 320 includes : an eye detection sub - circuit configured 
to detect the first eye and the second eye from the face image 
according to an eye detection algorithm ; an eye position 
information calculation sub - circuit configured to track in 
real time positions of the first eye and the second eye 
according to a tracking algorithm , and obtain the first eye 
position information and the second eye position informa 
tion through calculation . 
0084 Optionally , the correction parameter calculation 
circuit 330 includes : a preset position setting sub - circuit 
configured to set in advance a threshold quantity of first eye 
preset positions and a threshold quantity of second eye 
preset positions ; an initial image correction parameter 
obtaining sub - circuit configured to obtain each initial first 
image correction parameter at each first eye preset position 
for the first eye and obtain each initial second image 
correction parameter at each second eye preset position for 
the second eye ; a function relationship determining sub 
circuit configured to determine a first function relationship 
between each first eye preset position and each initial first 
image correction parameter and determine a second function 
relationship between each second eye preset position and 
each initial second image correction parameter ; and an 
image correction parameter calculation sub - circuit config 
ured to obtain the first image correction parameter through 
calculation based on the first function relationship and the 
first eye position information and obtain the second image 
correction parameter through calculation based on the sec 
ond function relationship and the second eye position infor 
mation . 
[ 0085 ] Optionally , the first function relationship may be 
expressed as : kz = f ( uz , v ) ( 2 ) ; and the second function rela 
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tionship may be expressed as : k , = f ( u , , V ) ( 3 ) , where k , is the 
initial first image correction parameter , k , is the initial 
second image correction parameter , ( u , v ) is the first eye 
preset position , and ( u , , V ) is the second eye preset position . 
[ 0086 ] Optionally , the correction circuit 340 includes a 
correction sub - circuit configured to use the following for 
mula ( 1 ) to correct the first image and the second image , 
respectively , 

( 1 ) tky : ( 1 + kymax ) 
y ' = y 

[ 0087 ] Where x is a row coordinate of the first image or 
the second image ; y is a column coordinate of the first image 
or the second image ; x ' is a row coordinate of the corrected 
first image or the corrected second image ; y ' is a column 
coordinate of the corrected first image or the corrected 
second image ; y por represents a height of the first image or 
the second image ; and k is a correction parameter . 
[ 0088 ] Optionally , the first image and the second image 
may be head up display ( HUD ) images . 
10089 ] Optionally , the collector 310 is further configured 
to collect the face image of the user once every preset 
quantity of frames . 
[ 0090 ] By collecting the face image of the user , obtaining 
the first eye position information and the second eye position 
information of the user through calculation according to the 
face image , obtaining the first image correction parameter 
and the second image correction parameter though calcula 
tion based on the first eye position information and the 
second eye position information according to a preset algo 
rithm , and then correcting the first image according to the 
first image correction parameter and correcting the second 
image according to the second image correction parameter , 
the image correction device of one embodiment of the 
present disclosure can solve in real time the problems in the 
relater art that there are different distortions in vehicle 
mounted HUD images due to different positions of the 
driver , thereby improving the user ' s viewing experience . 
10091 ] For each embodiment of the aforementioned 
method , for ease of description , it is described as a series 
combination of actions , those skilled in the art should 
understand that the present disclosure is not limited by the 
described operation sequence , since some of the steps may 
be performed in other sequences or simultaneously accord 
ing to the present disclosure . Further , those skilled in the art 
should also understand that the embodiments are described 
in the present disclosure are exemplary embodiments , 
actions and modules involved are not necessarily required 
by the present disclosure . 
[ 0092 ] The various embodiments in the present disclosure 
are described in a progressive manner , and each embodiment 
focuses on differences from other embodiments , and the 
same similar parts between the various embodiments may be 
referred to each other . 
[ 0093 ] In addition , terms such as “ first ” and “ second ” are 
used herein for purposes of description and are not intended 
to indicate or imply relative importance or significance . 
Thus , features limited by “ first ” and “ second ” are intended 
to indicate or imply including one or more than one these 
features . In the description of the present disclosure , “ a 
plurality of relates to two or more than two . 

[ 0094 ] In the above description of the present disclosure , 
reference to “ an embodiment , " " some embodiments , " " one 
embodiment ” , “ another example , " " an example , " " a specific 
example , " or " some examples , " means that a particular 
feature , structure , material , or characteristic described in 
connection with the embodiment or example is included in 
at least one embodiment or example of the present invention . 
Thus , the appearances of the phrases such as “ in some 
embodiments , " " in one embodiment " , " in an embodiment ” , 
“ in another example , " " in an example , " " in a specific 
example , ” or “ in some examples , " in various places through 
out this specification are not necessarily referring to the 
same embodiment or example of the present invention . 
Furthermore , the particular features , structures , materials , or 
characteristics may be combined in any suitable manner in 
one or more embodiments or examples . 
[ 0095 ] Although explanatory embodiments have been 
shown and described , it would be appreciated by those 
skilled in the art that the above embodiments cannot be 
construed to limit the present invention , and changes , alter 
natives , and modifications can be made in the embodiments 
without departing from spirit , principles and scope of the 
present invention . 
What is claimed is : 
1 . An image correction method comprising : 
collecting a target face image ; 
obtaining first eye position information and second eye 

position information through calculation according to 
the face image ; 

obtaining a first image correction parameter and a second 
image correction parameter via calculation based on the 
first eye position information and the second eye posi 
tion information ; and 

correcting a first image according to the first image 
correction parameter and correcting a second image 
according to the second image correction parameter . 

2 . The method of claim 1 , wherein obtaining the first eye 
position information and the second eye position informa 
tion through calculation according to the face image 
includes : 

detecting a first eye and a second eye from the face image 
according to an eye detection algorithm ; and 

tracking in real time positions of the first eye and the 
second eye according to a tracking algorithm , and 
obtaining the first eye position information and the 
second eye position information through calculation . 

3 . The method of claim 1 , wherein obtaining the first 
image correction parameter and the second image correction 
parameter via calculation based on the first eye position 
information and the second eye position information , 
includes : 

setting a threshold quantity of first eye preset positions 
and a threshold quantity of second eye preset positions ; 

obtaining each initial first image correction parameter at 
each first eye preset position for the first eye , and 
obtaining each initial second image correction param 
eter at each second eye preset position for the second 
eye ; 

determining a first function relationship between each first 
eye preset position and each initial first image correc 
tion parameter , and determining a second function 
relationship between each second eye preset position 
and each initial second image correction parameter ; and 
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obtaining the first image correction parameter through 
calculation based on the first function relationship and 
the first eye position information , and obtaining the 
second image correction parameter through calculation 
based on the second function relationship and the 
second eye position information . 

4 . The method of claim 3 , wherein the first function 
relationship is expressed as : k = f ( u , , V , ) ; and the second 
function relationship is expressed as : k , = f ( u V . ) ; 

wherein k , is the initial first image correction parameter , 
k , is the initial second image correction parameter , 
( U , , V , ) is the first eye preset position , and ( u , , V ) is the 
second eye preset position . 

5 . The method of claim 1 , wherein the correcting the first 
image according to the first image correction parameter and 
correcting the second image according to the second image 
correction parameter , includes : 

correcting the first image and the second image according 
to the following formula , respectively , 

r = : ( 1 + kymax ) 1 + ky 

y ' = y 

10 . The device of claim 8 , wherein the correction param 
eter calculation circuit includes : 

a preset position setting sub - circuit configured to set a 
threshold quantity of first eye preset positions and a 
threshold quantity of second eye preset positions ; 

an initial image correction parameter obtaining sub - cir 
cuit configured to obtain each initial first image cor 
rection parameter at each first eye preset position for 
the first eye , and to obtain each initial second image 
correction parameter at each second eye preset position 
for the second eye ; 

a function relationship determining sub - circuit configured 
to determine a first function relationship between each 
first eye preset position and each initial first image 
correction parameter , and to determine a second func 
tion relationship between each second eye preset posi 
tion and each initial second image correction param 
eter ; and 

an image correction parameter calculation sub - circuit 
configured to obtain the first image correction param 
eter through calculation based on the first function 
relationship and the first eye position information , and 
to obtain the second image correction parameter 
through calculation based on the second function rela 
tionship and the second eye position information . 

11 . The device of claim 10 , wherein the first function 
relationship is expressed as : k = f ( uz , V ; ) ; and the second 
function relationship is expressed as : k = f ( u , , V , ) ; 

wherein ky is the initial first image correction parameter , 
k , is the initial second image correction parameter , 
( u , v , ) is the first eye preset position , and ( u , vy ) is the 
second eye preset position ; and 

wherein the image correction parameter calculation sub 
circuit is further configured to obtain the first image 
correction parameter through calculation based on the 
first function relationship k = f ( u , , , ) and the first eye 
position information , and to obtain the second image 
correction parameter through calculation based on the 
second function relationship k , = f ( u , v , ) and the second 
eye position information . 

12 . The device of claim 8 , wherein the correction circuit 
includes a correction sub - circuit configured to use the fol 
lowing formula to correct the first image and the second 
image , respectively , 

where x is a row coordinate of the first image or the 
second image ; y is a column coordinate of the first 
image or the second image ; x ' is a row coordinate of a 
corrected first image or a corrected second image ; y ' is 
a column coordinate of the corrected first image or the 
corrected second image ; ymax is a height of the first 
image or the second image ; and k is a correction 
parameter . 

6 . The method of claim 1 , wherein the first image and the 
second image are head up display images . 

7 . The method of claim 1 , wherein collecting the target 
face image includes : collecting the target face image once 
per each first quantity of frames . 

8 . An image correction device comprising : 
a collector configured to collect a target face image ; 
a position information calculation circuit configured to 

obtain first eye position information and second eye 
position information through calculation according to 
the face image ; 

a correction parameter calculation circuit configured to , 
based on the first eye position information and the 
second eye position information , obtain a first image 
correction parameter and a second image correction 
parameter via calculation ; and 

a correction circuit configured to correct a first image 
according to the first image correction parameter and 
correct a second image according to the second image 
correction parameter . 

9 . The device of claim 8 , wherein the position information 
calculation circuit includes : 

an eye detection sub - circuit configured to detect the first 
eye and the second eye from the face image according 
to an eye detection algorithm ; and 

an eye position information calculation sub - circuit con 
figured to track in real time positions of the first eye and 
the second eye according to a tracking algorithm , and 
obtain the first eye position information and the second 
eye position information through calculation . 

' = 14 kv . ( 1 + kymax ) 
y ' = y 

where x is a row coordinate of the first image or the 
second image ; y is a column coordinate of the first 
image or the second image ; x ' is a row coordinate of a 
corrected first image or a corrected second image ; y ' is 
a column coordinate of the corrected first image or the 
corrected second image ; ymar is a height of the first 
image or the second image ; and k is a correction 
parameter . 

13 . The device of claim 8 , wherein the first image and the 
second image are head up display images . 
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14 . The device of claim 8 , wherein the collector is further 
configured to collect the target face image once per each first 
quantity of frames . 


